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Abstract

Many works at the intersection of Differential
Privacy (DP) in Natural Language Processing
aim to protect privacy by transforming texts
under DP guarantees. This can be performed
in a variety of ways, from word perturbations
to full document rewriting, and most often un-
der local DP. Here, an input text must be made
indistinguishable from any other potential text,
within some bound governed by the privacy
parameter €. Such a guarantee is quite de-
manding, and recent works show that priva-
tizing texts under local DP can only be done
reasonably under very high ¢ values. Address-
ing this challenge, we introduce DP-ST, which
leverages semantic triples for neighborhood-
aware private document generation under local
DP guarantees. Through the evaluation of our
method, we demonstrate the effectiveness of
the divide-and-conquer paradigm, particularly
when limiting the DP notion (and privacy guar-
antees) to that of a privatization neighborhood.
When combined with LLM post-processing,
our method allows for coherent text generation
even at lower ¢ values, while still balancing
privacy and utility. These findings highlight the
importance of coherence in achieving balanced
privatization outputs at reasonable ¢ levels.

1 Introduction

The field of text privatization encompasses a vari-
ety of techniques (Sousa and Kern, 2023), ranging
from anonymization to differentially private text
rewriting methods (Hu et al., 2024). Such meth-
ods strive to balance the removal or perturbation of
sensitive data and usefulness of the resulting text
for the downstream applications, resulting in the
so-called privacy-utility tradeoff. Differential Pri-
vacy (DP) (Dwork, 2006), being a mathematically
grounded notion of privacy, provides a useful start-
ing point for balancing the privacy-utility trade-off
through the ¢ parameter, or the privacy budget.
The application of DP in text privatization can be
performed at various lexical levels, such as words,

sentences, or documents. Earlier works introduced
the divide-and-conquer paradigm, e.g., where the
word is chosen as the unit of protection, and full
texts are privatized by composing word-level DP
guarantees (Fernandes et al., 2019; Feyisetan et al.,
2020; Carvalho et al., 2023; Arnold et al., 2023).
Such composed texts, however, can lack coherence
and grammatical structure (Mattern et al., 2022).

Later works diverged from this paradigm and
introduced methods for providing document-level
guarantees, namely through DP noise addition on
various text representations (Weggenmann et al.,
2022), such as the latent vector in a BART model
(Igamberdiev and Habernal, 2023). However, these
approaches lack the control over which information
to privatize, as opposed to word-level approaches.
Moreover, they require a higher privacy budget
to generate text that has reasonable utility since
these works follow the strict local DP definition
(Igamberdiev and Habernal, 2023).

Recent works have leveraged the Exponential
Mechanism (EM) (McSherry and Talwar, 2007) in
the generation step of language models, allowing
for contextualized privatization and the ability to
steer DP privatization with next token prediction
probabilities (Bo et al., 2021; Mattern et al., 2022;
Utpala et al., 2023; Meisenbacher et al., 2024),
thus providing a foken-level DP guarantee. How-
ever, these do not view the DP privatization task as
a bounded privacy budget problem, thereby exac-
erbating the issue of weak document-level privacy
guarantees. Additionally, EM-approaches cannot
guarantee grammatical correctness or coherence,
due to randomization in the token prediction step.

We address these challenges by introducing
DP-ST, a text privatization method with slightly
relaxed local DP guarantees, which we call
neighborhood-aware DP, for enhanced utility.
DP-ST leverages a different divide-and-conquer
paradigm, by first decomposing input documents
into only their core information, represented by se-
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Figure 1: An overview of the DP-ST pipeline. In the Preparation stage, publicly available texts are decomposed into
semantic triples and stored in a vector database with cluster indices. Then, during Privatization, each extracted triple
from an input document is replaced with a differentially private triple achieved through the use of the Exponential
Mechanism. All private triples are woven together into a reconstructed private document as the output.

mantic subject-verb-object (SVO) triples (Schnei-
der et al., 2024), or simply, semantic triples. Only
these triples are privatized under local DP guaran-
tees, aided by a corpus of clustered public semantic
triples, whereby the privatization of a triple only
considers the public triples within the most seman-
tically similar cluster. Finally, DP-ST takes advan-
tage of the post-processing principle of DP, in that
privatized triples are woven together by an LLM to
output a reconstructed private document.

We find that using DP-ST for local DP text pri-
vatization allows for strong privacy protections and
utility preservation, while also doing so under low
document-level privacy budgets. We show that
in comparison to state-of-the-art methods, DP-ST
performs considerably better in terms of ensuring
coherent outputs and balancing the privacy-utility
trade-off. Our experimental results demonstrate the
impact of careful DP mechanism design, and we
also highlight the importance of reasonable privacy
budgets in local DP text privatization, providing
a method that begins to reverse the trend of very
large or even unbounded privacy budgets.

Our work contributes to the field of text privati-
zation and DP text rewriting with the following:

1. We propose DP-ST, which leverages se-
mantic triple decomposition and LLM
post-processing for coherent and privacy-
preserving text generation under local DP.

2. We demonstrate the effectiveness of DP-ST
outputs in utility and privacy experiments,
which outperforms SOTA methods in finding
positive privacy-utility trade-offs.

3. We open-source the code for triple corpus cre-
ation and clustering, as well as the DP-ST
method. The repository is found at https:
//github.com/sjmeis/DPST.

2 Foundations and Related Work

DP mechanisms lend plausible deniability to the
input of the mechanism by adding calibrated noise
to the output. Hence, an observed output cannot be
attributed to a specific input with a high probability.
Formally, for finite spaces P and V with n and
m elements respectively, a randomized mechanism
M P — Visalocal e-DP mechanism iff Vz, y €
P and Vz € V, the following holds:

PriM(z) = 2] < e Pr[M(y) = 2]

The translation of DP into NLP (DP NLP) has in-
creased in research interest in recent years, result-
ing in a great deal of works investigating primarily
either model training with DP or DP text privati-
zation (Hu et al., 2024). The integration of DP
into NLP, largely dealing with unstructured data,
presents several initial challenges as the original no-
tion of DP was designed for structured, tabular data
(Klymenko et al., 2022). Beyond this, research in
DP NLP carries an extra responsibility of showing
that new methods can empirically improve privacy
protections, while also abiding by the theoretical
constraints of the DP definition.

The constraints of DP in the context of NLP have
led to many challenging, yet interesting research
directions. Mattern et al. (2022) highlight the dif-
ficulty in privatizing texts under DP constraints

8989


https://github.com/sjmeis/DPST
https://github.com/sjmeis/DPST

while also maintaining grammatical correctness
and semantic coherence, while Igamberdiev and
Habernal (2023) echo this notion by demonstrat-
ing that such coherence can only be achieved at
much higher privacy budgets. Other works point
to crucial considerations that must be made in the
design and evaluation of DP NLP methods, includ-
ing ensuring adherence to DP (Habernal, 2021),
increasing transparency in evaluation (Igamberdiev
et al., 2022), and considering the interdependence
of language in datasets (Vu et al., 2024).

3 Method

Our proposed method, named DP-ST, rests upon
the idea that only the core information of a sensi-
tive input document should be privatized, both to
focus on the key semantics as well as to reduce the
number of DP perturbations needed. We realize
this goal by relying on SVO triples, which we call
semantic triples for the remainder of this work. In
the following, we outline our methodology for de-
composing input texts into triples, privatizing these
triples under local DP, and reconstructing the priva-
tized triples to form coherent output documents.

3.1 Decomposing a Text into Semantic Triples

A semantic triple, also known as an SVO or RDF
triple, is a basic unit of the RDF framework' that ex-
presses a relation between a subject (‘“Mark Zucker-
berg”) and an object (‘“Facebook™), connected by
some predicate or verb (‘“founded”). Together, the
units within semantic triples form the basis for the
key information communicated in any sentence.

Extracting Triples. As the first step of our
pipeline, we construct an algorithm to extract se-
mantic triples from a given document in a reliable
and efficient manner. We leverage the Stanford
Open Information Extraction (OpenlE) software,
which comes as part of the Stanford CoreNLP
Toolkit (Manning et al., 2014). One particular fea-
ture allows for the open domain extraction of se-
mantic triples (Angeli et al., 2015), which we use as
the base extraction method. Concretely, we convert
the extractions into a single string, for example:

Mark Zuckerberg | founded | Facebook

Upon initial testing, we noticed that the extrac-
tion algorithm from OpenlE returns many redun-
dant results, specifically overlapping spans which
point to the same original SVO triple. Therefore,

"https://www.w3.org/TR/PR-rdf-syntax/

we implemented post-extraction filtering steps to
narrow down the results to a set of distinct triples.
We first utilize Locality-Sensitive Hashing (LSH)
(Gionis et al., 1999) to quickly bucket similar
triples. For this, we use the MINHASH algorithm
from the DATASKETCH library (Zhu et al., 2024),
with a threshold of 0.4 and 128 permutations. Then,
within each bucket, we perform perplexity filtering
by choosing the triple with the lowest perplexity
in each bucket. We do this to select only the most
coherent triple, avoiding noisy extractions from
OpenlE. We calculate perplexity using a GPT-2
model (Radford et al., 2019).

Building a Public Triple Corpus. With the triple
extraction algorithm, we then proceeded to create
a large-scale corpus of “public” semantic triples,
garnered from open-source and publicly available
text corpora. The purpose of this corpus was to
serve as a public knowledge base of triples, which
we can use later in our pipeline for DP privatization.

We use the FINEWEB text corpus (Penedo et al.,
2024), which consists of 15 trillion tokens of texts
that were cleaned and deduplicated from Common
Crawl data. In particular, we use the SAMPLE-
10BT split, a smaller random subset of the larger
corpus. We iterate through this subset, running
our triple extraction algorithm with filtering, and
storing the resulting triples into a Weaviate® vector
database. As an embedding model, we employ
JINA-EMBEDDINGS-V3 (Sturua et al., 2024), using
32-dimensional Matryoshka embeddings for search
efficiency without the loss of quality.

We set a stopping criterion of 15 million ex-
tracted triples, which was reached after processing
just under 800k texts from the FINEWEB corpus.
After deduplication, this resulted in roughly 13.4
million unique triples in our public triple database.

Clustering Triples. The final step in the prepa-
ration of our database of public triples involved
a clustering process to group semantically related
triples. This step was taken to align with our goal
for neighborhood-aware DP privatization, where
an input triple is only to be privatized considering
its most semantically related neighbors. This is
introduced in more detail in Section 3.2.

An important consideration was the number of
clusters to be formed, as we opted to use the effi-
cient k-means clustering algorithm from SKLEARN.
We made this k£ value a privatization parameter,

2https://github.com/weaviate/weaviate
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and we ran the clustering process for three & val-
ues: 50k, 100k, and 200k. Intuitively, this would
produce, on average, clusters with 268, 134, and 67
members, respectively. After each clustering pro-
cess, we recorded for each vector in our database
its three corresponding cluster IDs, marked as prop-
erties in the database records. We stored all cluster
centroids for use in the privatization step.

3.2 DP Privatization of Semantic Triples

The first step in producing private documents is to
decompose an input text into semantic triples using
the same process as outlined above. Then, for each
of these triples, a nearest-neighbor search is run by
comparing the cosine similarity of the embedded
triple string to each of the & cluster centroids, de-
pending on the chosen k value. The nearest cluster,
composed of all vectors belonging to the chosen
centroid, is the privatization neighborhood.

Within the privatization neighborhood, we
model the application of DP as a selection task,
which lends itself to the use of the fundamental
Exponential Mechanism (EM), as previously in-
troduced. Specifically, the cosine similarity of the
input triple in question is calculated with respect to
each public triple in the neighborhood. The result-
ing scores are used in the EM, yielding a sensitivity
of 1 (i.e., the range of cosine similarity, see Ap-
pendix A). The EM, which converts these scores
into selection probabilities with a chosen € parame-
ter, is run, yielding a private triple replacement.

After this process is followed for each extracted
triple from the input document, the result is a set of
output private triples. It is crucial to note here that
the DP guarantee lies on the triple level and grants
indistinguishability of input triples only within a
neighborhood (cluster). Thus, in order to privatize
an entire document under local DP, a privacy bud-
get ¢ must be distributed among all input triples.
This is discussed further next, along with a proof
that our method is differentially private.

3.2.1 Clarifying the DP in DP-ST

For local DP, every element of a domain is a neigh-
bor of every other element. For DP-ST, we re-
lax this condition and consider only the triples be-
longing to a cluster as neighbors. Moreover, the
codomain is also restricted to a single cluster. This
significantly reduces the range of our mechanism to
only the presumably semantically relevant triples.
The classic Exponential Mechanism is used on the
input triple to produce a privatized triple from a

cluster of public triples. The full DP proof for this
mechanism is deferred to Appendix A. We note
that our usage of the term local DP with DP-ST
is connected to the relaxed notion described here;
this distinction is further discussed in Section 5.

3.3 Document Reconstruction via
Post-processing with LLMs

Unfortunately, a set of private triples does not lend
itself well to downstream tasks or the sharing of
coherent texts. As such, we devise a method for re-
constructing documents from a collection of triples.
Previous work (Schneider et al., 2024) has shown
the effectiveness of LLMs in precisely this task,
namely, text generation from semantic triples.

To realize document reconstruction, we leverage
the post-processing property of DP, which states
that any arbitrary computations performed on DP
outputs will still be DP. Formally, if F(z) is e-DP,
g(F(z)) is also e-DP, for any g. This becomes
important for reducing the degrading effects of DP
noise, and has been leveraged in various applica-
tions (Balle and Wang, 2018; Kenny et al., 2021;
Meisenbacher and Matthes, 2024a).

Under this premise, we utilize the generative ca-
pabilities of LLMs in order to fuse a set of private
triples into one coherent text. We base our prompt
on that used by Schneider et al. (2024) in their ex-
periments, and we make only slight modifications.
The prompt can be found in Appendix B.

4 Experimental Setup and Results

We evaluate the efficacy of DP-ST in a series of
experiments that test both its empirical privacy pro-
tections as well as its ability to preserve utility. All
utilized datasets contain a privacy-sensitive task,
namely, adversarial authorship or attribute infer-
ence. We divide these datasets into two groups:
those with an associated downstream task and those
without one. For the datasets without a “utility
task”, we only apply automatic utility metrics. In
both cases, the privacy and utility measurements
allow for the quantification of the privacy-utility
trade-off, forming the basis for a comparative anal-
ysis between DP-ST and selected SOTA methods.

4.1 Datasets and Tasks

We use five datasets in total, ensuring diversity in
dataset size, average document length, and domain.

Reuters News. We use the Reuters_50_50
dataset (Liu, 2006), which is a subset of the much

8991



larger RCV1 corpus (Lewis et al., 2004). This sub-
set contains 2500 news articles in total, with 50
articles from each of 50 authors. This creates a
50-class adversarial authorship identification task.

Spooky Authors. We use the dataset from the
Spooky Author Identification challenge?, which
contains 19,579 excerpts from three authors (Edgar
Allen Poe, HP Lovecraft, Mary Shelley). We trans-
form this into an adversarial identification task.

Reddit Mental Health. We create a subset of a
dataset containing Reddit posts covering the topic
of mental health*. In particular, we only take posts
from the top-50 authors. We also filter out this set
for any posts which have been removed, marked
by “[removed]”, as well as the top-writing author,
which is simply “/deleted]”. The final subset con-
sists of 2393 posts from 49 authors.

Trustpilot Reviews. We use a subset of 29,490
reviews from the Trustpilot platform, made avail-
able by Hovy et al. (2015). In particular, we use
a 10% sample from the US version of the plat-
form. Each review is marked with the gender
(male/female) of the review author, thus creating
an adversarial binary classification task. Addition-
ally, the reviews are marked as positive or negative,
allowing for a sentiment analysis (utility) task.

Yelp Reviews. Finally, we use an authorship iden-
tification dataset based on the Yelp reviews dataset,
as made available by Utpala et al. (2023). The
dataset features 17,295 reviews written by 10 au-
thors. The reviews are also marked with sentiment,
allowing for a downstream utility evaluation.

4.2 Privatization Procedure

Selected SOTA Methods. We evaluate our DP-
ST method with three cluster size parameters,
namely & € {50000, 100000,200000}. We also
use two LLM variants from document reconstruc-
tion: LLAMA-3.2-1B-INSTRUCT and LLAMA-
3.2-3B-INSTRUCT (Grattafiori et al., 2024). We
compare these variants to five recent local DP
text privatization methods, ranging from word- to
document-level. They are briefly introduced below.

TEM (Carvalho et al., 2023): a word-level
MDP method leveraging a truncated EM, allowing
for higher utility word replacements.

3https://www. kaggle.com/c/
spooky-author-identification/

4https ://huggingface.co/datasets/solomonk/
reddit_mental_health_posts

DP-BART (Igamberdiev and Habernal, 2023):
a document-level DP text rewriting method that
leverages the BART autoencoder model (Lewis
et al., 2020), adding DP noise to the latent repre-
sentation. We use the DP-BART-CLYV variant and
a clipping range of (-0.1, 0.1). We test this method
using both BART-BASE and BART-LARGE.

DP-PrROMPT (Utpala et al., 2023): a method
proposing the use of temperature sampling as an
EM equivalent, in order to provide token-level DP
guarantees during text generation (here, proxied
by a text paraphrasing prompt). Following the
original work, we leverage the open-source FLAN-
TS5 models (Chung et al., 2022) as the underlying
LLM, specifically the LARGE and XL versions,
which are approximately equivalent in size to our
selected LLAMA 1B and 3B models, respectively.
As the logit values for each model must be clipped
(bounded) to fulfill DP constraints, we clip logits
to (mean, mean-+4xstd), after measuring all logit
values from running the respective models on a ran-
dom 10 texts from each of our five datasets. These
values are provided in our code.

DP-MLM (Meisenbacher et al., 2024): a
method using the EM to perform token replace-
ments by leveraging Masked Language Models.
We follow the original implementation, using a
ROBERTA-BASE model (Liu et al., 2019).

Setting Document-level Budgets. We take a
number of steps to ensure a fair comparison be-
tween our own method and the selected compara-
tive methods. This is especially important as the
methods operate on varying linguistic units. As a
solution to this, we decided to fix document-level
privacy budgets, which are calculated based on the
average word count of a given dataset.

We first establish base ¢ values, chosen to be € €
{0.1,0.5,1}. Then, we calculate the per-document
budget by scaling (multiplying) the base values
by the average word count of a dataset, taking the
nearest integer. While we only report results using
the base ¢ values, the complete set of budgets used
is included in Table 4 of Appendix D.

Given each per-document budget, a text is priva-
tized by equally distributing the budget based on
how a mechanism operates. For example, TEM
privatizes each word in a document with € = total
budget | number of words, whereas DP-BART sim-
ply uses the per-document budget. In the case of
DP-PROMPT, we enforce a max generation length
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to that of the original input text, and follow a distri-
bution procedure as with TEM or DP-MLM.
Given the above-outlined procedure, we proceed
to privatize all documents in each dataset, for each
of the mechanisms with three € values. In total, also
considering the different model sizes used for some
methods, this results in 180 privatized datasets °.

4.3 Evaluation Metrics

We evaluate the privatization outputs of DP-ST,
as well as the compared methods, on four criteria:
coherence and utility preservation, semantic Simi-
larity, empirical privacy, and relative gain. We also
conduct an efficiency test to measure the runtime
required for DP-ST and the compared methods.

Coherence and Utility. A primary concern of
designing an effective DP privatization mechanism
comes with maintaining utility for downstream use.
In this work, we focus particularly on coherence,
i.e., whether the outputs are natural and fluent.

In particular, we evaluate coherence using the
LLM-as-a-Judge paradigm, specifically G-EVAL
(Liu et al., 2023). Following the documentation
of the original work®, as well as taking motiva-
tion from related works that use G-EVAL for the
evaluation of Natural Language Generation tasks
(Song et al., 2024; Afzal et al., 2024), we define
five metrics to comprise the coherence evaluation:
Fluency, Consistency, Clarity, Conciseness, and
Repetitiveness. We use the DEEPEVAL software to
operationalize these metrics, firstly by providing a
one-sentence criteria guideline (found in Appendix
C), which is then converted into evaluation steps
by DEEPEVAL. Each metric is given as a score on
the scale of 0-1, and we use OpenAl’s GPT-40
MINI (2024-07-18) as the evaluator.

In addition, we evaluate downstream utility for
the Trustpilot and Yelp datasets, since both datasets
are labeled with sentiment scores. For all privatized
variants of the dataset, we fine-tune a DEBERTA-
V3-BASE (He et al., 2021) model for one epoch,
using a 90/10 train/val split. The micro-F1 score on
the val split is recorded as the utility score, which
can be compared against the baseline of fine-tuning
on the original dataset. We provide more details on
our fine-tuning procedures in Appendix D.

Semantic Similarity. We evaluate to what degree
a DP privatization mechanism is capable of pre-
serving the semantic meaning of the original text

312 method variants x 5 datasets x 3 ¢ values
https://github.com/confident-ai/deepeval

counterparts. We calculate the pairwise cosine sim-
ilarity between the embeddings of all private texts
to their original counterparts. This is performed us-
ing sentence transformers (Reimers and Gurevych,
2019), namely the ALL-MINILM-L12-v2 (ibid),
ALL-MPNET-BASE-V2 (ibid), and GTE-SMALL (Li
et al., 2023) models. The similarity scores for the
three models are averaged for each text pair, and
then the mean score over each dataset is calculated.

Empirical Privacy. Although we have designed
the experiments such that all methods privatize
a given document with the same theoretical DP
guarantee, previous works have shown the impor-
tance of also measuring empirical privacy (Mattern
et al., 2022; Utpala et al., 2023; Meisenbacher and
Matthes, 2024b), as these can differ from method
to method. As such, we test privacy preservation
by leveraging the adversarial task associated with
each dataset, as introduced in Section 4.1.

For each private dataset, we train an adversarial
DEBERTA-V3-BASE (He et al., 2021) model for
one epoch, with the target as the corresponding pro-
tected attribute (i.e., author ID or gender). We then
compare the performance on the 10% private vali-
dation split, and the reduction in F1, as compared to
training a model on the original data, represents the
empirical privacy gain afforded by DP privatization.
In this process, we distinguish between a static ad-
versary, who trains on the original train split, and
the adaptive attacker, who trains on the train split
of the private dataset (Mattern et al., 2022).

Relative Gain. Calculating the relative gain
(RG) of DP text privatization quantifies the ob-
served benefit of privatization with respect to util-
ity loss. As such, a positive RG denotes that the
privacy gains outweigh the utility losses, and a neg-
ative score implies the opposite.

We define U, to be the baseline utility score,
which is represented as the average G-EVAL score
(i.e., mean over the five metrics), or in the case
of Trustpilot and Yelp, the simple mean of the av-
erage G-Eval score and the baseline utility task
score. We also define U/, to be the same utility
score measured on the privatized datasets. Sim-
ilarly, we define E'F, and E P, as the empirical
privacy scores, namely the adversarial performance
on the baseline and privatized datasets, respectively.
We thus define RG as: RG = % — ?;i’

RG is therefore maximized by maximizing the
left-hand side (minimal utility loss) and minimiz-
ing the right-hand side (maximal adversarial per-
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(d) Relative Gain.

Figure 2: Aggregated experiment results. All figures portray the average scores over our five datasets. Solid lines
indicate DP-ST variants, whereas dashed lines indicate our chosen methods for comparison. In all cases, higher
scores represent better results. Empirical Privacy Gain measures the average reduction in adversarial performance.
For this and Relative Gain, the depicted scores represent the average between the static and adaptive settings.

formance reduction). We note that in the case = documents. We privatize these documents with the
of U calculation for Trustpilot and Yelp, we ac-  six DP-ST configurations and the six comparative
count for the highly imbalanced datasets (towards  baselines, using the dataset-specific ¢ values, i.e.,
positive reviews) by considering the utility change  three values per dataset (see Section 4.2). We do
over majority-class guessing (MQG), thus yielding  not distinguish timing measurements between € val-

U = Uppserved — Unia, for both U, and U,,.

ues, as initial testing demonstrates that the choice
of privacy budget does not affect computation time.

Efficiency. We calculate the runtime required for We measure the total duration taken by each
all of the DP-ST variants and the selected com- method to privatize the set of 100 documents, and
parison methods. To do this, we choose arandom  we also calculate the average duration per docu-
sample (seed 42) of 20 text documents from each  ment and per word. The total word count is calcu-
of our five datasets, creating a test dataset of 100  lated using word tokenization with NLTK.
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Duration | Avg./Doc. | Avg./Word
TEM 7022.95 2341 0.118
DP-BART (Base) 491.21 1.66 0.008
DP-BART (Large) 738.31 2.46 0.012
DP-PrROMPT (Large) | 531.38 1.77 0.009
DP-PROMPT (XL) 654.09 2.18 0.011
DP-MLM 835.28 2.78 0.014
DP-ST (1B, 50k) 735.33 2.45 0.012
DP-ST (1B, 100k) 761.99 2.54 0.013
DP-ST (1B, 200k) 631.66 2.11 0.011
DP-ST (3B, 50k) 1127.49 3.76 0.019
DP-ST (3B, 100k) 1220.01 4.07 0.020
DP-ST (3B, 200k) 986.54 3.29 0.017

Table 1: Efficiency test results. Values are in seconds,
and they represent the (average) duration taken for each
method to run over the selected set of 100 documents
and three ¢ values (thus, 300 documents total).

4.4 Results

Figure 2 illustrates the results for coherence, simi-
larity, privacy, and relative gain, shown as the av-
erage scores for each method over all five datasets.
The complete results are located in Appendix E.
The efficiency test results are found in Table 1.

5 Discussion

The strengths of DP-ST. We find that an im-
mediate strength of DP-ST comes with its demon-
strated ability to produce private output texts that
are clear, concise, and natural. This can be at-
tributed to the LLM post-processing step, suggest-
ing that such a step could also improve the outputs
of other methods. This boost in coherence comes in
tandem with strong semantic preservation (cosine
similarity), as well as acceptable empirical privacy
gains. Most importantly, DP-ST is the only tested
method that can, on average, maintain positive rel-
ative gains, an important result in the discussion
of the merits of DP text privatization. Another in-
teresting trend that can be observed is the general
robustness of DP-ST over ¢ values, where the drop
in performance is not as steep as € increases.

These strengths come at comparable computa-
tion times to state-of-the-art methods (Table 1), es-
pecially when considering the multi-stage process
of DP-ST (decomposition - privatization - recon-
struction). Particularly when using a smaller LLM
(e.g., LLAMA-3.2-1B), we find near comparable
runtimes to all selected baselines, and given the
improved coherence, semantic similarity, and trade-
offs, we argue that this comparability in efficiency
is a clear additional strength of DP-ST.

The limitations of DP-ST. We acknowledge the
trade-offs that come with these strengths, which are

ultimately rooted in the semantic decomposition
stage of DP-ST, where an input text is reduced
to its component triples. While this highlights the
semantic core of the text, it also discards nuanced
information about the writing style, important at-
tributes, or modifiers outside of the triples. Preserv-
ing this information, although presumably disad-
vantageous from a privacy perspective, would un-
doubtedly lead to semantically richer output texts.

Examples of the transformation of an input text
to triples to a private output document can be found
in Table 2. As can be seen, while DP-ST, namely
the triple extraction stage, is able to extract core
semantic triples from the text, much of the sur-
rounding context is ignored. This typically results
in a significantly “distilled” output text — something
which certainly leads to higher privacy, but at the
cost of less expressive language. We believe that
can also be largely attributed to the use of OpenlE,
which is limited in its extractive capabilities. The
upshot of this is the fact that DP-ST is modular,
and future improvements can conveniently swap in
more capable triple extraction techniques.

What is being privatized? An important con-
sideration to make is the question of what exactly
DP-ST is privatizing, and the implications of this
decision. The recent literature has introduced a
diversity of ways in which a full text can be made
private under DP, yet these methods differ signifi-
cantly in their underlying design and resulting pri-
vacy guarantees. While some works focus on pro-
viding document-level guarantees via a single DP
mechanism run, we opt for the divide-and-conquer
paradigm, which allows for greater flexibility and
higher granularity, limiting our privacy focus to the
semantic core rather than the full text. We stress
that this guarantee only holds for our privatization
neighborhoods, or semantic clusters of triples.

To address these complexities, we design an ex-
perimental setup in which all methods, regardless
of DP notion, are tested under equal document-
level privacy budgets. This, however, cannot ac-
count for the differences in guarantees offered, for
example, between e-DP and MDP. Nevertheless,
we pose that although not all DP methods are made
equally, we can at least gain a sense of their relative
performance when enforcing uniform budgets.

Focusing on the trade-off. In our evaluation, we
focus on the trade-off between text coherence /
downstream utility (measured by G-EVAL and task
performance) and empirical privacy. We find that
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Original Text

ok so in one weird moment 2 years ago i was angry, it caused an arousal, and then a weird bad thought popped into my head
about harming the person making me angry. Back then i didnt have the ocd theme that causes such things, i just was like "ugh
no! why did i even have this thought?!" and just ignored it (guess its called the olgood days!) i didnt get stuck in it, (...) is it
like my mind throwing something random and all? or did my mind just crash because of the different kinds of feelings that
were mixed together weirdly

Extracted Triples

[‘11 was | so angry’, ‘weird thought | popped into | my head’, ‘i | did even have | thought’, ‘i | get | stuck in it’, ‘my mind | is |
like throwing’, ‘my mind | throwing | something’]

Private Triples

[Tl was more angry than | scared’, ‘ideas | are becoming in | my mind’, ‘i | realized | I was going’, ‘I | was dragged For | now’,
‘my mind | Immediately adds to | puzzle’, ‘my mind | flashed For | moment’]

Private Text

Original Text

I'was more angry than scared, and my mind is becoming increasingly filled with my ideas, which immediately adds to my
puzzle, and I realized I was going somewhere, but now I'm being dragged there, and my mind flashed that moment.

(a) Example from Reddit Mental Health.

Enjoyed the experience!: I thoroughly enjoyed the experience of creating my own photo album and adding my own narratives.
1 now have 6 of the Crewe photo books and I am really proud of them. The price is competitive and delivery and quality
excellent. Will definitely use again (can’t wait!) and would highly recommend the service to anyone. Well done Jessops

Extracted Triples

[Tl enjoyed | experience’, ‘my own photo album | adding | my own narratives’, ‘I | am | really proud’]

Private Triples

[‘It | was great experience for | young person’, ‘pictures | now is considered in | your pictures gallery’, ‘i | am proud for | this’]

Private Text

It was a great experience for young person and is now considered part of your pictures gallery, and I am proud of this.

(b) Example from Trustpilot.

Table 2: Output examples from DP-ST (3B,200k) on texts from Reddit Mental Health and Trustpilot. The order of
the Private Triples match that of the Extracted Triples (from OpenlE), showing the one-to-one DP outputs. Private
Text represents the output from the LLM post-processing step. Example (a) has been truncated for readability.

all compared methods struggle at the chosen ¢ lev-
els to achieve a positive balance, suggesting that
in these cases, DP privatization does not carry an
advantage. Only DP-ST achieves positive gains
on average, and we observe that this generally
comes as a result of balancing strong coherence
with slightly lower privacy protections. Conversely,
we see the effect of imbalanced privatization, where
low coherence and semantic similarity lead to high
privacy protections, but unsatisfactory trade-offs,
such as with TEM, DP-BART, or DP-MLM.
This becomes an interesting point of investiga-
tion for future work, namely, to design DP privatiza-
tions that can find acceptable privacy-utility trade-
offs even at stricter privacy budgets. Of course, this
comes with the consideration of how exactly the
trade-off is quantified, and the potentially greater
importance of privacy over utility, or vice versa.

The effect of LLM parameters and cluster size.
We analyze the results from our two selected recon-
struction LLMs (LLAMA-3.2-1B and LLAMA-
3.2-3B), in conjunction with the three tested clus-
ter sizes (50k, 100k, 200k). From Figure 2, one can
see that the 3B model outperforms the 1B model
in semantic similarity, whereas the distinction for
coherence scores is not so clear. However, the 1B
model clearly performs better in terms of empiri-
cal privacy, which leads to better overall relative
gains. This suggests a potential paradox in using
DP-ST, where using larger models may improve
the semantic resemblance of the private outputs to
the original outputs, but in doing so, may weaken
the resulting privacy-utility trade-offs.

The story with the cluster size is more complex.
One clear trend is that of relative gains: our results
imply that the smaller the number of clusters (i.e.,
the greater the intra-cluster “privatization range”),
the better the trade-off. This, however, is not uni-
versally true, and seemingly depends also on the
privacy budget. Complexities arise as sometimes
100k outperforms 200k and 50k, such as in the
lower privacy budgets with the empirical privacy
results. As such, we introduce another privatiza-
tion parameter that, on one side, may introduce
complexity to privatization, but on the other hand,
offers greater flexibility and the ability to tune the
privacy-utility trade-off. DP-ST enables a variable
cluster size parameter, which must only be pre-
ceded by re-running clustering on the triple corpus.

6 Conclusion

We introduce DP-ST, a DP privatization method
that leverages semantic triple extraction for private
document generation under local DP guarantees.
We show the effectiveness of DP-ST, particularly
when equipped with LLM post-processing, in cre-
ating coherent, yet privacy-preserving text outputs,
ultimately finding a superior balance than other
DP methods. We achieve such results at relatively
low privacy budgets, providing a way forward for
reasonable DP privatization under the divide-and-
conquer paradigm. Accordingly, we define two
points for future work: (1) continued studies on
the feasibility of the divide-and-conquer paradigm,
and (2) increased work on post-processing tech-
niques for supporting DP text privatization.
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Limitations

We acknowledge the main limitations of our work,
which firstly pertain to the reliance of our DP-ST
method on extracted semantic triples from a public
data corpus (i.e., FineWeb). We decided to stop the
extraction process after 15 million triples, which
could potentially limit the semantic expressiveness
of the created triple corpus. Additionally, we uti-
lize the OpenlE tool for efficient triple extraction,
but this method does not represent the SOTA and
is limited in its extractive capabilities. Future im-
provements of DP-ST, and the triple corpus cre-
ation, should focus on the usage of more capable
extraction methods. The final limitation related
to DP-ST is the built-in fallback option when no
triples are extracted from an input text, simply re-
turning the input without modifications. This may
have negative outcomes regarding empirical pri-
vacy, especially when privatizing shorter texts.

We caution that the experiment results between
DP methods are not directly comparable, as we
test MDP-based methods (TEM), e-DP methods
(DP-PROMPT, DP-MLM), and (e, 0)-DP-based
methods (DP-BART), all in the local setting. Our
DP-ST method also operates on the local DP set-
ting, with e-DP guarantees; however, we leverage a
relaxed neighborhood-aware local DP notion based
on privatization neighborhoods. Thus, while the
document-level budgets were made uniform with
respect to €, there are deeper considerations to be
made when weighing the true comparability be-
tween various DP text privatization methods.

Another important limitation with our evalua-
tion procedure concerns the potential effect of data
contamination, namely, if the LLMs we used for
document reconstruction have seen any of the eval-
uation datasets during their pre-training. However,
we believe this risk to be minimal, as the original
texts are never seen by the LLMs, but rather only a
collection of private triples derived from these orig-
inal texts. As such, the original texts presumably
have minimal influence on the final private output,
i.e., the reconstructed text from the LLM.

Finally, while we conduct an initial discussion
on the effect of model size (i.e., for LLM docu-
ment reconstruction) and cluster size, we do not
perform a rigorous analysis of the effects of these
design choices. Future work would serve the DP-
ST method well in guiding a more informed under-
standing of how these choices affect the utility and
privacy preservation capabilities of DP-ST.

Ethics Statement

Our use of public datasets for our privacy evalua-
tions, namely for adversarial tasks, is not aligned
with their initial intended usage. We believe
such concerns to be mitigated, as no personally-
identifiable information is contained within. Simi-
larly, the use of FineWeb for the public triple corpus
creation may leak undetected personal information
that evaded filtering originally. We did not perform
any filtering beyond that described in this work.
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A Extended Proof for DP-ST

Suppose X is the set of all the triples in the universe.
Let P be the set of all triples from a sensitive text
and let the set of all triples derived from public texts
be V, which is further segmented into n mutually
exclusive clusters or subsets, each denoted by C;. It
can happen that there is an overlap in the sets P and
V. Our DP mechanism M : P — V takes a triple
x € P derived from a sensitive text and returns its
privatized version from the cluster C; in which the
embedding of the sensitive triple is located.

The Exponential Mechanism (McSherry and Tal-
war, 2007) is used to select a privatized triple using
a utility function u : P x V — R that maps sensi-
tive and private triple pairs (z, y) to a possibility
score. Considering ® : X — R¢ as the embed-
ding function mapping a triple to a d-dimensional
Euclidean space, our utility function is defined as:

u(z,y) = cos (®(z), B(y))

Since cos is bounded between -1 and 1, the -
sensitivity of our utility function, Aw, is 2. The
sensitivity is further reduced in our case because
of the application of the exponential mechanism in
just a single cluster, where embeddings are presum-
ably similar to each other. Empirically, we found
that the cosine distance between any two vectors in
any cluster is always non-negative, further reduc-
ing the value of sensitivity to 1. This can also be
achieved by bounding the cosine values to 0 and
1. This is not required and is an innate behavior
because of the high number of clusters in our case.
However, we include an explicit check for this in
our code, where negative values are changed to 0.

A.1 Proof

The EM outputs the privatized version of the sen-
sitive triple x by selecting a triple z € V with a

probability proportional to exp <87§(sz) ) Hence,
for all cluster C; C V that are mutually exclusive
to each other, and two triple x, y € C;, the ratio of
output probability distribution for any output z of
our DP mechanism can be given as:

Pr[M(z) = 2] _ Saev exp<€u2(2ii))

Pr[{M(y) = z] (

EziGVCXP(%>
B <exp (EE(AzT,Lz) > (Zziev exp (suz(z,:i))

u(y, 1 (Y,24)
exp (EL;(AyuZ) Eziev exp (5“2151 )

)

Since the 5 sensitivity of the utility function is
defined as

Au = —u(y
u = maxmax|u(z, z) —u(y’, z)|

, the first term in the above equation is upper
bounded by the following:

exp (252

_ € (u(z,2) —u(y,2))
o )

2Au
<o ()

. Similarly, the second term in the above equation
is also upper bounded by the same value and our
ratio can be simplified to the following:

B Reconstruction Prompt

In Table 3, we provide the few-shot prompt used
with our chosen LL.Ms for the reconstruction of a
set of triples into a coherent document.

C LLM-as-a-Judge Criteria

For the calculation of the coherence scores using
LLM-as-a-Judge, we defined the following five
metrics, given with their corresponding criterion:

* Fluency: Measures how smoothly the text
reads, focusing on grammar and syntax.

* Consistency: Ensures the text maintains a
uniform style and tone throughout.

* Clarity: Evaluates how easily the actual out-
put can be understood by the reader.

* Conciseness: Assesses whether the text is free
of unnecessary words or details.

* Repetitiveness: Checks for redundancy or
repeated information in the text.

D Reproducibility

All code required to replicate our experiments are
included in our public repository. This excludes
the sharing of the Weaviate vector database, as it
is very large in size. Instead, code to replicate the
creation of the database is provided. In addition, we
clarify several important points for reproducibility.
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Table 3: Prompt for LLM Document Reconstruction.

Prompt

Generate a concise text for the given set of triples. Ensure that the generated output only includes the provided information
from the triples, but feel free to fill in the gaps where sensible. If necessary, ignore triples that do not fit into the larger
context. It is very important that the output is grammatically correct, natural, and logical. Provide a text that captures
the semantic meaning of the triples, without being too verbose or lengthy. Do not provide any further explanation, only
provide the output text.

user: Input triples: [‘object’: ‘Mike_Mularkey’, ‘property’: ‘coach’,‘subject’: ‘Tennessee_Titans’]

assistant: Output text: Mike Mularkey is the coach of the Tennessee Titans.

user: Input triples: [‘object’: ‘Albert_E._Austin’, ‘property’: ‘successor’, ‘subject’: ‘Alfred_N._Phillips’, ‘object’: ‘Con-
necticut’, ‘property’: ‘birthPlace’, ‘subject’: ‘Alfred_N._Phillips’, ‘object’: ‘United_States_House_of_Representatives’,
‘property’: ‘office’, ‘subject’: ‘Alfred_N._Phillips’]

assistant: Output text: Albert E. Austin succeeded Alfred N. Phillips who was born in Connecticut and worked at the
United States House of Representatives.

user: Input triples: [‘object’: ‘College_of William_&_Mary’, ‘property’: ‘owner’, ‘subject’: ‘Alan_B._Miller_Hall’,
‘object’: 2009-06-01°, ‘property’: ‘completionDate’, ‘subject’: ‘Alan_B._Miller_Hall’, ‘object’: ‘101 Ukrop Way’, ‘prop-
erty’: ‘address’, ‘subject’: ‘Alan_B._Miller_Hall’, ‘object’: ‘Williamsburg, Virginia’, ‘property’: ‘location’, ‘subject’:
‘Alan_B._Miller_Hall’, ‘object’: ‘Robert_A._M._Stern’, ‘property’: ‘architect’, ‘subject’: ‘Alan_B._Miller_Hall’]
assistant: Output text: The Alan B Miller Hall’s location is 101 Ukrop Way, Williamsburg, Virginia. It was designed by

Robert A.M. Stern and was completed on 1 June 2009. Its owner is the College of William and Mary.

user: [PRIVATE TRIPLES]
assistant:

Sampling. All random sampling performed in
this work was done using a random seed of 42.
This comes with the exception of dataset shuffling
during the three training repetitions for each fine-
tuning procedure, for which no seed was set.

Training Parameters. Fine-tuning was per-
formed using TRAINER from TRANSFORMERS.
Defaults were kept, except for the batch size, which
we varied alongside the input size of DEBERTA-V3-
BASE. For Yelp and Reuters, we used an input
length of 512 with a batch size of 32, for Trustpilot
and Reddit we used an input length of 256 with
batch size of 64, and for Spooky Authors we used
an input length of 128 for a batch size of 128.

Hardware. The entire evaluation procedure was
performed using a NVIDIA RTX A6000 GPU
(48GB), which was also used for privatization with
DP-ST and the efficiency tests. For the other DP
methods, we ran these on either a NVIDIA Quadro
RTX 8000 (48GB) or NVIDIA Tesla V100 (16GB).

Document-level Privacy Budgets In Table 4, we
provide all used document-level privacy budgets.

Relative Gain Calculation. As previously noted,
we adjust the RG scores, specifically the utility por-
tion, by considering utility changes over majority
class guessing performance (U s¢). For Trustpilot,
this is calculated to be 95.83, and for Yelp 96.65.

E Experiment Results

In Tables 5, 6, 7, 8, and 9, we provide the full re-
sults for all conducted experiments in this work.

Document Budget (¢)
Dataset Avg. Words/Text | 0.1 0.5 1
Reuters 575.21 57.5 287.5 575
Spooky 30.39 3.0 15.0 30
Reddit 141.70 14.1 705 141
Trustpilot 59.75 59 295 59
Yelp 208.62 20.8 104.0 208

Table 4: Document-level budgets. Given our base ¢ val-
ues, we scale the allocated overall budget per document
based on the average token length of documents.

The provided epsilon values (0.1, 0.5, and 1) repre-
sent the base € values. For the exact values used for
this dataset, please refer to Table 4. GE denotes the
average G-Eval score over the five defined metrics,
CS denotes average cosine similarity, EP denotes
the empirical privacy results for either the static (s)
or adaptive (a) settings, and RG denotes the relative
gain results. Note that Tables 8 and 9 (Trustpilot
and Yelp) also contain the Util score, which gives
the results for the associated utility tasks. For met-
ric evaluations that require model training, (e.g.,
utility or adaptive attacker), we provide the aver-
age result over three training runs; the standard
deviation is also given as a subscript.

F Privatization Examples

In Tables 10 and 11, we provide privatization exam-
ples for the Reddit and Trustpilot datasets. NOTE:
these texts can contain offensive or vulgar language,
and we did not filter any results (excluding charac-
ters leading to compile errors), so as to display the
true privatization outputs.
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0.1 0.5 1
GE CS EP(s) EP(a) RG(s) RG(a) GE CS EP(s) EP(a) RG(s) RG(a) GE CS EP(s) EP(a) RG(s) RG(a)
Baseline 0.697 - 12.35 12.35 - - 0.697 - 1235 1235 - - 0.697 - 1235 1235 - -
TEM 0.098 0.370 1.59 1.46p7; 0.012 0.022 | 0.103 0383 1.20 1.73p7 0.051 0.008 | 0.112 0.407 159 1.2006 0.032 0.064
DP-BART (Base) 0.026 0286 0.80 2.12p2 -0.027 -0.134 | 0.011 0.290 120 1.73p4 -0.081 -0.124 | 0.011 0.285 239 1.86p. -0.178 -0.135
DP-BART (Large) 0.097 0295 279 1.73p7 -0.087 -0.001 | 0.074 0.301 1.20 1.46p5 0.009 -0.012 [ 0.024 0298 1.20 1.8695 -0.063 -0.116
DP-PrROMPT (Large) | 0.349 0.574 239 2125 0307 0329 | 0431 0.651 199 2525 0457 0414 | 0439 0.650 199 2.6697; 0.469 0414
DP-PrROMPT (XL) 0.224 0.491 1.99 2.26p4 0.160 0.138 | 0423 0.623 1.20 2.3993 0.510 0413 | 0424 0.620 1.59 2.1254 0480 0.437
DP-MLM 0.050 0.335 040 2.39.3 0.039 -0.122|0.056 0338 0.80 1.73p7 0.016 -0.060 | 0.058 0.344 120 2.26p, -0.014 -0.100
DP-ST (1B, 50k) 0.367 0.562 239 1.86ps 0.333 0376 | 0360 0.570 398 2.92;; 0.194 0.280 | 0.361 0.583 598 21255 0.034 0.346
DP-ST (1B, 100k) 0.345 0.538 239 1.86p2 0.301 0344 | 0.356 0.554 5.18 2.66p5 0.091 0.295 | 0.372 0.567 438 1.73p7; 0.179 0.394
DP-ST (1B, 200k) 0.343 0.555 598 1.73p4 0.008 0352 | 0.332 0.563 5.58 1.999¢ 0.025 0.315 | 0.370 0.581 2.79 1.8694 0.305 0.380
DP-ST (3B, 50k) 0.352 0.584 3.19 22619 0.247 0322 | 0355 0594 478 2.662; 0.122 0.294 | 0.385 0.608 4.38 2.26p4 0.198 0.369
DP-ST (3B, 100k) 0.352 0.559 359 2395 0214 0312 | 0360 0578 478 1.86ps 0.129 0.366 | 0.369 0.591 558 1.33p2 0.078 0.422
DP-ST (3B, 200k) 0.342 0.576 438 2.66p2 0.136 0275 | 0.360 0.591 5.58 2.3993 0.065 0.323 | 0.375 0.606 398 25275 0216 0.334
Table 5: Full results for the Reuters dataset.
0.1 0.5 1
GE CS EP(s) EP@ RG(s) RG@) | GE CS EP(s) EP(a) RG(s) RG@) | GE CS EP(s) EP@a RG(s) RG(a)
Baseline 0.538 - 83.15 83.15 - - 0.538 - 83.15 83.15 - - 0.538 - 83.15 83.15 - -
TEM 0.110 0.377 3396 47.14p7 -0.204 -0.362 | 0.113 0.398 35.65 48.20;; -0.219 -0.370 | 0.151 0.478 39.94 51.46;¢6 -0.200 -0.338
DP-BART (Base) 0.034 0.297 39.79 39.68)0 -0.415 -0.414 | 0.038 0.298 39.68 39.68p9 -0.407 -0.407 | 0.034 0.300 3943 39.68, -0.411 -0414
DP-BART (Large) 0.101 0.312 34.88 39.68)0 -0.232 -0.290 | 0.085 0.312 3550 39.68pp -0.269 -0.319 | 0.095 0.312 35.55 39.68,0 -0.251 -0.301
DP-PrOMPT (Large) | 0.040 0.325 3733 38.92y; -0.375 -0.394 | 0.053 0.329 3733 39.68)¢ -0.350 -0.379 | 0.074 0.338 34.78 39.68)9 -0.281 -0.340
DP-PrOMPT (XL) 0.040 0.325 38.30 39.04p9 -0.386 -0.395 | 0.050 0.324 3596 38.80;3 -0.340 -0.374 | 0.069 0.324 34.63 39.21;, -0.288 -0.343
DP-MLM 0.072 0.385 45.10 58.0459 -0.409 -0.564 | 0.068 0.387 44.69 59.93;5 -0411 -0.594 | 0.069 0.389 45.56 58.85309 -0.420 -0.580
DP-ST (1B, 50k) 0.460 0.618 5444 538197 0.200 0.208 | 0435 0.623 5546 549792 0.142 0.147 | 0461 0.629 5490 53.18y4 0.197 0.217
DP-ST (1B, 100k) 0424 0.608 54.09 54.299» 0.138 0.135 | 0443 0.615 5526 53.3004 0.159 0.182 | 0462 0.620 5546 53.929p3 0.192 0.210
DP-ST (1B, 200k) 0.448 0.615 53.73 53.03p4 0.187 0.195 | 0458 0.621 55.62 53.3795 0.182 0.209 | 0.445 0.627 54.75 53.78;2 0.169 0.180
DP-ST (3B, 50k) 0.449 0.624 5546 54.78y6 0.168 0.176 | 0.456 0.630 55.87 55.04p4 0.176 0.186 | 0.449 0.635 56.13 55.999; 0.159 0.161
DP-ST (3B, 100k) 0.445 0.615 5475 54.03p3 0.169 0.177 | 0.446 0.619 54.44 53.499, 0.174 0.186 | 0.427 0.628 55.01 53.88p7 0.132 0.146
DP-ST (3B, 200k) 0.427 0.622 53.88 54.31p4 0.146 0.140 | 0431 0.627 5582 54.07p5 0.130 0.151 | 0.443 0.634 55.01 54.83p9 0.162 0.164
Table 6: Full results for the Spooky Authors dataset.
0.1 0.5 1
GE CS EP(s) EP(a) RG(s) RG@) | GE CS EP(s) EP(a) RG(s) RG(a) | GE CS EP(s) EP(@ RG(s) RG(a)
Baseline 0.452 - 10.00  10.00 - - 0.452 - 10.00  10.00 - - 0.452 - 10.00  10.00 - -
TEM 0.099 0353 500 5977 -0.281 -0.378 | 0.132 0.443 583 6.25p9 -0.291 -0.333 | 0.175 0.548 542 6.3992 -0.155 -0.252
DP-BART (Base) 0.036 0.273 458 3.47p5 -0.378 -0.267 | 0.029 0.274 2.50 2.92p0 -0.186 -0.228 | 0.022 0.278 4.17 3.6139 -0.368 -0.312
DP-BART (Large) 0.093 0.291 4.17 4172 -0211 -0.211 | 0.083 0290 3.33 5.42;5 -0.149 -0.358 | 0.064 0.290 333 4.31p9 -0.191 -0.289
DP-PrOMPT (Large) | 0.047 0.292 375 3.7509 -0.271 -0.271 | 0.388 0.687 3.33 3.47ps 0526 0512 | 0398 0.762 3.75 5.1419 0.506 0.367
DP-PrOMPT (XL) 0.048 0.289 3.75 3.6119 -0.269 -0.255|0.283 0.616 3.33 3.06p2 0.293 0.320 | 0450 0.828 7.08 5.69;4 0.288  0.427
DP-MLM 0.201 0.589 7.50 9.3136 -0.305 -0.486 | 0.446 1.000 10.0 9.44p2 -0.013 0.043 | 0449 1.000 10.00 9.4455, -0.006 0.050
DP-ST (1B, 50k) 0.358 0.529 4.58 5.0006 0.334 0292 | 0.341 0541 5.00 2.92p0 0255 0463 | 0.341 0.553 4.17 34795 0.338 0.408
DP-ST (1B, 100k) 0.366 0.513 5.00 4.31p7; 0.310 0379 | 0339 0.527 4.17 5.000 0.333 0250 | 0.362 0540 4.58 3.7506 0.343 0.426
DP-ST (1B, 200k) 0.356 0.520 4.17 2.92pp 0.371 0.496 | 0365 0.536 542 4.44p4 0266 0.364 | 0.334 0.546 375 4.31ps 0.364 0.308
DP-ST (3B, 50k) 0.319 0.547 4.17 41719 0.289 0.289 | 0.369 0.559 542 55610 0275 0.261 | 0.373 0.570 542 5.1495 0.284 0.312
DP-ST (3B, 100k) 0.331 0.529 542 3.89.9 0.191 0344 | 0345 0543 542 4.86p2 0.222 0.278 | 0.355 0.557 5.00 5.1497 0.286 0.272
DP-ST (3B, 200k) 0.330 0538 542 5.14p2 0.188 0.216 | 0.345 0.549 4.17 5.14p4 0.347 0.250 | 0.350 0.562 5.83 5.14;p 0.192 0.261
Table 7: Full results for the Reddit Mental Health dataset.
0.1 0.5 1
GE CS Util EP(s) EP(a) RG(s) RG(a) | GE CS Util EP(s) EP(a) RG(s) RG(a) GE CS Util EP(s) EP(a) RG(s) RG(a)
Baseline 0.569 99.64 7274 72.74 - - 0.569 99.64 72.74 72.74 - - 0.569 99.64  72.74 72.74 - -
TEM 0.094 0.337 92.38;> 58.05 58.0990 -0.697 -0.698 | 0.113 0370 92.42;; 5832 58.0900 -0.685 -0.681 | 0.136 0.482 92.31;; 58.87 59.51;; -0.671 -0.680
DP-BART (Base) 0.037 0.287 92.02pp 57.82 58.099p -0.742 -0.746 | 0.031 0290 92.04p; 57.41 58.09p0 -0.742 -0.751 | 0.032 0.292 92.00pp 57.92 58.0999 -0.748 -0.750
DP-BART (Large) 0.087 0.295 92.08;; 58.12 58.099p -0.703 -0.702 | 0.097 0.297 92.10¢¢ 58.09 58.0900 -0.694 -0.694 | 0.075 0.299 92.08p; 57.99 58.099 -0.712 -0.713
DP-PROMPT (Large) | 0.043  0.343  92.00p9 58.09 58.0900 -0.741 -0.741 | 0.075 0.375 92.0009 58.09 58.0900 -0.713 -0.713 ] 0.439 0.597 96.0699 61.17 61.40p5 -0.456 -0.460
DP-PROMPT (XL) 0.043  0.341 92.00pp 58.09 58.099p -0.741 -0.741 | 0.064 0354 92.0000 58.19 58.0900 -0.724 -0.722 | 0.286 0.501 94.63p; 60.02 59.50p6 -0.568 -0.560
DP-MLM 0.062 0.333 94.63p2 58.16 587719 -0.739 -0.747 | 0.067 0334 94.39;; 58.02 61.31p9 -0.731 -0.776 | 0.066 0.336 93.75,3 57.88 61.14;; -0.727 -0.772
DP-ST (1B, 50k) 0413 0.562 93.53p; 60.90 61.9994 -0.462 -0.477 | 0437 0569 93.550; 61.82 -0.454 -0.461 | 0428 0.576 93.2p, 6195 62.37p3 -0.462 -0.468
DP-ST (1B, 100k) 0426 0.548 93.15p0 61.28 61.17p3 -0.454 -0.453 | 0411 0.556 3.14p;  61.55 -0471 -0.465 | 0427 0.565 93.255; 61.11 61.68,2 -0.451 -0.459
DP-ST (1B, 200k) 0409 0556 93.52p; 62.12 61.85p2 -0.482 -0.479 | 0406 0.563 93.14p; 62.56 -0.489 -0.475| 0423 0.572 3 60.90 59.85;3 -0.453 -0.438
DP-ST (3B, 50k) 0431 0.572 93.83p2 62.80 62.78)4 -0474 -0474 | 0427 0579 93.64p; 61.82 -0.463 -0.469 | 0.435 0.586 61.58 62.59,2 -0.452 -0.466
DP-ST (3B, 100k) 0.395 0.557 93.62p> 61.07 61.38p2 -0.481 -0.485| 0415 0566 93.78)1 61.72 61.78p2 -0473 -0.474 | 0431 0.576 93.149; 6128 61.8153 -0.450 -0.457
DP-ST (3B, 200k) 0410 0.566 93.3999 61.61 61.373 -0.474 -0471 0419 0573 93.62p9 63.07 62.6504 -0.487 -0.481 | 0.416 0.582 93.84p; 6297 62.465; -0.490 -0.483
Table 8: Full results for the Trustpilot dataset.
0.1 0.5 1
GE CS Util EP(s) EP(a) RG(s) RG(a) GE CS Util EP(s) EP(a) RG(s) RG(a) GE CS Util EP(s) EP(a) RG(s) RG(a)
Baseline 0.623 - 96.28 95.49 95.49 - - 0.623 96.28 95.49 95.49 - - 0.623 - 96.28 95.49 95.49 - -
TEM 0.109 0.368 93.53p9 17.57 70.002 -0.080 -0.629 | 0.111 0.370 93.53p0 17.57 -0.079 -0.612 | 0.110 0.381 93.53p0 17.51 64.7006 -0.079 -0.573
DP-BART (Base) 0.031 0.278 93.53p9 1538 25.76p; -0.120 -0.229 | 0.023 0.286 93.53p0 15.72 -0.130 -0.213 | 0.017 0.287 93.53p 17.23 23.7009 -0.150 -0.218
DP-BART (Large) 0.087 0.294 93.53pp 16.88 25.9995 -0.091 -0.186 | 0.079 0.297 93.53p9 17.63 -0.105 -0.176 | 0.071 0.299 93.53p0 17.40 25.51p7 -0.109 -0.194
DP-PROMPT (Large) | 0.056 0.346 93.5300 17.57 23.18,; -0.123 -0.181 | 0.562 0.681 94.0502 25.61 0.196  0.131 | 0.554 0.702 94.18p; 29.13 34.57p¢ 0.152 0.095
DP-PROMPT (XL) 0.056 0.337 93.53p 17.57 24. -0.123  -0.192 | 0.554 0.728 93.825; 37.63 0.065 0.001 | 0.563 0.777 94.28,5 4636 56.09;, -0.021 -0.123
DP-MLM 0.062 0.330 93.53p0 19.08 -0.134  -0.682 | 0.060 0.331 93.53p 19.71 -0.142  -0.666 | 0.074 0.329 93.53p0 19.36 68.3245 -0.127 -0.640
DP-ST (1B, 50k) 0.345 0.511 93.53p, 1838 25.32,5 0.101 0.028 | 0.317 0.520 93.53p, 18.15 0.081 -0.009 | 0.302 0.529 93.53p0 18.55 26.76p5 0.064 -0.022
DP-ST (1B, 100k) 0.303 0.494 17.51 25.43;4 0.076 -0.007 | 0.331 0.506 93.53p9 18.73 0.086  0.010 | 0.334 0518 93.530p 17.75 26.4503 0.098 0.007
DP-ST (1B, 200k) 0.324  0.505 19.02 26.88,7 0.077 -0.005 | 0.323 0.516 53 18.84 0.078 -0.010 | 0.330 0.526 93.53p0 19.48 25.93p9 0.077 0.010
DP-ST (3B, 50k) 0.321  0.533 18.09 28.52p, 0.084 -0.025 | 0.330 0.543 16.18 0.112  -0.047 | 0.344 0553 93.53p0 17.63 32.08;; 0.108 -0.044
DP-ST (3B, 100k) 0.323 0514 18.09 29.54p4 0.086 -0.034 | 0.322 0.527 18.09 04 0.085 -0.033 | 0.336 0.540 93.53p9 17.80 30.39;9 0.099 -0.032
DP-ST (3B, 200k) 0.346  0.527 93.53p9 17.63 27.75;; 0.109 0.003 | 0.334 0.538 16.76  29.4005 0.109 -0.024 | 0.340 0.549 93.53pp 19.13 31.04p5 0.089 -0.036

Table 9: Full results for the Yelp dataset.
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Fast service, great prices!: I've been using PureFormulas to purchase the supplements recommended by my doctor for over a year. The prices are very reasonable,
and the shipments arrive very quickly (a week or less). My orders have been 100% accurate, and they also include coupons/discounts for future purchases. Will
continue to do business with them.
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Your doctors recommend using coupons, which is disappointing, especially if you buy in small quantity.

Some supplements were used for most reasonable prices.

Supplements must be similar to a type of medication that is conserved. It is recommended to purchase it on site, which is slightly more expensive. Individuals can
use multiple discount codes.

DP-ST (1B,100k)

0.1
0.5

Intelligent Nutrients ingredients are free from animal testing. You can book with a competitive price.
Lee is a bioactive substance including drugs approved by the U.S. Food Administration. The company owned plus. Lee is considered good. We can offer discounts.
I have reasonably priced discounts with our corporate gifting program.

DP-ST (1B,200k)

0.1
0.5

Taking multivitamin pills is a better and healthier alternative to buying them. It is a comparable price to the purchase for me. They also include up bonuses.
Supplements have enriched with more content. You will find additional bonuses for buying them at a discounted price.
They have homeopathic supplements. My intent was to purchase a price that will come down to a different ways of going through a bonus offer.

DP-ST (3B.50k)

0.1

0.5

If you opt for a meal plan, you can supplement your rest. I have found some good deals on my market, including cheap prices because they can’t help you. We post
links to printable coupons.

Business provides a benefit of supplementing, while I have found that prices have come down, maintaining quality, and you can use coupons.

The comprehensive supplementation program designed is a buying program that my own starts trying to take to your local Staples store, and our prices are so low.

DP-ST (3B,100k)

0.1

0.5

The study protocol powder form is a popular supplement for those who contrasted keto findings with earlier reports. Bebo had a long list. Prices were reasonable.
You will receive exclusive recipes.

‘We are getting verified probiotic counts, I think of buying used, and you can get a special offer because they make it well priced.

The cardiac diet guidelines are aimed at items that are reasonably priced and can be purchased via a negotiated discount with a voucher code.

DP-ST (3B,200k)

0.1
0.5

‘We have received product for the purpose of this post, and others offer bonus deals to their existing players.
‘We are searching for a supplement to help me, but flagyl is currently cheaper, and these bonus terms are part of the Terms.
You must first purchase an item before writing, as everything is reasonably priced and there are matching gift programs that match gifts from retirees.

Table 10: Privatization Examples from the Trustpilot dataset.
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That’s one of my biggest issues and the reason I don’t often enjoy socialising, because it can sometimes feel like I'm just playing a game of “don’t fuck up” which
makes the whole thing feel pointless. Most Other people seem to know where the boundary lies and can ride along it, while I end up transgressing it unintentionally
so often. When I try to let loose and go wild like others say at parties etc I tend to overstep the boundary and cause issues, so it leads me to be mild and cautious, but
as I said that’s boring as fuck. What do you guys do?
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‘What do you guys do?

I'don’t know what to do about it.
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I would like to challenge these thoughts.

I’'m a bit of a control freak and I'm not sure how to deal with it.
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That’s one of my biggest issues and the reason I don’t often enjoy socialising, because it can sometimes feel like I'm just playing a game of “don’t fuck up” which
makes the whole thing feel pointless. Most Other people seem to know where the boundary lies and can ride along it, while I end up transgressing it unintentionally
so often. When I try to let loose and go wild like others say at parties etc I tend to overstep the boundary and cause issues, so it leads me to be mild and cautious, but
as I said that’s boring as fuck. What do you guys do?

That’s one of my biggest issues and the reason I don’t often enjoy socialising, because it can sometimes feel like I'm just playing a game of “don’t fuck up” which
makes the whole thing feel pointless. Most Other people seem to know where the boundary lies and can ride along it, while I end up transgressing it unintentionally
s0 often. When I try to let loose and go wild like others say at parties etc I tend to overstep the boundary and cause issues, so it leads me to be mild and cautious, but
as I said that’s boring as fuck. What do you guys do?

DP-ST (1B, 50k)

T'm alone with myself at a bachelor gathering.

I picked up the whole thing. I'm not stupid. Many people do know about it. You will be a guest at your own party. I took an idea of yours. The boundaries were
shaped.

Playing board games makes sense for most people. It makes sense for most people, and it makes sense for most people. It makes sense for most people, and it
makes sense for most people. It makes sense for most people, and it makes sense for most people.

DP-ST (1B,100k)

I could find few transgressions in people who are on the same page with solverPaths that have converted from it to close a gap between our good intentions.

I could have gotten such people to do large parties with one road leading to it.

Gameplay can be interpreted as unimaginative. Most people know that anyone is in your party. Much is determined on the role of individual in subversion. I may do
on it.

DP-ST (1B,200k)

T do play that. I do not think of it. Conn tried to tear apart people who have used before. I will do with a polka. I'm "m" so driven. Boundaries are uncertain.

T am used to running games. It is better to never even think. I tear down to get. People already got relatively unbased IMO. I am linking up to my favourite party. I
am driven. It gets down in tight corners. It wants to try.

Most people seem to allow it to be driven by phenomenon lack boundaries.

DP-ST (3B,50k)

I am playing around at this time, and I want to try mostly.

I get out more often than most people would like, and I think it’s a good idea that led to me offering to try to hold your own little fiesta.

T usually just slap it on during my effortless days, and most people know that you might think of party, but I'm returning my idea and I'll try to outline boundaries as
you suggest.

DP-ST (3B,100k)

I really do have an interest in game, but it’s pointless to compare, as I had a relapse. Individuals are often ones who care to know, and I go that route. They are
inexorably drawn towards recourse, and it would do me.

T am playing certain games, but nothing can be wise with much more difficult terms. I could find few transgressions, which turned out to be regular people. The
party is the only group in the country, and it is a path since I believe that he blocks someone because of their often differing viewpoints. If I manage, I will write up.
I think only one route remains for individuals who have standing with Robbie Brady, but I would make poor relations with it, and if I could take that route, I had a
relapse.

DP-ST (3B,200k)

0.1

0.5

T am used to running games, but I also tell people not to think completely off the rails. They always seem to know I'm throwing a party, and I'm feeling a pull
towards doing so. However, I am aware that the area is fragile, and I'm willing to make necessary steps to ensure it happens.

I overstate that just because of the game, I do without realising, and I always take a break. It still sometimes gets personal, and I have a big big party, I'm wild about
it, but my boundaries get blurred, and I'm going to be trying to be more mindful.

I do play because I'm going deft, without thinking about them, and I'm grinding out my party, and most people seem to have boundaries that be grey areas in
determining what I try to ensure.

Table 11: Privatization Examples from the Reddit Mental Health dataset.
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