BTS: Harmonizing Specialized Experts into a Generalist LLM

Qizhen Zhang' %'

Prajjwal Bhargava'*

Chloe Bi’® Chris X. Caif*

Jakob Foerster'>° Jeremy Fu'® Punit Singh Koura!® Ruan Silva'® Sheng Shen'

Emily Dinan'*

'Meta Superintelligence Labs

Suchin Gururangan’*

Mike Lewis*

2University of Oxford

gizhen.zhang@eng.ox.ac.uk, edinan@meta.com

Abstract

We present BRANCH-TRAIN-STITCH (BTS),
an efficient and flexible training algorithm
for combining independently trained large lan-
guage model (LLM) experts into a single, ca-
pable generalist model. Following Li et al.
[2022], we start with a single seed LLM which
is branched into domain-specific (e.g., coding
or math) experts with continual pretraining.
BTS combines experts using lightweight stitch
layers, which are inserted between frozen ex-
perts and the seed LLM, and trained on a small
datamix of the expert domains. Stitch layers en-
able the seed LLM to integrate representations
from any number of experts during the forward
pass, allowing it to generalize to new domains,
despite remaining frozen. Because BTS does
not alter the constituent LLMs, BTS provides
a modular and flexible approach: experts can
be easily removed or added with only a small
amount of training. Compared to alternative
model merging or upcycling approaches, BTS
yields the best generalist performance on a va-
riety of downstream tasks, while retaining the
specialized capabilities of each of the experts.

1 Introduction

To achieve strong performance across diverse do-
mains, large language models (LLMs) are often
densely trained on trillions of tokens using thou-
sands of GPUs [Dubey et al., 2024]. However,
this approach poses three challenges. 1) Infras-
tructure limitations: Large-scale training requires
massive synchronization across distant compute
clusters. The necessary interconnection hardware
is costly [Cottier et al., 2024], and the resulting
inter-device communication overhead significantly
slows down training [Gholami et al., 2024, Fernan-
dez et al., 2024, Narayanan et al., 2021]. Moreover,
the more devices involved, the greater the risk of
* Joint last author, ordered alphabetically

T Work done at Meta
¢ Ordered alphabetically

hardware failure, where a single device failure can
stop the entire training process [Kokolis et al., 2025,
Zhang et al., 2022a]. 2) Inefficient reuse of exist-
ing models: Many domain-specific expert models
are already publicly available [Azerbayev et al.,
2023, Roziere et al., 2023, Huang et al., 2023].
Pretraining from scratch is inefficient as it does
not reuse existing models’ expertise. 3) Data-mix
tradeoffs [Xie et al., 2023, Ye et al., 2024]: It can
be challenging to improve performance on a new
domain without forgetting the original data [Mc-
Closkey and Cohen, 1989, Aghajanyan et al., 2021]
or correct unwanted behaviors without impacting
others [Tuan et al., 2024].

“Branch-Train” methods [BTM; Li et al., 2022,
BTX; Sukhbaatar et al., 2024, BAM; Zhang
et al., 2024] address all three challenges by asyn-
chronously training smaller, distinct expert models
specialized to different domains in parallel. BTM
[Li et al., 2022] efficiently combines the expert
models by ensembling them at inference time, but
is limited because there are no learned connections
between expert layers; this restricts the model’s
overall expressivity, especially in distant test do-
mains. On the other hand, approaches like BTX
[Sukhbaatar et al., 2024] and BAM [Zhang et al.,
2024], which upcycle expert models into a Mixture-
of-Experts (MoE) model [Shazeer et al., 2017],
show strong downstream task performance, but
lose the flexibility and interpretability inherent in
a modular approach where experts remain distinct
and intact.

We present BRANCH-TRAIN-STITCH (BTS),
a new algorithm for building a generalist LLM
from a collection of smaller expert models which
achieves the best generalist model performance.
Like other “Branch-Train” methods, BTS begins
with a training phase in which small experts are
asynchronously created in parallel via independent
continued pretraining on domains of interest. The
experts are then adapted into a unified, general-
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Figure 1: Overview of the BTS algorithm. BTS operates in three phases. Different colors correspond to different
expert domains. 1) Branch & 2) Train: Following Li et al. [2022], we begin with a pretrained seed LLM and create
N copies. Each copy is independently pretrained on its respective data mixture, resulting in specialized expert
models. 3) Stitch: Stitch layers are inserted throughout the LLM layers, alternating between the Experts-into-Hub
and the Hub-into-Experts stitch layer. Only the stitch layers are updated during this training phase. The BTS model
always has a Experts-into-Hub stitch layer as the last layer, as the hub output is returned as the final BTS output.

ist model by inserting and training stitch layers
between models, while keeping the experts them-
selves frozen.

This stitching architecture adds connections be-
tween experts via a gating mechanism on top of
the language model layer outputs which determine
how hidden states from one expert flow into an-
other. One can imagine several ways to combine
representations produced by different experts: all
experts can directly connect to all other experts,
only certain experts can connect to certain others,
and everything in between. We opt for a hub-and-
spoke model, in which a central “hub” model (the
seed LLM) can update its own representations via
the spokes (specialized experts), and vice versa,
but the experts have no direct connection to each
other. This design choice balances efficiency and
performance. Since the seed model is trained on a
variety of data, it is a natural choice for the hub, so
all of our experiments adopt this set-up.

For each layer in the forward pass, the stitching
architecture alternates between hub-to-expert merg-
ing, where the hidden representations of the experts
are updated with a projected hub LLM representa-
tion, and expert-to-hub merging, where the hub’s
hidden representation is updated with a combined

hidden representation of all experts. The final out-
put provided by the merged LLM is the output of
the hub (or, in our case, seed) model. These de-
sign choices are further motivated and validated
empirically with ablations in §4.

In experiments (§3), we find that BTS achieves
the best generalist model performance compared
to both expert merging and expert upcycling base-
lines and can even perform better than some in-
dividual experts on their target tasks. Notably,
this is achieved with training only the small set of
stitching parameters. The modular design of BTS,
in which individual experts remain unchanged in
the merging process, offers flexibility and inter-
pretability. Targeted performance improvements
for specific domains can be achieved completely
asynchronously. Furthermore, downstream behav-
iors can be easily understood by analyzing which
experts are ‘active’ at any given token, providing
transparency into the model’s decision-making pro-
cess.

Our contributions are summarized as follows:

* BRANCH-TRAIN-STITCH, §2: We propose
BRANCH-TRAIN-STITCH, an efficient and flexi-
ble approach stitching distinct expert models into
a more powerful, generalist LLM.
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* Experiments, §3: We validate this approach
through experiments on seed language models of
2.7B parameters. Our results show that BTS out-
performs competitive baselines in downstream
task performance, achieving the best average per-
formance across benchmarks.

* Analysis, §4: We motivate BTS architectural
choices with ablations and investigate the impact
on “cross capability” tasks, i.e. tasks at the in-
tersection of expert domains, and show that, in
certain settings, BTS can achieve cross capabil-
ity performance greater than any expert. Finally,
we provide a detailed analysis of the behavior of
the stitch layer at inference time, demonstrating
interpretable patterns where the specialized ex-
pert associated with the task is typically the most
utilized.

2 BRANCH-TRAIN-STITCH

2.1 BTS algorithm overview'

The BTS algorithm (Figure 1) involves three stages,
resulting in an efficiently-trained generalist dense
model.

1. Branch: Following Li et al. 2022, given a pre-
trained Transformer seed model m, we create

n copies of the model my, ..., my,.

2. Train: Also following Li et al. 2022, each copy
of the seed model m; independently undergoes
a continued pretraining phase on a specialized
data mixture, D;, each tailored to different do-
mains such as code, math, and multilingual [Gu-
rurangan et al., 2020]. This phase yields special-
ized models that have enhanced performance
within their respective domains compared to the
seed model mg. However, these models might
perform worse in domains outside of their spe-
cialization as they forget knowledge from the
initial pretraining phase. We refer to these mod-
els m; as experts, and note that this usage of the
term “expert” differs in meaning from the feed
forward network (FFN) experts in MoE models.

3. Stitch: We merge the seed (mg) and expert mod-
els (my, @ > 0) from the previous steps using our
lightweight stitch layers W, which are trained
for a small number of steps on a mixture of data
from expert domains. The stitch layer architec-
ture is detailed in §2.2. Importantly, only the

'Relevent backgrounds and notions on language model
architectures are provided in Appendix B

stitch layers are updated during this phase, while
the parameters of the seed and expert models re-
main frozen. This ensures that BTS training is a
flexible approach — experts can be added or re-
moved after merging, only requiring retraining
stitch layer parameters.

2.2 Model architecture

We next provide more details on the BTS ar-
chitecture (Figure 1). We introduce the stitch
layer, which merges n + 1 Transformer models
mo, ..., My. We designate mg as the hub and
mi, ..., My, as the experts. The hub is usually the
seed model, unless otherwise noted.

Suppose the expert m; contains L Transformer
layers, {¢! }JLzl. We insert K stitch layers — one
each after every L%j Transformer layers. We de-
note W, as the stitch layer inserted after Trans-
former layers {Ef 2o

The stitch layer W}, takes as input the hidden
states, or outputs, from the hub’s j-th layer Eé and
the experts’ j-th layers, {Ef .. We denote the
hidden states respectively as hé for the hub and
{hf i, for the experts. The outputs of the stitch
layer, \Il]-(h%, Lhl) = (ﬁ%, ..., hi), become the
input to the corresponding experts m;’s j + 1-th
layer (f{ H). Each stitch layer ¥ introduces two
sets of learnable parameters:

1. Linear projections, {wpro;, , ---, Wproj, }» Where
Wproj, € RIM*AM either projects the expert hid-
den states to the hub model’s hidden state space
or projects the hub model’s hidden state into the
expert’s hidden state space.

2. A linear gate wgye € Rdimxdimxn ' which com-
putes the contribution of each model’s hidden
state.

To apply these gates, we alternate between two
types of stitch layers (refer to Figure 1 for the illus-
tration and Appendix F for the pseudo code):

The Experts-into-Hub Stitch Layer In this
layer, the expert models’ hidden states are first
projected into the hub model’s hidden state space.
The hub combines its own hidden state with the
projected experts’ hidden states, weighted by the
outputs of a softmax-based gating mechanism.

g = softmax(dropout(wsgate (h0)))

hi = wpraj, (hi), 1 € {1,...,n} 0

n
ho =ho*go+ Y _ gi*hi
i—1
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The Hub-into-Experts Stitch Layer In this
layer, the hub hidden state is projected into each of
the expert model’s hidden state space. Each expert
combines its own hidden state with a gated projec-
tion of the hub hidden state using a sigmoid-based
gating mechanism:

g = Sigmoid(dropout(wgate (ho)))
ho = ho

h; = (1_gi)*hi + gi*wproji(h[))y 1€ {1, . ,n}
2)
As we demonstrate in §4, this alternating archi-
tecture is essential for enabling cross capabilities
without degrading generalist performance.

3 Results: Building a generalist model

We validate the BTS approach through experiments
with a seed language model of 2.7B parameters.

3.1 Model details>

Seed model We pretrain a 2.7B parameter lan-
guage model, following the same text recipe used
in Llama 3 [Dubey et al., 2024]. See Table 6 in Ap-
pendix A for architecture details. The seed model
is trained for 15T tokens over 2.2M steps.

Expert models We create three copies of the seed
model, each of which is continually trained for 96k
training steps over a 200B token specialized data
mixture to produce expert models for code, math,
and multilingual tasks. We use a batch size of 2M
tokens. In practice, one can leverage existing open-
sourced experts such as [Roziere et al., 2023, Azer-
bayev et al., 2023]. We pretrained our own experts
to have full transparency into the data mixtures for
controlled experiments.’

BTS model We use four stitch layers to com-
bine the seed model together with the three ex-
pert models. The four stitch layers are inserted
after every five layers in the seed and expert mod-
els. We refer to the resulting model as the BTS
model. As described in §2, the four stitch lay-
ers alternate between a Hub-into-Expert layer and
Experts-into-Hub stitch layer. Upon initialization,
the BTS model is further trained for 15B tokens
over 7000 steps using a batch size of 2M tokens.
The optimization objective is to minimize the next-
token prediction loss from the hub model’s output.

2See Appendix C for additional model details.
3This also follows the same experiment setup from [Li
et al., 2022, Sukhbaatar et al., 2024, Zhang et al., 2024]

Training Total Active
Expert upcycling
BTX Sample 7.2B 7.2B 2.9B
BTX Soft 7.2B 72B  7.2B
BAM 8.4B 8.4B 8.4B
Expert merging
Model Soup N/A 2.7B 2.7B
BTM N/A 10.8B  10.8B
Expert Routing 15k 10.8B  2.7B
BAM Adapters 1.5B 99B 99B
BTS 264M 11B 11B

Table 1: Training, total, and active parameter count
for BTS and baselines. Unlike expert upcycling meth-
ods, expert merging methods require minimal number
of training parameters, making them more modular, in-
terpretable, and easy to train.

During the BTS training phase, only the stitch lay-
ers are updated while all the parameters of the seed
model and the expert models are frozen.

3.2 Data details

Seed model We adopt the same text pretraining
mixture as Llama 3 [Dubey et al., 2024].

Expert models Each dense expert is continued
pretrained on a specialized data mixture for 200B
tokens. The Code expert uses a recipe similar
to that of CodelLlama [Roziere et al., 2023] with
> 85% code tokens, utilizing the code data subset
of the seed model mixture. The Math expert trains
on OpenWebMath [Paster et al., 2023]. The Mul-
tilingual expert trains on 90% non-English and
10% English data from the seed mixture, following
[Dubey et al., 2024].

BTS model The data mixture for the BTS train-
ing phrase contains 15% each from the code, math,
and multilingual expert domains. The remaining
55% contains the seed model’s pretraining data
outside of these domains.

3.3 Baselines

In addition to the seed and expert models, we also
compare BTS with expert upcycling and expert
merging baselines. We use expert upcycling to de-
scribe methods where the seed and expert models
initialize an MoE model, which is further trained.
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The entire MoE is updated during training and as
such the experts and seed model themselves do not
remain intact. This approach loses the flexibility
and interpretability inherent in a more modular ap-
proach, and any model change requires updating
a large number of parameters. In contrast, expert
merging methods like BTS keep seed and expert
weights frozen during merging, preserving flexibil-
ity and interpretability.

Expert upcycling baselines:

¢ BTX [Sukhbaatar et al., 2024]: We upcycle
the seed and three expert models into an MoE*,
Our baselines include two BTX variants, where
the Feedforward Network (FFN) experts employ
one of two routing strategies: 1) sample top-1
routing [Sukhbaatar et al., 2024], where we use
a Gumbel-Softmax [Jang et al., 2016] for the
routing function, and 2) soft-routing, where all
four experts are activated at all times. We use the
same experiment setup as BTS runs.

* BAM [Zhang et al., 2024]: We upcycle the
seed model and the three expert models into an
MoE with both attention experts [MoA; Zhang
et al., 2022b] and FFN experts>. We employ soft-
routing for both sets of experts, ensuring that,
like BTS, all FFN and attention parameters of the
seed and expert models are activated during train-
ing and inference. We use the same experiment
setup as BTS runs.

Expert merging baselines:

* Model soup [Wortsman et al., 2022]: We aver-
age the weights of the seed and expert models.
No further training is required upon initialization.

* BTM [Li et al., 2022]: We ensemble the output
logits of the seed and expert models. The en-
semble weights are estimated using Bayes’ rule
with a uniform prior [Li et al., 2022, Gururangan
et al., 2023]. No further training is required upon
initialization.

« Expert routing: We train a linear router with
cross-entropy loss to select the model with the
lowest next-token loss for a given prompt, routing
the entire sequence to that model. It is trained for
1B tokens with a constant learning rate of 5e — 4
and batch size of 1M, as further training showed
no benefit.

“See Appendix B for details on the MoE architecture

5See Appendix B for a description of the attention experts
architecture.

* BAM with adapters [Zhang et al., 2024]:
We train an expert-intact variant of BAM with
soft-routing, adding a linear adapter W) €
Rdimxdim 4 each attention and FFN expert out-
put. Formally, we replace Equation 4 and Equa-
tion 5 by the following:

YMoE = sz
YMoA = Z Qz

where p and q are the normalized router proba-
bilities. Only the router and adapters are trained;
all other parameters remain frozen. We use the
same experiment setup as BTS.

)Wign, (FFN; (z))

3)
dttnl Attnz( ))

We report training, active, and total parameters
in Table 1. While BTS has the highest total param-
eter count, it requires far fewer training parameters
than expert upcycling methods. Since BTS inserts
a stitch layer every five layers, we compare its ef-
ficiency per five layers to the strongest baseline,
BAM, in Appendix E. We find that both models
achieve similar inference FLOPs per five layers,
but BTS has substantially lower training costs.

3.4 Evaluation

We evaluate zero- and few-shot performance on
tasks relevant to the expert domains.

General Knowledge and Reasoning We report
MMLU [5-shot; Hendrycks et al., 2021a] and Big-
Bench Hard (BBH) [3-shot; Suzgun et al., 2022].

Code We evaluate on MBPP [3-shot; Austin
et al., 2021] and HumanEval (HE) [0-shot; Chen
et al., 2021] benchmarks.

Multilingual We use machine translation tasks
in Flores [1-shot; Goyal et al., 2022] on seven lan-
guages: Dutch, Spanish, Portuguese, Vietnamese,
Indonesian, Hindi, and French. We report two
categories: (S) English as the source translation
language and (T) English as target translation lan-

guage.

Math We report the performance on GSM8K
[8-shot; Cobbe et al., 2021] and MATH [4-shot;
Hendrycks et al., 2021b].

3.5 Results

Results on general knowledge, code, multilingual,
and math benchmarks for the seed model, expert
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General Code Multilingual Math

MMLU BBH MBPP HE Flores(S) Flores(T) GSMSK MATH Avg.
2.7B Dense models
Seed Model 284 356 27.0 20.7 29.5 35.7 10.5 482 240
Code Expert 30.3 352  32.0 *25.0 29.0 35.5 114 440 254
Multiling. Expert 26.6 347 262 183 *31.9 *37.1 10.8  4.16 23.7
Math Expert *36.3 *37.2 262 16.5 23.6 32.7 *20.5 10.1 254
Expert upcycling
BTX Sample 304 36.6 30.0 21.3 30.5 36.0 13.9  6.58 25.7
BTX Soft 347 368 29.6 232 31.0 36.0 192  9.10 274
BAM 352 371 29.8 226 31.0 36.1 203 10.1 27.8
Expert merging
Model Soup 30.7 37.0 29.6 226 29.5 36.2 13.6  6.46 25.7
BTM 30.6 37.0 31.8 23.8 31.8 37.0 12.7  10.1 26.9
Expert Routing 284 356 27.0 23.8 30.8 37.0 10.5  5.04 248
BAM Adapters 340 37.0 28.8 22.6 31.0 36.1 18.8 10.0 27.3
BTS 358 369 *32.2 22.0 30.9 36.2 20.2  *10.6 *28.1

Table 2: Performance of BTS against expert merging and upcycling methods, seed and expert models measured
on popular benchmarks across several capabilities. Bolded numbers indicate the best performance among dense
models or merged models, while an asterisk (*) denotes the best performance across all models. Among all models,
BTS achieves the best average performance. Notably, BTS is the only method that outperforms domain-specific
experts on their own tasks, surpassing the coding expert on MBPP and the math expert on MATH.

models, and all expert merging and expert upcy-
cling baselines are reported in Table 2. We make
the following observations:

* Expert models highlight datamix tradeoffs:
While the dense expert models achieve the best
results in their domains, they significantly un-
derperform on other domains. This highlights
that improving performance in one domain may
come at the cost of regressing in others. For
example, the Math expert outperforms all mod-
els in GSM8K, but lags behind the seed model
substantially in coding tasks.

* Learned connections are important for expres-
sive merging: Methods like BAM with adapters
and BTS outperform expert merging methods
without learned connections between experts,
such as Model Soup, BTM, and Expert Routing.
This demonstrates the importance of adding in-
termediate learned connections between experts.

¢ BTS achieves the best generalist performance:
Among all models — seed, expert, expert merging,
and experts upcycling — BTS achieves the high-
est average performance across tasks. Notably,
BTS achieves similar or better performance to
the expert upcycling baselines at only a fraction
of the training parameters.

* BTS can outperform individual experts in
their specialized tasks: BTS emerges not only
as the most well-rounded generalist model, but is
also the only model which achieves better perfor-
mance than any individual expert in some tasks.
BTS outperforms the Code expert in MBPP and
the Math expert in the MATH task.

4 Ablations and analysis

4.1 Enabling cross capabilities

In addition to evaluating merged models on the
union of the expert capabilities, we also explore
whether merged models can demonstrate entirely
new capabilities at the intersection of expert spe-
cialties [Zhong et al., 2024]. For example — can
a Russian-language expert and a Math expert be
combined in such a way that the merged model
performs better than either expert at Russian math
tasks? We refer to these as cross capabilities.

Cross capabilities experimental set-up In order
to evaluate cross capabilities, we train an additional
Russian-language expert specifically on Russian
data, and all merged models are created with only
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General Code Multilingual Math
MMLU BBH MBPP HE Flores(S) Flores(T) GSMS8K MATH Avg.
Seed Hub 358 369 32.2 220 30.9 36.2 20.2 10.6 28.1
Math Hub 339 378 30.7 20.1 29.8 36.0 15.6 573 262

Table 3: Comparison of using the seed model as the hub versus an expert. We ablate BTS with a variant where
we use the Math expert model as the hub. Using the seed model as the hub significantly outperforms using an expert

model as the hub across most tasks.

Flores Ru-

GSMSK En/Ru Rw/En MGSM
Dense models
Seed Model 10.5 228 328 12.8
Math Expert *20.5 102 289 10.8
Russian Expert 948 *323 346 9.60
Seed DM 126 248 328 14.0
Expert upcycling
BTX Sample 156 299 343 17.6
BTX Soft 17.6  30.6 345 17.6
BAM 193 309 345 *184
Expert merging
Model Soup 175 147 323 13.2
BTM 20.5 *323 346  9.60
Expert Routing 948 *323 346 9.60
BAM Adapters 152 31.0 343 15.6
BTS 133 319 *34.7 16.0

Table 4: Cross capability performance. We evaluate
the seed model, Russian-language, and Math experts
on the Russian subset of MGSM. We compare their
performance with expert merging and expert upcyling
baselines trained with small amounts of in-domain data
on Russian math. We also continued pretraining the
strongest dense model, the seed model, on the same
in-domain data, referred to as Seed Model (DM).

the Russian and Math experts®. We make these
choices in order to study cross capability emer-
gence in a controlled setting:

* Reducing cross capability expert contamina-
tion: Our coding data contained significant por-
tions of non-English natural language, affecting
the Code expert’s ability in multilingual reason-
ing tasks, so we remove this model from this
mix [Blevins and Zettlemoyer, 2022]. We fur-
ther remove the seed model which contains both

®Note that when merging only two experts, there is no

notion of “hub” model: the stitch layers alternate between
merging Russian-into-Math and Math-into-Russian.

multilingual and math data.

* Prevalance of cross capability training and
evaluation data: We limit our study to languages
in which we have cross capability data to both
train and evaluate the models on — for this rea-
son, we focused on Russian and Math.

During the expert merging or upcycling train-
ing phase, we train on 2B tokens of Russian math
data extracted from web data using a combination
of language identification (LID) and math classi-
fiers. We found this additional cross capability in-
domain training data was essential for any variants
to achieve strong performance (see experiments in
§D.1).

We introduce an additional baseline via contin-
ued pretraining the strongest dense model, the seed
model, in a data-matched manner on the Russian
math data. This is to evaluate the impact of training
on in-domain data without increasing the overall
model capacity. Additional details of the experi-
mental set-up are provided in §D.1. All models are
evaluated on the Russian subset of MGSM (8-shot;
Shi et al. 2022), which are Russian translations of
examples from GSMS8K [Cobbe et al., 2021].

Cross capabilities results Results are reported
in Table 4. Notably, BTS can effectively leverage
both experts to excel at a new task, surpassing the
data-matched seed model baseline, even though the
experts themselves remain unchanged: by adding
connections between them, the resulting model ex-
ceeds the sum of its individual parts. Among all
expert-merging baselines, BTS achieves the best
cross capability performance. BTX and BAM vari-
ants also show strong performance, outperforming
BTS, likely due to their significantly greater train-
ing capacity on in-domain data.

4.2 BTS architecture design

Below, we ablate the impact of choosing the seed
model as the hub, as well as the importance of the
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alternating stitch layer architecture. For additional
ablations on the impact of varying the number of
stitch layers, see §D.3.

Impact of hub model selection We default to
using the seed model as the hub in BTS, since all
experts are initialized from it, making its repre-
sentations more aligned with the experts than the
experts are with each other. We hypothesized that
allows a more effective merging of representations
via the BTS stitch layers. To test this, we use an ex-
pert model as the hub instead. We select the Math
expert for this experiment, as it has the best average
performance among all expert models, and treat the
seed model as a spoke. As shown in Table 3, using
the seed model as the hub consistently yields better
downstream performance.

Importance of the alternating stitch layer ar-
chitecture BTS alternates between Experts-into-
Hub and Hub-into-Experts stitch layers. We ab-
late this design by comparing to a non-alternating
variant with only all Experts-into-Hub layers. As
shown in Table 5, the alternating design signif-
icantly improves cross capability performance.
Both variants performe similarly on generalist tasks
(see Table 8). These results demonstrate that an
alternating architecture is essential for achieving
cross capability performance while maintaining
strong generalist performance.

Flores Ru-

GSMSK En/Ru Ruw/En MGSM

BTS Alternate 13.3 319 34.7 16.0
Non-Alternate 15.2 320 35.0 11.6

Table 5: Comparison of alternating and non-
alternating BTS variants on cross capabilities tasks
with additional in-domain Russian math training data.

4.3 Interpreting the BTS stitch layers

The gate values of the Experts-into-Hub stitch layer
determine the weight of each expert in the com-
bined representation. Intuitively, the higher the
expert or seed model’s gate values, the more impor-
tant this model is for the task. We inspect these val-
ues to get insight into the model’s decision-making
progress on various tasks.

Visualizing gate values on expert specialty tasks
Figure 2 visualizes how the gate values of the last
stitch layer, an Experts-into-Hub stitch layer, vary

when generating a sequence during inference on
various expert specialty tasks. The first row plots
the gate values for prompt tokens, while the second
row plots the gate values for the generated tokens.
Each column corresponds to a different prompt,
sampled from the corresponding benchmark task.
This visualization shows that the gate values
align closely with the task requirements. The spe-
cialized expert associated with the task typically
dominates the gate values, while effectively mix-
ing representations from different models over the
course of the sequence. For the math task GSMS8K,
the math expert has the highest gate values through-
out the generation, while the other models’ gate
values are near zero. For the language translation
task Flores, the multilingual expert and the seed
model dominate, with each model being relied on
more heavily at different parts of the prompt or
generation. For the coding task HumanEval, the
coding expert and the seed model dominates.

GSM8K(8-shot) Flores En/Deu(1-shot) HumanEval(0-shot)
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Figure 2: Visualization of BTS gate values in the
final stitch layer during inference. For each task,
the corresponding specialized expert typically has the
highest gate values, showing that BTS learns to rely on
the relevant experts.

Visualizing gate value transitions on context-
switching tasks Unlike merge methods which
make sequence-level choices about which expert
to use, BTS can effectively context switch over the
course of the sequence, seamlessly transitioning be-
tween different tasks. Figure 3 illustrates the gate
values of BTS’s final stitch layer when processing
context-switching prompts. These prompts are con-
structed by concatenating examples from Flores
(3-shot), GSMS8K (2-shot), and TriviaQA [2-shot;
Joshi et al., 2017], in that order, with vertical dotted
lines indicating where a new task begins. Each col-
umn corresponds to a different context-switching
prompt, created from distinct sampled inputs. In
both examples, BTS demonstrates its ability to dy-

6835



—— Base

06| —— Code
——  Multilingual
04 Math

0.2

0.8

0.6

0.4

0.2

0 100 200 300 400 500 600

Figure 3: Visualization of the gate values of BTS’s
final stitch layer for context-switching sequences at
inference time. These sequences are constructed by
concatenating question-answer examples from Flores
(3-shot), GSMS8K (2-shot), and TriviaQA (2-shot), in
that order, with dotted lines indicating task transitions.
Each plot corresponds to a different randomly sampled
prompt.

namically adjust expert utilization. During the Flo-
res prompt, the seed model and multilingual ex-
pert are predominantly active. During the GSM8K
prompt, the math expert takes over, and finally,
the seed model is most utilized for the TriviaQA
prompt. This highlights BTS’s capability to cor-
rectly activate the relevant experts for each task,
even when transitioning between diverse contexts.

5 Related work

Weights merging Previous works have demon-
strated that linearly interpolating the weights of
multiple expert models with the same architecture
can produce a more effective model. Model Soup-
ing [Wortsman et al., 2022] achieves this by uni-
formly averaging model weights, whereas methods
like BTM [Li et al., 2022], C-BTM [Gururangan
et al., 2023], and SMEAR [Mugeeth et al., 2023]
dynamically compute the weighting of each ex-
pert’s model parameters based on the given prompt.

Output ensembles In addition to averaging
model weights, several works have explored aver-
aging model outputs to create ensembles of expert
models [Li et al., 2022, Gururangan et al., 2023].
However, these approaches are limited in expres-
sivity.

Routing among dense models Another ap-
proach involves routing the entire input and gen-

eration to a single model selected from multiple
expert LLMs [Filippova et al., 2024, Ong et al.,
2024]. However, these methods are limited when
the input requires expertise from multiple domains
or involves context-switching between different
tasks.

Mixture-of-Experts upcycling Several works
have explored using pretrained dense models to ini-
tialize MoEs [Komatsuzaki et al., 2022, Sukhbaatar
et al., 2024, Zhang et al., 2024]. These approaches
copy each expert model’s parameters to initialize
the corresponding experts in the MoE. For the
MoE’s non-expert parameters, they average the
parameters of the pretrained experts. The router
is initialized from scratch. Following initializa-
tion, the MoE undergoes a training phase where all
model parameters are updated.

Adding connections between models Recent
works have proposed adapting language models
to new modalities by composing modality-specific
models, e.g., Alayrac et al. [2022] propose adding
cross-attention parameters to allow a language
model to condition on visual inputs, and Liang
et al. [2024] uses global self-attention to fuse mod-
els for different modalities. Perhaps most similar
to our work, Bansal et al. [2024] extend this idea to
domain-specific language models, and propose aug-
menting an “anchor” language model with a single
domain-specific model through cross-attention.

6 Conclusion

We introduced BRANCH-TRAIN-STITCH (BTS)
an efficient and flexible method for merging expert
models into a stronger, unified, generalist model.
BTS combines expert models by inserting novel
“stitch” layers between expert language model lay-
ers, which are learned in a lightweight training step.
In experiments, we find that this approach outper-
forms competitive baselines, yielding the strongest
generalist model performance with only a small
number of training parameters. In some settings,
BTS is shown to even outperform the expert models
in their specialized domains. We further demon-
strate that a BTS model can demonstrate new skills
at the intersection of expert domains and motivate
this architecture with extensive ablations and anal-
ysis. We hope this work furthers research into
efficient and flexible methods for creating gener-
alist large language models by re-using modular,
independently-trained experts.

6836



Limitations

Results on a parameter-matched data-matched
dense model Scaling up dense models, such as
training a parameter-matched data-matched dense
11B model, introduces infrastructure challenges
and datamix trade-offs. BTS and other “ Branch-
Train” methods [Li et al., 2022, Sukhbaatar et al.,
2024, Zhang et al., 2024] are explicitly designed to
alleviate these challenges by asynchronously train-
ing smaller experts in parallel without massive syn-
chronization overhead. And in many cases, the ex-
pert models already exist, making the method even
more practical. Thus, “Branch-Train” methods,
including BTS, are posed as alternative methods
to scaling dense models. Although a parameter-
matched data-matched baseline model would be
an interesting comparison, we focused our lim-
ited compute on the main comparison and ablation
showcasing the validity of our approach. For simi-
lar reasons, other “Branch-Train” methods [Zhang
et al., 2024, Sukhbaatar et al., 2024, Li et al., 2022]
also did not include such a baseline in their papers.

Active parameter count of BTS While BTS has
the highest active parameter count, it uses far fewer
training parameters than expert upcycling methods.
As BTS inserts a stitch layer every five layers, we
compare BTS to the strongest baseline, BAM, in
Appendix E, finding similar inference efficiency
per five layers, but significantly lower training cost
during merging. One future direction is improv-
ing BTS to not only have fewer training parame-
ters, but also fewer active parameters. One way
of achieving this is adding a router layer after the
input embedding layer, which dynamically selects
a subset of relevant experts based on the input se-
quence. Then, only a subset of experts would be
stitched for each input sequence. This modification
would effectively introduce sparsity, reducing the
number of active parameters and mitigating poten-
tial redundancy. Exploring this approach would be
an interesting direction for future research.

Results beyond Pre-Training Our work focuses
on the pretraining stage, so all models, including
baselines, are trained on pretraining data only. This
is consistent with prior works in the “Branch-Train”
family [Sukhbaatar et al., 2024, Zhang et al., 2024]:
while our approach can be directly applied in in-
struction finetuning or reinforcement learning fine-
tuning procedures, we leave that for future work as
we focused on the pretraining stage in this paper.
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A Architecture details for seed and expert

models

Layers 20
Model Dimension 3072
FFN Dimension 12288
Attention Heads 24
Key/Value Heads 1
Activation Function SwiGLU
Vocabulary Size 128,000

.. . RoPE
Positional Embeddings (0 = 500,000)

Table 6: Architecture details for the 2.7B parameter
seed model and expert models.

See Table 6 for the architecture details for the
2.7B parameter seed model and expert models.

B Language model architecture
background

Transformer The typical architecture of large
language models (LLMs) is built by stacking mul-
tiple Transformer blocks [Vaswani et al., 2017].
Each Transformer block consists of a Multi-Headed
Attention module, commonly referred to as the at-
tention layer, followed by a residual connection
and a feed-forward neural network (FFN).

Mixture-of-Experts The Mixture of Experts
[MoE; Shazeer et al., 2017] model replaces the
FFN in the Transformer by an MoE layer. An MoE
layer consists of a linear router and a set of N FFN
experts, denoted as {FFN;(z)}Y . The router pro-
duces router logits, which we denote as p(x) after
normalization, for the input representation . p;(x)
is the gating value for the i-th FFN expert, FFN;.
The router assigns the input representation x to a
subset of experts, 7, with the highest gate values.
The final output of the MoE layer is the weighted
sum of the selected experts’ outputs, weighted by
their gating values:

YMoE = sz(:z:)FFNz(:r) “4)

€T
Mixture-of-Attention Mixture of Attention
[MoA; Zhang et al., 2022b] extends MoE by also

replacing the attention layer in Transformers with
an MoA layer. Similar to the MoE layer, an MoA

layer comprises of a set of NV attention experts (de-
noted as {Attentionj(x)};vz 1)» a linear router that
outputs router logits. We denote the normalized
router logits as ¢(x). The MoA layer’s final output
is a gating-value weighted sum of the computations
from the selected attention experts M:

YMoA = Z ¢i(x)Attention; (). (5)
ieM

C Additional model training details

Seed model We pretrain a 2.7B parameter lan-
guage model, following the same text recipe used
in Llama 3 [Dubey et al., 2024]. See Table 6 for
architecture details. We employ a learning rate
schedule that warms up from 0 to 4e-4 over 2000
steps, then undergoes a cosine decay to 1% of the
peak learning rate. The seed model is trained for
2.2 million steps on 15T tokens.

Expert models We create three copies of the seed
model, each of which is continually trained for 96k
training steps over a 200B token specialized data
mixture to produce expert models for code, math,
and multilingual tasks. During the continued pre-
training phase, we use a batch size of 2M tokens
and a learning rate of 5e-6, followed immediately
by a cosine decay schedule that reduces the learn-
ing rate to 1% of its initial value. This learning rate
is derived by annealing from the final learning rate
used at the end of seed model pretraining, adjusted
to account for the reduced batch size in this con-
tinued pretraining phase. We adopted this learning
rate strategy as it yielded the most stable learning
during the continued pretraining phase

BTS model We use four stitch layers to combine
the seed model together with the three expert mod-
els. The four stitch layers are inserted after every
five layers in the seed and expert models. We re-
fer to the resulting model as the BTS model. As
described in §2, the four stitch layers alternate be-
tween a Hub-into-Expert stitch layer and Experts-
into-Hub stitch layer. Upon initialization, the BTS
model is further trained for 15B tokens over 7000
steps using a batch size of 2M tokens. The opti-
mization objective is to minimize the cross entropy
loss from the hub model’s output. The learning rate
schedule warms up from 0 to 5e-6 over 2000 steps,
then undergoes a cosine decay to 1% of the peak
learning rate. Note that during the BTS training
phase, only the stitch layers are updated while all
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Flores

GSMS8K En/Ru RwEn Ru-MGSM
Dense models
Seed Model 10.5 22.8 32.8 12.8
Math Expert *20.5 10.2 28.9 10.8
Russian Expert 9.48 323 *34.6 9.60
Expert upcycling
BTX Sample 18.3 30.4 34.0 10.0
BTX Soft 18.0 30.0 33.9 124
BAM *20.5 30.6 34.5 10.8
Expert merging
Model Soup 17.5 14.7 32.3 *13.2
BTM 20.5 323 34.6 9.60
Expert Routing 9.48 323 *34.6 9.60
BAM Adapter 18.1 30.9 34.1 12.8
BTS 19.0 31.6 33.0 10.0

Table 7: Cross capability performance of merged models without in-domain data. We evaluate the seed model,
Russian-language, and Math experts on Russian MGSM [Shi et al., 2022] and compare performance with merged
and upcycled models. We do not use any in-domain training data during the merging or upcycling training process.
The results indicate that a small amount of cross capability data is necessary for merged or upcycled models to
effectively learn cross capabilities.

General Code Multilingual Math
MMLU BBH MBPP HE Flores(S) Flores(T) GSMS8K MATH Avg.
BTS Alternate 35.8 369 322 220 309 36.2 20.2 10.6 28.1
Non Alternate 36.1 379 324 22.6 314 36.4 19.9 10.8 284

Table 8: Comparison of alternating and non-alternating BTS variants on generalist tasks. Both variants achieves
similar performance on most domains, with the non-alternating variant slightly outperforming the alternating variant

on average.

the parameters of the seed model and the expert
models are frozen.

Expert Routing We train a linear router €
RYMX™ that routes to either the seed model or one
of the expert models. The router’s training objec-
tive is a classification cross-entropy loss where the
target is the model with the smallest next-token
prediction loss for the input. Given a prompt, the
router decides on the model and routes all subse-
quent tokens to the same model. During training,
the routing decision is made based on the average
embedding of the first ¢ tokens in the input, where ¢
is randomly sampled between 32 and 256. During
inference, the routing decision is made based on
the average embedding of the entire prompt. We
train the linear router with a constant learning rate
of 5e-4 and batch size of 1M. The model is trained

for 1 billion tokens only, as we did not see an im-
provement in downstream metrics or training loss
with further training.

D Additional Ablations

D.1 Cross capabilities: additional details and
experiments

D.1.1 Further experiment details

Russian expert model training To enhance
cross capabilities in mathematical skills for Rus-
sian, we train an additional expert specifically on
Russian data. The expert training setup follows the
same procedure outlined in §C. For training data,
we utilize the Russian subset of the multilingual
dataset previously used for the multilingual expert,
as described in §3.2.
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General Code Multilingual Math
MMLU BBH MBPP HE Flores(S) Flores(T) GSMS8K MATH Avg.
10 Layers 36.1 37.8 31.8 22.0 31.2 36.5 19.1 104 28.1
4 Layers 358 369 322 220 33.9 36.2 20.2 10.6 28.1
1 Layer 349 378 29.6 19.5 30.8 359 17.7 99 270

Table 9: Ablations on the effect of varying number of stitch layers on downstream task performance. The
first two rows are configurations with 10 and 4 stitch layers distributed uniformly throughout the seed and expert
models. The third row is a configuration with a single Experts-into-Hub stitch layer placed after the last dense
model layers. The 10 and 4 layers configuration performs similarly, but the single-layer configuration lags behind

model performance significantly.

Merged models training As an additional base-
line, we continually pretrain the strongest dense
model in russian MGSm, the seed model, on the
same Russian math pretraining data used for the
merged models. All experiments share the follow-
ing training configuration:

* Learning rate schedule: we warm up from 0 to
5e — 6 over 1000 steps, then undergoes a cosine
decay to 10% of the peak learning rate. The
merged models are trained for a total of 2000
steps. One exception is the expert routing model
is trained for 1000 steps in total with a constant
learning rate of 5e¢ — 4. This was chosen upon
tuning the hyperparameters.

e Batch size: we use a batch size of 1M tokens.

» Token count: All models were trained on 2B to-
kens of Russian math over 2000 training steps.
The exception is expert routing, which only
trained on 1B tokens over 1000 steps, as we did
not see performance improvement with further
training.

D.1.2 Results on merging and upcycling
models without in-domain data

In Table 7, we show results on merging and upcy-
cling models without in-domain data. The merging
phase is instead trained on a data mixture com-
posed of 50% of math expert and 50% of Russian
expert’s continue pretraining data mixture.

We observe that despite being trained with more
tokens during the merging phase, all baseline meth-
ods does not significantly outperform the seed
model on the cross capability task Russian MGSM.
This indicates that in-distribution data is essential.

D.2 Ablations on the alternating architecture

The BTS architecture involves alternating between
the Experts-into-Hub stitch layer and the Hub-into-

Experts stitch layer. We ablate the impact of adopt-
ing this alternating architecture as opposed to uti-
lizing all Experts-into-Hub layers. As shown in Ta-
ble 5, the alternating architecture (first row) yields
significantly better cross capability performance
compared to using only homogeneous Experts-
into-Hub stitch layers (second row). However,
both the alternating and non-alternating architec-
tures achieve comparable performance on general-
ist tasks, as shown in Table 8. These results demon-
strate that an alternating architecture is essential
for achieving cross capability performance while
maintaining strong generalist performance.

D.3 Ablations on the impact of the number of
stitch layers

We measure the impact of varying the number of
stitch layers on model performance, as shown in
Table 9. The first two rows present configurations
with 10 and 4 stitch layers, respectively, distributed
uniformly throughout the seed and expert models.
In the third row, we investigate a configuration with
a single Experts-into-Hub stitch layer placed after
the final language model layers.

Our ablations show that a single stitch layer is
insufficient for learning to effectively merge capa-
bilities, as its performance lags significantly be-
hind configurations with 4 or 10 layers. This also
demonstrates that the BTS models with more than
one stitch layer combine models in a more expres-
sive way than than simply combining output rep-
resentations. The 4 and 10 layer configurations
perform similarly, however, we note that this may
be due to under-training of the 10 layer variant
as all models are trained on the same number of
tokens.
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Model MMLU BBH MBPP HE Flores(S) Flores(T) GSMS8K MATH Average
BTS 35.8 36.9 322 220 30.9 36.2 20.2 10.6 28.1
BTS

(no upweight) 30.7 36.2 314 238 30.7 36.2 13.0 7.3 26.2
BAM 35.2 37.1 298 226 31.0 36.1 20.3 10.1 27.8
BAM

(no upweight) 28.9 36.4 314 238 30.8 35.9 13.2 6.2 25.8
BAM Adapters 34.1 37.0 28.8  22.6 31.0 36.1 18.8 10.0 27.3
BAM Adapters

(no upweight) 29.0 36.3 30.8 22.0 30.7 36.0 12.7 6.2 25.5

Table 10: We compare BTS and its strongest baselines trained with and without upweighting. Without
upweighting, BTS and baselines almost always do worse on every benchmark, as they do not see enough expert

data to integrate the expertise of different experts.

D.4 Importance of Data Upweighting

We constructed the data mixture for the BTS train-
ing phase by starting from the seed model data mix
and up-weighting the proportion of data from each
expert’s domain to 15%. This upweighting ensures
that the BTS stitching weights are sufficiently ex-
posed to domain-specific data, enabling them to
learn how to effectively leverage each expert.

To highlight the importance of expert domain
upweighting, we compare BTS and its strongest
baselines trained with and without upweighting.
In Table 10, we show BTS and baselines almost
always do worse on every benchmark without up-
weighting, as they do not see enough expert data to
integrate the expertise of different experts.
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Operation Type BAM BTS
Attention Router Params 5Nexperts dmodel -
FLOPs 10nexperts Amodel -
Attention: QKV Params | 15nexperts@model@atn | 15Nexperts@model datn
FLOPs 307experts A2 del 307experts A2 o del
Attention: Mask Params - -
FLOPs 10nexpertsnctxdm0del 10nexpertsnctxdm0del
Attention: Projection Params | 5Nexperts@atn@model | DMexperts@attnImodel
FLOPs | 10nexperts@2odel 107expertsd2 el
FFN Router Params 5Nexperts Amodel -
FLOPs 107expertsdmodel -
FFN Params | 7.5Nexpertsdmodeldff | 7-5Nexpertsdmodel dff
FLOPs 60d model dtf 60d model dtt
BTS: Gate Params - Nexpertsdmodel
FLOPs - 2Nexpertsmodel
BTS: Expert Projections | Params - d?nodelnexperts
FLOPs - 2Nexperts dr2nodel

Table 11: We present the estimated FLOPs per token for every five layers, as BTS inserts one stitch layer every five
layers in our experiments. We adopt the standard FLOPs counting methodology, excluding negligible operations

such as non-linearities, biases, and layer normalization.

E Efficiency Analysis

We compare the efficiency between BTS and the
most competitive generalist baseline from Table 2,
BAM.

Table 11 and Table 12 present the estimated
“FLOPs per token” for every five layers, as BTS
inserts one stitch layer every five layers in our ex-
periments. We adopt the standard FLOPs counting
methodology from [Kaplan et al., 2020], where
we exclude negligible operations such as non-
linearities, biases, and layer normalization. The
exact FLOPs count in Table 12 is calculated using
the architecture details in Table 6.

Inference FLOPs | Training Params
BAM 4,781,752,320 8.4 billion
BTS 4,857,028,608 264 million

Table 12: Based on the arithmetic breakdown from
above, we obtain the inference FLOPs and training pa-
rameters using the architecture details in Table 6 in the
Appendix. The first row shows the arithmetic break-
down for inference FLOPs per token for every five lay-
ers. The second row shows the number of training pa-
rameters during the training phase for the entire model.

We observe that BTS requries approximately the
same inference compute as BAM, every five layers,
with only a 1.6% increase in FLOPs. However,
BTS uses 30x fewer trainable parameters, result-
ing in substantial training efficiency gains:

* Memory savings: BTS reduces optimizer state
size by 30x. Since AdamW [Loshchilov and Hut-
ter, 2017] stores two float32 values per parameter,
BTS saves more than 65 GB of memory savings
compared to BAM.

* Training efficiency: BTS computes 30x fewer
gradients. As the backward pass typically costs
twice the FLOPs of the forward pass [Kaplan
et al., 2020, Dao, 2023], this yields significant
reductions in training compute.
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F Pseudo Code for BTS

def

def

StitchLayer(xs, merge_into_hub=True):

nnon

xs: dense models' outputs
x_hub = x[0]
x_experts = x[1:]

g = w_gate(x_hub) # [bs, seq_len, dim, 1+n_experts]

# Experts-into-Hub Layer
if merge_into_hub:
g = dropout(g).softmax(dim=-1)
h_experts = [
w_projlil(x_experts[i]) for i in range(n_experts)
]
h_hub = (g * stack([h] + h_experts, dim=-1)).sum(-1)

# Hub-into-Expert Layer

else:
g = dropout(g).sigmoid()
h_experts = = [
(1 - gl..., i+ 1]) » x_experts[i]
+ (gl..., 1+ 1] * w_projlil(x_hub))

for i in range(n_experts)
h_hug = x_hub
return stack([h_hub] + h_experts, dim=-1)
BTSBlock(xs, ith_layer, BTS_freq):

x_hub = hub_model_layer(xs[0])

x_experts = [expert_model_layer[i]l(xs[i+1]) for i in n_experts]
xs = stack([x_hubl + x_experts, dim=-1)
if ith_layer % BTS_freq = = 0:

# Alternate between two types of stitch layers
hs = StitchLayer(xs, merge_into_hub=(ith_layer//BTS_freq)%2)
return hs

return xs
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