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Abstract

The rapid advancement of Chinese LLMs un-
derscores the need for vertical-domain evalu-
ations to ensure reliable applications. How-
ever, existing benchmarks often lack domain
coverage and provide limited insights into the
Chinese working context. Leveraging qualifi-
cation exams as a unified framework for ex-
pertise evaluation, we introduce QualBench',
the first multi-domain Chinese QA benchmark
dedicated to localized assessment of Chinese
LLMs. The dataset includes over 17,000 ques-
tions across six vertical domains, drawn from
24 Chinese qualifications to align with national
policies and professional standards. Results
reveal an interesting pattern of Chinese LLMs
consistently surpassing non-Chinese models,
with the Qwen2.5 model outperforming the
more advanced GPT-40, emphasizing the value
of localized domain knowledge in meeting qual-
ification requirements. The average accuracy of
53.98% reveals the current gaps in domain cov-
erage within model capabilities. Furthermore,
we identify performance degradation caused by
LLM crowdsourcing, assess data contamina-
tion, and illustrate the effectiveness of prompt
engineering and model fine-tuning, suggesting
opportunities for future improvements through
multi-domain RAG and Federated Learning.

1 Introduction

Large Language Models (LLMs) trained on Chi-
nese corpora have recently gained attention for their
improved Chinese text generation and understand-
ing (DeepSeek-Al et al., 2025; Yang et al., 2024a,
2025). While researchers increasingly claim their
superiority over humans in various NLP tasks (Gi-
lardi et al., 2023), existing benchmark evaluations
mainly focus on language capabilities and often
neglect the assessment of domain knowledge, offer-
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What is the primary function of money?
A. %% T. B (Medium of Exchange)

B. i1 772\ (Store of Value)

C. #7772 (Means of Payment)

D. M {E & =R (Measure of Value)

General

ANRMRIE___RIERITHIN .

The renminbi refers to currency issued by____ according to law.

A. FEANRRIT (People’s Bank of China)

B. FIE#T (Bank of China)

C. 71 [E T.7#R4T (Industrial and Commercial Bank of China)

D. STV B 7825 514> (China Banking Regulatory Commission)

Localized

Table 1: Example of general and localized knowledge
evaluation questions in the banking domain.

ing limited quantitative evidence of their effective-
ness in downstream applications (Liu et al., 2021;
Valmeekam et al., 2023). This gap is especially
pronounced given the rapid advancement of both
Chinese and non-Chinese LLMs, raising the ques-
tion: Which model should be used?

A notable trend in knowledge evaluation is the
use of qualification examinations, which provide
a unified framework for assessing job readiness
and domain expertise (Oxenham, 2024), and are
increasingly valued for their fairness and trans-
parency (Li et al., 2024). While many qualifica-
tion tests, such as the Chinese College Entrance
Examination (Gaokao) (Zong and Qiu, 2024) and
the National Civil Servants Examination (Liu et al.,
2021), have been used to assess LLMs, numerous
domain-specific evaluations remain underutilized.
These vertical-domain qualifications are highly di-
verse and offer undeniable advantages for evaluat-
ing LLMs’ domain knowledge in a localized Chi-
nese context, as illustrated in Table 1.

In this paper, we introduce the Qualification
Benchmark (QualBench), providing comprehen-
sive vertical domain evaluations based on profes-
sional qualification exams in China. We detail the
data construction process and, through extensive
experiments, demonstrate the challenges posed by
the dataset. The dataset serves as an essential safe-
guard for reliable LLM deployment and application
in China. In summary, the contributions are:
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Dataset Source Qualification Exam

Size  Best Model Vertical Domain Localization Explainable

GAOKAO-Bench (Zhang et al., 2023b)  Chinese College Entrance Examination (Gaokao) 2811  GPT-4 X X
LexEval (Li et al., 2024) National Unified Legal Professional Qualification 14,150 GPT-4 Legal X
MedBench (Cai et al., 2024) Medical Qualification Exams 40,041 GPT-4 Medical X X
CFLUE (Zhu et al., 2024) Finance Qualification Exams 38,636 Qwen-72B  Finance X

M3KE (Liu et al., 2023a) Entrance Exams of Different Education Levels 20,477 GPT-3.5 X X
FinEval (Zhang et al., 2023a) Finance Qualification Exams 8,351 GPT4o Finance X X
CMExam (Liu et al., 2023b) Chinese National Medical Licensing Exam 68,119 GPT4 Medical b 4 X
LogiQA (Liu et al., 2021) Civil Servants Exams of China 8,678 RoBERTa X

QualBench (ours) Multiple Sources 17,316 Qwen-7B Multiple

Table 2: Overview of existing Chinese benchmark datasets constructed based on qualification exams.

1. We summarize the limitations of existing Chi-
nese benchmark datasets and highlight the im-
portance of incorporating qualification exams
into LLM evaluation for a comprehensive un-
derstanding of downstream applicability.

2. We release the first multi-domain Chinese
benchmark dataset grounded in 24 qualifica-
tion examinations across six vertical domains.
This dataset emphasizes localization and pro-
vides practical insights into LLM capabilities
within the Chinese working context, offering
human-aligned expertise assessment.

3. We present several interesting findings: (1)
Chinese LLMs consistently outperform non-
Chinese models regardless of model size; (2)
LLM crowdsourcing results in performance
degradation, with a single strong model out-
performing the collaborative efforts of mul-
tiple LLMs; and (3) knowledge augmenta-
tion through prompting and fine-tuning has a
greater impact on non-Chinese LLMs. These
observations underscore the importance of lo-
calized domain knowledge for Chinese qual-
ifications and highlight the need to expand
single-model knowledge coverage through
RAG augmentation and Federated Learning.

2 Preliminaries

Benchmark with Qualification Examinations.
Qualification examinations are rigorously verified
by domain experts before public release, offering
invaluable benefits to constructing realistic and reli-
able benchmark datasets (Yang et al., 2024b; Zhong
et al., 2024). These exams serve as crucial gate-
ways for certifying professionals in specific job
roles, making them ideal tools for evaluating LLMs
prior to deployment in real-world tasks (Katz et al.,
2024). Moreover, existing domain-specific LLMs
predominantly focus on areas like medicine, law,
and finance, representing only a small subset of
vertical domains (Singhal et al., 2023; Chang et al.,

2024). Incorporating qualification exams intro-
duces great diversity to the dataset construction,
leading towards a better understanding of LLMs’
capabilities across different domains while offering
human-aligned expertise evaluation scores for easy
interpretation (Ling et al., 2023; Cui et al., 2025).

Localization and Domain Coverage. Localiza-
tion is a crucial factor for identifying suitable do-
main experts within specific contexts. For instance,
a lawyer trained in the United States cannot legally
practice in China due to differences in legal sys-
tems. Existing qualification exam—based bench-
marks (Table 2) often overlook distinctions be-
tween Chinese and international contexts. This
lack of localization is reflected in both the choice
of data sources that involve generic qualifications
(Zhu et al., 2024) and in evaluation results that fre-
quently conclude state-of-the-art performance with
English LLMs such as GPT and LLaMA (Zhang
et al., 2023b; Li et al., 2024). Additionally, ex-
isting evaluations often focus on single-domain
evaluation, which limits complexity and enables
domain-specific models, such as FinGPT (Luukko-
nen et al., 2023), to consistently dominate their
benchmarks. Such narrow coverage offers little
insight into LLM capability and their real-world
applicability, which often requires cross-domain
knowledge (Hong et al., 2025c; Liu et al., 2025).

3 Dataset Construction

In this paper, we argue that a well-constructed
benchmark for evaluating Chinese LLMs should
feature localized Chinese contexts and cover di-
verse vertical domains for sufficient complexity.

3.1 Data Sources

We concentrate on six vertical domains, each fea-
turing at least three professional qualification ex-
aminations to ensure dataset reliability. In total, 24
qualification exams are included, each encompass-
ing up to 10 years of collected examination papers
(see Table 11). Optical Character Recognition is
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Category Number of Questions
Production Safety (Z 24 ™) 6520

Fire Safety (VKB % 4) 3401

Civil Engineering (57 T18) 1978
Economics and Finance (42348l 2377

Oil and Gas (FIHRIRS) 1604
Banking and Insurance (BRATIRES) 1436

Total 17,316

Table 3: Dataset statistics: number of questions across
different domains.

used to extract the questions, answers, and explana-
tions (when applicable) from the PDF documents,
resulting in 31,841 QA pairs in the initial dataset.

3.2 Data Preprocessing

We exclude questions that rely on non-textual in-
formation to avoid inconsistent evaluation results
stemming from varying capabilities in visual un-
derstanding. Repeated questions are removed from
the dataset using both similarity matching and hu-
man screening. Notably, many similar questions
recur across qualification exams within the same
domain over different years, especially those re-
lated to government policy and industry regulations,
reflecting the dataset’s enduring relevance (Yang
et al., 2024b). The dataset is further validated by
two domain experts per field, tasked with assessing
question relevance and QA pair completeness.

3.3 Dataset Statistics

The dataset consists of 17,316 knowledge-driven
questions, including 9,538 single-choice, 3,710
multiple-choice questions with up to eight answer
choices, and 4,068 True/False questions. The av-
erage length for each question type is 83, 91, and
48, respectively. As shown in Table 3, the dataset
is imbalanced with a skew towards ‘“Production
Safety” and “Fire Safety”. These two domains have
been excessively overlooked in existing benchmark
datasets but hold significant importance due to their
localized characteristics and strong correlation with
government policy. Thus, more questions are in-
cluded to fill in the gap. The sample questions and
demonstration of each question type are presented
in Appendix B.

4 Experimental Setup

To thoroughly assess the capabilities of Chinese
LLMs in vertical domain QAs, we evaluate five
widely deployed and accessible models: Chat-
GLM3, Qwen2.5, Baichuan2, Hunyuan-v2, and

Deepseek-v2. Given the dataset’s focus on local-
ization, we also compare with non-Chinese LLMs,
including Mistral-7B, LLaMa-7B, GPT-3.5, and
GPT4o, to reveal the importance of Chinese knowl-
edge for achieving satisfactory performance. GPT
models are accessed via the OpenAl API, while
the others are deployed from Hugging Face with
inference run on a single A100 GPU.

All models are evaluated in a one-shot setting
to standardize the output format. Each model is
prompted to provide both an answer and an expla-
nation to facilitate result interpretation. We set hy-
perparameters with a temperature of 0.5, top_p of
0.9, and a maximum token limit of 1024 to control
the diversity and creativity of generated answers.
Inference was repeated five times, and we report
the average accuracy and F1 score for robustness.

5 Results and Discussion

5.1 Main Results

As shown in Table 4, Qwen2.5 consistently
achieves superior performance across different do-
mains, benefiting from its extensive pre-trained
knowledge in the Chinese context. The second
and third-best models, GPT-40 and GPT-3.5, have
substantially more parameters but still underper-
form compared to the smaller 7B model. A gen-
eral pattern emerges: Chinese LL.Ms consistently
outperform non-Chinese models on QualBench.
This observation is further strengthened by compar-
ing models of different sizes (see Table 5), which
shows that while larger LLMs generally perform
better, smaller Chinese models (e.g., Baichuan2-
7B, 48.64% accuracy) can still outperform larger
non-Chinese models (e.g., LLaMA-14B, 37.65%)
due to their stronger localized expertise. These re-
sults underscore the importance of native Chinese
knowledge for achieving better performance on
QualBench, offering a comprehensive evaluation of
LLM applicability in Chinese work environments.
The findings also contrast with most existing bench-
marks, where larger models typically outperform
smaller ones regardless of origin (Ni et al., 2025).
Table 10 presents performance across each ques-
tion type, revealing Qwen2.5’s notable superior-
ity and its substantial advantage over GPT-4o in
both single-choice and multiple-choice questions.
The error analysis in Appendix A further identifies
five distinct error patterns in the dataset, reveal-
ing specific limitations in model capabilities and
highlighting directions for future improvements.
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Production Safety Oil and Gas Fire Safety Civil Engineering  Economics and Finance Banking and Insurance
Model (BAATF) (HHRIRS) CElEES) [Cesimn ) (42547 CRRATERRS) Overall
Acc(%) Fl1(%) Acc(%) Fl1(%) Acc(%) Fl1(%) Acc(%) FL(%) Acc (%) F1 (%) Acc (%) Fl (%)
Chatglm3-6b-chat 4142 4540 4888 4536 5353 5452 3945 3991 3872 4031 43.75 47.56 43.62%
Baichuan2-7b-chat 4969 5071 6085 6168 5211 5295 4044 4206 4213 43.61 48.50 49.93 48.64%
Chinese Qwen2.5-Th-instruct 7698 7839 7182 7513 7856  79.10  63.05 6459  771.52 77.81 82.53 83.20 75.26%
Hunyuan-7b 5011 5390 5062 5857 5577 5779 4356 4648 5040 52.68 55.91 59.77 50.64%
Deepseek-v2-lite-chat 4872 5274 5792 5387 5861 5928 4566 4584  49.94 50.04 59.05 60.58 51.76%
Mistral-7b-instruct 4325 4354 5143 5069 4807  49.13 3683 3572 3821 38.66 41.58 41.63 43.03%
Non-Chinese  LLama-7b 3220 3239 3392 3320 3568 3619 2265 2343 2771 27.16 26.62 27.37 30.45%
-Ch GPT-3.5 5893 5076 6933 7043 5332 5513 4741 4939 5428 54.34 62.54 63.23 56.96%
GPT-40 6350 6437 7375 7484 5825  60.16 5323 5484 5820 58.61 66.46 67.16 61.61%
Ageregation  MAiOrity voting 5698 5961 6097 6669 6624 6635 5339 5378  59.51 59.95 67.58 68.57 59.56%
BEres weighted majority voting 6179 6445 6328  69.03  69.51 7006  57.54 5836  64.95 65.27 73.72 74.59 63.98%
Table 4: Main evaluation results on QualBench. The best results are bolded.
Model Small Variant 78)  Large Variant (138/148) n Edit Dist. ROUGE-LF1 Match>80% Acc (%)
Acc (%) F1(%) Acc (%) F1 (%) 1020 20.35% 28.40% 5.10% 29.61%
Baichuan2 48.64 49.27 49.73 51.55 . . .
LLama 3045 31.28 37.65 38.17 Table 7: Performance of question completion with

Table 5: Performance comparison between small and
large variants of Chinese and non-Chinese LLMs.

Model Accuracy (%) - Original ~ Accuracy (%) - Shuffled
Qwen2.5-7b 74.78 74.45
Qwen2.5-14b 79.04 78.52
Mistral-7b 35.17 32.73
GPT-3.5 52.24 50.93

Table 6: Performance comparison between original and
shuffled datasets.

5.2 LLM Crowdsourcing

Recent research highlights the potential of LLM
crowds to mitigate biases inherent in relying on a
single model (Zhao et al., 2022; Hong et al., 2025b;
He et al., 2024). However, other work cautions that
different LLMs may often produce highly similar
responses, offering limited improvement at high
cost (Hong et al., 2025a). In our benchmark, we
observed a more pronounced issue of performance
degradation: both voting-based aggregation meth-
ods combining five LLMs failed to surpass the per-
formance of a single Qwen model, primarily due
to substantial performance gaps among the models,
which introduced undesirable noise into the final
outcome. These findings suggest that a single ro-
bust LLM can potentially serve as a more effective
and cost-efficient choice for knowledge-intensive
tasks, while also highlighting the need for further
advancements in aggregation techniques to better
leverage the diverse outputs of multiple LLMs.

5.3 Ablation Studies

We present ablation studies to assess key factors
affecting evaluation robustness and LLM perfor-
mance, detailing the characteristics of QualBench.

Qwen2.5-7B.

Data Contamination and Robustness. To ad-
dress potential data contamination that could bias
LLM performance comparisons on our proposed
benchmark (Sainz et al., 2023; Golchin and Sur-
deanu, 2025), two ablation studies are conducted to
ensure robustness. First, we implement an answer-
shuffling strategy that randomizes the answer order
for both single- and multiple-choice questions to
create a shuffled dataset. Unlike altering question
type or length (Zhao et al., 2025), this method pre-
serves the original contextual information while
disrupting the question—answer mapping, enabling
assessment of potential memorization. As shown
in Table 6, the input perturbation resulted in only
minor accuracy changes, likely due to generation
randomness (temp = 0.5), suggesting that LLMs
rely primarily on the provided question context
rather than retrieving memorized responses from
their training data (Schwarzschild et al., 2024).

Second, we evaluated the best-performing
Qwen2.5-7B model in a question completion task,
where 1,020 questions were randomly sampled. For
each question, half of the text was removed from
the end, and the model was instructed to reconstruct
the complete question and then provide an answer.
This test rigorously assessed the extent to which the
LLM could recall the original questions. Results in
Table 7 show extremely low similarity between the
generated and original questions, along with signif-
icantly lower answer accuracy, suggesting that the
questions from QualBench are largely absent from
the model’s prior knowledge. Overall, results show
that QualBench has minimal overlap with LLM
training data, suggesting little to no impact from
data contamination on benchmark performance.
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Model Original (%) Role (%) ICL (%) Gain (%)
Qwen2.5-7b 75.26 75.63 76.08 +0.82
Mistral-7b 43.03 46.55 48.09 +5.06
Llama-7b 30.45 32.76 38.92 +8.47

Table 8: Performance (accuracy) comparison of differ-
ent prompt configurations.

Geographic Contextual Prompting. Given the
strong geographical characteristics of our dataset,
we conduct an ablation study to evaluate the ef-
fect of geographic contextual prompting on LLM
performance (Brown et al., 2020). The prompt en-
hancements include: (1) a geographically grounded
role description (e.g., Chinese expert profile) and
(2) in-context learning (ICL) with domain-specific
demonstrations, highlighting the role of contextual
information in enabling LLMs to function as do-
main experts in localized settings. As shown in
Table 8, the Chinese LLM (qwen-7b) exhibits only
marginal performance gains from these enhance-
ments, likely due to its substantial inherent local
knowledge. In contrast, English LLMs demonstrate
greater improvements when provided with local-
ized expertise; however, they still lag behind the
Chinese model, emphasizing the advantage con-
ferred by pre-trained Chinese local knowledge.

LLM Fine-tuning. We evaluate the DISC-
FinLLM model (Chen et al., 2023), a domain-
specific LLM based on Baichuan2-13B fine-tuned
on Chinese finance corpora, on the “Economics
and Finance” subset. We further fine-tuned DISC-
FinLLM on 30% of the subset’> to demonstrate
the value of the proposed dataset for training fu-
ture vertical-domain LLMs. Results in Table 9
show that the DISC-FinLLM (40.19%) underper-
formed the base Baichuan2-13B model (41.97%),
likely due to limited coverage of in-depth qual-
ification exam knowledge and noise from prior
training on other datasets. However, fine-tuning
DISC-FinLLM on QualBench improved accuracy
to 44.43%, highlighting the dataset’s unique value
in enhancing domain-specific expertise and under-
scoring its complexity for evaluating LLMs.

6 Discussion

The current best performance of 75.25% represents
a marginal pass of the qualification, underscoring
the need for further improvement. In response, we
present and analyze two promising subroutines:

’Fine-tuning was performed using LoRA with a learning
rate of 1e ™, trained for 5 epochs with the AdamW optimizer.

Model Accuracy (%)
Baichuan2-13b (vanilla) 41.97
DISC-FinLLM (base) 40.19
DISC-FinLLM (fine-tuned on QualBench) 44.43

Table 9: Performance of domain-specific DISC-
FinLLLM and its fine-tuned variant on QualBench.

Retrieval Augmented Generation (RAG).
While incorporating external knowledge through
RAG can effectively boost LLM performance
(Mao et al., 2024; Wang et al., 2024; Zhang
et al.,, 2025), constructing a comprehensive
RAG knowledge base for the proposed dataset
is challenging due to the presence of multiple
domains. In practice, passing all 24 qualification
exams would require extensive domain-specific
study materials, including textbooks, industry
standards, and regulatory guidelines. The volume
and diversity of this knowledge make relevant
retrieval costly and computation-intensive. This
calls for more efficient approaches, such as
cross-domain knowledge graphs (Liu et al., 2022)
and online resource integration (Arslan et al.,
2024), to link localized, domain-specific contexts
into a cohesive multi-domain knowledge base.

LLM Training with Federated Learning.
Training vertical LLMs within the Chinese con-
text presents valuable opportunities for practical de-
ployment. However, most existing domain-specific
LLMs struggle with highly specialized tasks due to
the data-hungry issue that limits knowledge cover-
age (Yang et al., 2019; Villalobos et al., 2024). To
address this challenge, Federated Learning can be
harnessed to effectively utilize private domain data
from companies and government agencies (Jiang
et al., 2019), enabling privacy-preserving access to
training data (Fan et al., 2023; Kuang et al., 2024).

7 Conclusion

In this work, we present QualBench, the first multi-
domain LL.M benchmark drawn from 24 Chinese
qualification exams spanning six vertical domains.
Our evaluation shows that Chinese LLMs consis-
tently outperform non-Chinese models, regardless
of model size. We also expose the limitations of
LLM crowdsourcing and suggest promising av-
enues for future research. Overall, QualBench un-
derscores the value of qualification exams as a rich
resource for human-aligned expertise assessment
in LL.Ms, motivating future efforts to incorporate
more diverse formats and broader coverage.
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Limitations

While the presented benchmark offers a realistic
vertical-domain expertise assessment, it has several
limitations. First, the dataset exhibits domain im-
balance, with areas such as Production Safety and
Fire Safety intentionally over-represented to enable
deeper domain-specific evaluation. This skews the
overall performance profile and may provide an
incomplete picture of model capabilities in less-
represented domains. Second, the benchmark fo-
cuses exclusively on multiple-choice and true/false
questions, leaving open-ended formats unexplored.
Third, all questions are text-only for consistency,
omitting image and audio modalities. Future bench-
marks could reveal richer insights by integrating
open-ended formats with figure-aided questions,
assessing the more complex domain-specific rea-
soning and problem-solving abilities required in
real-world applications.

Ethical Consideration

The ethical collection and responsible use of the
presented dataset are our top priorities. All ques-
tions are sourced from publicly accessible Chinese
qualification examinations, ensuring compliance
with relevant regulations. The dataset is designed
exclusively for academic research and knowledge
evaluation, with commercial use strictly prohib-
ited. We have rigorously verified the authenticity
and accuracy of all questions to establish a reliable
vertical-domain benchmark for LLMs.
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Model Single Choice Multiple Choice True/False

Acc F1 Acc F1 Acc F1
Chatglm3-6b-chat 04773 04800 0.1676 02112 0.5530 0.5552
Baichuan2-7b-chat 0.5061 05072 0.1453 0.1986 0.7030 0.7036
Chinese Qwen2.5-7b-instruct 0.8089 0.8094 0.6117 0.6262 0.7409 0.7470
Hunyuan-7b 0.5643 05817 02534 03179 05764 0.5994
DeepSeek-v2-lite-chat  0.5567 0.5589 0.3362 0.3500 0.5726 0.5798
Mistral-7b-instruct-v0.3 04373 04392  0.1511 0.1845 0.6268 0.6310
Non-Chinese  LLama-7b 0.2803 0.2852 0.0881 0.1070 0.5193 0.5188
GPT-3.5 0.6023 0.6062 03338 03591 0.6794 0.7034
GPT-40 0.6513  0.6575 0.3539 0.4039 0.7407 0.7516
Asoregation  Maiority vote 0.6524 0.6511 04078 04402 0.6181 0.5995
sereg weighted majority vote ~ 0.6961  0.6954  0.5121  0.5284 0.6181  0.5995

Table 10: Performance across different question types.

Domain

Qualification Name

Qualification Name (English)

Production Safety

FREM LS TRIT (Z2ET)

Intermediate Registered Safety Engineer "Safety Production"

Production Safety

UG TIH 7 5T ABIE

Construction Project Manager B Certificate

Production Safety

T Z & ET AR

Coal Mine Safety Production and Management Ability

Production Safety

Bl 2 2

Railway Safety Exam Questions

Civil Engineering

SE RSN OKFKE TREHES%%5)

National Level II Constructor "Water Conservancy and Hydropower Engineering Management and Practice"

Civil Engineering

—iE (EHE)

Second Builder "Management" Exam

Civil Engineering

“IREM TR GEME )

Level IT Cost Engineer "Cost Management"

Civil Engineering

EIE TN (B  CEMAERTEORS R ML)

Consulting Engineer (Investment) "Macroeconomic Policy and Development Planning"

Civil Engineering

EMEATREN CGEt)  (RlEMER) SE

Registered Civil Engineer (Geotechnical) "Professional Basic Exam"

Civil Engineering

EM AT GEBE ) (L1%i)

Registered Civil Engineer (Road Engineering) "Professional Exam"

Fire Safety D& Fire Rescue

Fire Safety WL RE S E Occupational Skills Assessment Theory

Fire Safety WHERIES (B ER) Facility Operator (Elementary, Intermediate, Advanced)

Oil and Gas RIR[ G AL EHAR Natural Gas Safety Production Management Personnel

Oil and Gas it E AR RIR SR L2 E AL Onshore Oil and Gas Extraction Safety Management Personnel

Economics and Finance

LB (N\T))

Intermediate Economist "Human Resources"

Economics and Finance

ARG (L)

Intermediate Economist "Commerce"

Economics and Finance

S BT

Counterfeit Currency

Economics and Finance

PRI (ETFPERETR (PR )

Economist "Economic Fundamentals (Intermediate)"

Economics and Finance

LRGN

Intermediate Economist Financial Knowledge

Banking and Insurance

BRATAL R A RFRY B

Banking Industry Professional Qualification Examination"

Banking and Insurance

PRES L BERS %150

Insurance Qualification Examination

Banking and Insurance

BRATIIREEM S 5 A HE))

Banking Laws and Regulations and Comprehensive Ability

Banking and Insurance

o
[
BHES

A
BRAT RS 57

Banking Professional Laws and Regulations and Comprehensive Ability

Table 11: Overview of qualification examination sources included in QualBench dataset.

A Error Analysis

two questions for each of the three question types.
This demonstration highlights both the breadth of

To characterize the error patterns of LLM evalu-
ation on QualBench dataset, we analyzed 1,200
incorrect predictions from the test outputs. Each
was manually inspected to identify question char-
acteristics. From this process, we derived five dis-
tinct error categories, each reflecting specific LLM
limitations. These categories, along with sample
questions, are presented in Table 12.

B Demonstration of Domain Coverage
and Question Types

Table 11 details the Chinese qualification examina-
tions used as data sources. Tables 13 to 18 present
sample QAs from each of the six domains, with

domain coverage and the variety of question for-
mats, ensuring a comprehensive evaluation of LLM
performance across different areas of expertise.
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Error Category and Description

Examples

Legal and Regulatory
Comprehension. Questions in this
group emphasize the model’s
understanding of legal norms,
compliance rules, and administrative
procedures specific to Chinese
regulatory systems. They require
interpreting statutory language,
understanding obligations or
restrictions, and distinguishing

between subtly varied legal statements.

Failure typically results from outdated
or insufficient legal corpora, the
model’s inability to disambiguate
complex regulatory phrasing, as well
as discrepancies in different regulatory
systems, causing significant
performance deviation between
Chinese and non-Chinese LLMs.

Question: f&KHf (ALY MEEEHAERF)  THIRBUEREECWMT I, EMZ0-
According to the Regulations on the Safety Management of Hazardous Chemicals, which of the following
behaviors by enterprises operating highly toxic chemicals is correct? ()

A MUEEE R G SO R B RS 15

B. MLREZERIFELA M\ D220 [ FRIZAER T T80 M3l 4% 5 R AT L

C. MELERFNE M ARG BB AL TR ISR R L

D. i 23 B RBUG A L5 H SR S AR 2 S R A b

A. Stipulates that sales records of highly toxic chemicals must be retained for 1 year

B. Stipulates that personnel operating highly toxic chemicals may begin work after passing professional
training conducted by a nationally authorized department

C. Stipulates that personnel operating highly toxic chemicals may begin work after passing special training
conducted by the county-level public security department

D. Reports the quantity and type of highly toxic chemicals purchased to the county-level public security
authority verbally

Answer: A

LLM Results:

chatglm3-6b-chat: D qwen2.5-7b-instruct: B baichuan2-7b-chat: B

hunyuan-7b: B deepseek-v2-lite-chat: B mistral-7b-instruct: D

LLama-7b: C  GPT-3.5: B GPT-40: B

Question: fHfE (+F EE FEHRT LB EEIMITEEWING ME, TIERITEERMNER,
IEFHIR() -

According to the Measures for Administrative Reconsideration by the Banking Regulatory Authority of the
State Council of China, which of the following statements about administrative reconsideration is correct? ()
A BUWLRHGEE UG MG R ER

B. HIE NREITEEIW, LACRAHEIEA, 5Ok HH

CATHE WA FERMITHIT IR B EE

D. AR EAEHEAHELSIN R ITENL R BRI TEAT A RICE GRS, AT LA ZAT LR S
W

A. After the reconsideration authority conducts a lawful review, administrative litigation may no longer be
initiated

B. Applicants must submit administrative reconsideration requests in written form; oral applications are not
allowed

C. Administrative reconsideration only examines whether a specific administrative act is lawful

D. Citizens, legal persons, or other organizations who believe that a specific administrative act has infringed
their lawful rights and interests may apply for reconsideration to the same administrative authority

Answer: B

LLM Results:

chatglm3-6b-chat: D qwen2.5-7b-instruct: A baichuan2-7b-chat: D

hunyuan-7b: D deepseek-v2-lite-chat: D mistral-7b-instruct: D

LLama-7b: D GPT-3.5: D GPT-4o: D

Contextual Knowledge of National
Systems. This category involves
questions requiring contextual
understanding of China’s
socio-political institutions, policy
evolution, or economic infrastructure.
Examples include classification of tax
categories, stages of regulatory
development, or administrative roles
unique to China. Errors highlight
challenges LLMs face with culturally
and historically grounded knowledge,
attributed to insufficient localization
in model training, contributing
significantly to performance deviation.

Question: FE BN A ) E ABIRIEIEQ -

The primary types of taxes contributing to China’s tax revenue include: ()

A PSR B, WEBL C. BWEEL D. MR E. JHRE
A.Income tax B. Value-added tax ~ C. Resource tax  D. Property tax

E. Consumption tax

Answer: BE

LLM Results:

chatglm3-6b-chat: BDE ~ qwen2.5-7b-instruct: AB  baichuan2-7b-chat: ABE
hunyuan-7b: ABE  deepseek-v2-lite-chat: ABCE  mistral-7b-instruct: ABE
LLama-7b: ABCDE GPT-3.5: ABCE GPT-40: AB

Question: FERITHEEY SNBSS HO -

Which of the following are characteristics of the initial establishment stage of China’s banking regulatory
system? ()

A EERRICEKE ML, RET AR R E A

B. WENEITHLHIORER AR L, BB DHIE LR

C. WIBFA T LML B A

D. WEEERTZ A& H o OB R O R
E. GEIREGEISEE, SATIHE TIEEA— DI RN B

A. The allocation of regulatory responsibilities was departmentalized, adopting a functional regulatory
organizational structure

B. The concept of a regulatory operating mechanism had not yet been proposed, and there was a lack of
institutional arrangements

C. A regulatory organizational structure based on institutions had begun to take shape

D. A relatively prominent phenomenon of “fighting their own battles” existed among regulatory departments
E. Regulatory governance had been improved, and banking regulation had entered a new stage of development
Answer: AB

LLM Results:

chatglm3-6b-chat: BCD  qwen2.5-7b-instruct: BCD  baichuan2-7b-chat: AD

hunyuan-7b: ABCDE  deepseek-v2-lite-chat: BD  mistral-7b-instruct: B

LLama-7b: CE  GPT-3.5: ABCD GPT-40: BCD

Table 12: Error categories with descriptions and demonstration of error questions.
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Error Category and Description

Examples

Numerical Reasoning and Formula
Application. This category
encompasses questions requiring
arithmetic computation, quantitative
estimation, or application of
domain-specific formulas. Examples
involve scenario-based problem
solving or retrieval of correct
analytical expressions. These
questions assess a model’s ability to
parse mathematical semantics, execute
multi-step reasoning, and perform
symbolic operations.

Question: 7EH CEEREEMEBIG L ZPT, SARE5IRA RIS, "RAEASIERRY - Ei
CEEARREBIE SR SR N1% (B | ZSPEE L HR21%, FxaNEE=
S5L . AT BB &G IR AKERIE . RHTRTRORYY, AINTEHRNANTQ-

In production areas with the risk of ethane explosion, for equipment that may cause fire, nitrogen positive
pressure protection can be used. Assume that the maximum oxygen content at which ethanol does not explode
is 11% (by volume), and the oxygen proportion in air is 21%. There is originally 55L of air inside a certain
piece of equipment. In order to prevent this equipment from causing fire or explosion, nitrogen is pumped in
for protection. The required amount of nitrogen should be no less than: ()

A. 65L B. 60L C. 50L D. 55L

Answer: C

LLM Results:

chatglm3-6b-chat: B qwen2.5-7b-instruct: A baichuan2-7b-chat: B

hunyuan-7b: A deepseek-v2-lite-chat: D mistral-7b-instruct: A

LLama-7b: B GPT-3.5: A GPT-40: B

Question: NS¢ THRATHEMVIE, NEBIEQ-

‘Which of the following statements about bank market capitalization are incorrect? ()

Al B ROR A S Y

B. & 7y ot USRI (E

C. REERITHBINE RS R

D. DIHBWEERTE (£70) = (AR x ABRBEC BB A x BB & T AR TIL
) INRAETTICE

E. UHBCHEMENTIE (£50) = (ABBH x ABBEU AR TISHETTIC R + HBb A x HIS B

) TSR

A. Total market capitalization equals the total number of issued shares multiplied by the stock market price.
B. Total market capitalization equals the total number of issued shares multiplied by the stock par value.

C. It is an important comprehensive indicator for measuring the size of a bank.

D. Market capitalization (in USD) based based on H shares = (A-share price X number of A shares + H-share
price X number of H shares / HKD to RMB exchange rate) / RMB to USD exchange rate.

E. Market capitalization (in USD) based on H shares = (A-share price X number of A shares / RMB to HKD
exchange rate + H-share price X number of H shares) / HKD to USD exchange rate.

Answer: BD

LLM Results:

chatglm3-6b-chat: B qwen2.5-7b-instruct: B baichuan2-7b-chat: B

hunyuan-7b: ABCD  deepseek-v2-lite-chat: BDE  mistral-7b-instruct: B

LLama-7b: AE  GPT-3.5: BDE GPT-40: BE

Domain-Specific Inference. Errors in
this category arise from questions
demanding deep, domain-specialized
knowledge not readily inferable from
general-purpose corpora. Successful
resolution requires precise
understanding of expert-level
concepts, taxonomies, or operational
practices within vertical fields. Failure
suggests insufficient domain
adaptation or inadequate exposure to
fine-grained professional content
during pretraining.

Question: K IR TAESFILRRAR - IR~ JUEFIIGE RS2 5 02 (LB BUBOTIFER (L
HHUES, (ERBKIAREERIRS, ANRFSEA IR RRIE AR R4 o FT ORI 3RS H
DEWIBE, EFRRZQ-

The working principle of Fire detectors is to convert changes in parameters such as smoke, temperature, flame,
and combustion gases into electrical signals via sensitive components, which are then transmitted to the fire
alarm control panel. Different types of fire detectors are suitable for different scenarios. Which of the
following statements about the applicable scenarios of fire detectors is correct? ()

A BOCRINIE R T8 S Btk K ki &

B. ZIAMKIGIRMIZHE S THRBMEFAEN D&

C. EHNKIGHRMZ RIS T L& DRGNS &

D. LU K IR EHE T4 R 3 &

A. Photoelectric detection is suitable for flammable-stage fuel fires.

B. Infrared flame detectors are suitable for scenarios with a large amount of smoke present.

C. Ultraviolet flame detectors are particularly suitable for inorganic compound combustion scenarios.

D. Photoelectric smoke fire detectors are suitable for scenarios that emit black smoke.

Answer: B

LLM Results:

chatglm3-6b-chat: A qwen2.5-7b-instruct: A baichuan2-7b-chat: D

hunyuan-7b: C  deepseek-v2-lite-chat: D mistral-7b-instruct: A

LLama-7b: A GPT-3.5: D GPT-40: D

Question: FNF KT HH S RAIEF, FHEIREQ -

Which of the following statements about loan classification are incorrect? ()

A LREFEIRT %P I H RS R E AR08 Sk B

B. ‘E SR LR AR ORI (5 5t B AT P

C. EEMATHEEH, ELHEIAEF TN

D. I8 (% [R5 L SR e E KIS R 3, 2 7 (5 FE KRS JR 36 P 2 P PR S Al

E. AN AT O AT B~ TSR, R n ot KU, i — Pl S e

A. It comprehensively considers both the borrower’s credit risk factors and the transaction loss factors of the
obligation.

B. It essentially rates credit assets based on expected loss.

C. It is mainly used for post-loan management and more reflects post-event evaluation.

D. It usually considers only specific risk factors affecting transaction losses of the obligation, while the
borrower’s credit risk is handled through customer rating.

E. It can be used for both pre-loan approval and post-loan management, and serves as a forward-looking
assessment of obligation risk.

Answer: DE

LLM Results:

chatglm3-6b-chat: BCD  qwen2.5-7b-instruct: CE  baichuan2-7b-chat: AD

hunyuan-7b: ABCD  deepseek-v2-lite-chat: BD  mistral-7b-instruct: C

LLama-7b: ABCE GPT-3.5: D GPT-4o: A

Table 12: Error categories with descriptions and demonstration of error questions.
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Error Category and Description

Examples

Factual Detail Retrieval. Questions
that hinge on recalling exact factual
details, such as numeric thresholds,
legal deadlines, or procedural
intervals, that cannot be inferred
through reasoning or paraphrastic
similarity. These items often occur
sparsely in training data and require
high-fidelity memorization. LLMs
tend to hallucinate contextually
plausible but incorrect answers,
revealing a core weakness in factual
grounding and precise retrieval from
long-tail knowledge.

Question: 5T (HFRZSFIEALZ SRORBE) PUE, NSRRI BOERIRTE RN T A PR

Pk s

range of () meters from each site.

Answer: C
LLM Results:

BETE, B2 ELAE, MAEFLSOmEEAREIE -

According to the Beijing Technical Specification for Safety in Confined Space Operations, emergency rescue
equipment and facilities should be allocated based on the number of confined space operation sites being
carried out simultaneously. If there are multiple operation sites, one set of equipment should be placed within a

A. 100 B. 200 C. 400 D. 500
chatglm3-6b-chat: B qwen2.5-7b-instruct: A baichuan2-7b-chat: D

hunyuan-7b: B deepseek-v2-lite-chat: B mistral-7b-instruct: B
LLama-7b: D GPT-3.5: B GPT-40: B

A. Annually.
Answer: B
LLM Results:
chatglm3-6b-chat: A

B. Semiannually.

Question: VR RO B 7 H N FHEIML S5 TEBIHH K5 L. -

Commercial banks should disclose information related to their wealth management business activities ().
A BFE B EEE C8HA D.EEE
C. Monthly.

D. Quarterly.

qwen2.5-7b-instruct: D baichuan2-7b-chat: C
hunyuan-7b: A deepseek-v2-lite-chat: D mistral-7b-instruct: D

LLama-7b: C  GPT-3.5: D GPT-40: D

Table 12: Error categories with descriptions and demonstration of error questions.

Category

Example 1

Example 2

Production Safety
(Multiple Choices)

Question: T{EVFRIERIEZR, TAFALR, ZOX07 RIS HEE
e

The work permit system requires that, upon completion of the work, on-site
handover and acceptance shall be conducted by both: ()

A fELAFAB. TIEFAIERA C. fFLAS D. BUFEEW]

A. The person in charge of the operation B. The issuer of the work permit C.
The operating personnel D. The competent government department

Answer: AB

Question: }:3}@’1 ﬁ)\ﬂ%ﬁﬁﬁiiiﬁéf#?ﬁﬂﬂﬂﬁm SEFEHUT,
B4R R R VA T AL TR IE RO -

In cases where the principal responsible person fails to perform the legally
mandated duties for work safety management, resulting in an accident,
which of the following statements about the fine imposed by the work safety
supervision and administration department is correct? ()

A BN TR SRR B, NS T
C. RAEFFHIEREHA E—EEWA100%H05
— WA EELL

A. The higher the accident level, the higher the fine amount B. The accident
level has no relation to the fine amount C. A particularly serious accident
will result in a fine equal to 100% of the person’s previous year’s income D.
The fine amount is calculated based on the previous year’s income

Answer: ACD

SRR R AR
D. TiFEERHLL L

Production Safety
(Single Choice)

Question: 47485 B IO T E OH KA L2 [T 2 2R
B, BUSHER B, B -

Personnel engaged in () at a production and business operation unit must
undergo specialized safety operation training in accordance with relevant
national regulations, and obtain the corresponding qualifications before
being permitted to start work.

A ML AB

B. IR AN

C. FFFELLA G

A. Employees

B. Labor dispatch personnel

C. Special operations personnel

Answer: C

Question: (%44 HHEBHFEIRMEITIE) FHLeEE
HIRE, RIEEFEERMER(-

In the Interim Provisions on the Investigation and Management of Potential
Work Safety Accidents, a potential work safety accident refers to the
violation by a production and business operation unit of: ()

A AFERR

B. MIMISERRIRAS - ANBIRZ 247 R B _E AR

C. BRERY

A. Various sources of danger

B. Hazardous physical conditions, unsafe human behaviors, and
management deficiencies

C. Various hazardous substances

Answer: B

Production Safety
(True False)

Question: (Z&474%) Mg, BRTIEZEEANLITA - &1t
BT R 208 2 RO T . (IEBERIR)

According to the Work Safety Law, the designers and design units of safety
facilities for construction projects shall be responsible for the design of the
safety facilities. (True/False)

Answer: 1E# (True)

Question: Z &£+ = H MR, THZFFRE AR R 2%
BiEE, WHREKIR . Za . (ERAER

The 13th Five-Year Plan for Work Safety states that safety education
activities targeting the general public should be widely carried out to
promote safety knowledge and safety. (True/False)

Answer: 1 (True)

Table 13: Examples of multiple-choice, single-choice, and true/false questions in the Production Safety domain.
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Category Example 1 Example 2

Question: SEER bl )% SARMEHIEZMRAAN] - AR I Question: J IR ) =R P ELE() -
SEFELAL O . .
0 The “three rescue” strategies for fire escape include: ()
The safety operation procedures of urban gas enterprises shall specify the A, GEERT RS
following aspects of the workflow of each department and each position: () B ’ E&%ﬁé"j%ﬁ e
A, TIER C. S TR

) B. ffEAHA D. [ashsRHe

Oil and Gas | AT

(Multiple Choices)

C 3
D. Shn

A. Workload

B. Key connection points

C. Safety management points
D. Performance standards

Answer: BC

A. Accompanying each other and mutually “rescuing”
B. Choosing the nearest elevator for self-“rescue”

C. Rope-assisted sliding “rescue”

D. Calling for “rescue” from the outside

Answer: CD

Question: FEO) N AMNEEERSIEETED -

China () individuals engaging in piped gas business operations.

Question: A TEEEH(FALRITEQHT [ FTAEH AR B BRI TR, 2200
HEFT AL -

A gas operator intending to suspend business operations shall report to the

A B
B ;ﬁ@ local gas administration department () in advance, and may only suspend
C ' i operations upon approval.
D. &% A. 60H
N =
Oil and Gas A. Encourages 2 ggé TfEH
(Single Choice) B. Permits AL
C. Prohibits D. 90T.(FH
D. Guides A. 60 calendar days
. B. 60 working days
Answer: C C. 90 calendar days
D. 90 working days
Answer: D
Question: 2 HEIE (027 L P BT ETF 1), AR RBURFR Question: (fEfL22 5 EAMIRIR I B BETIE) AN i
SEFFBIRNE - (EW/EEIR) BRI W B A . (ER/EHR)
0il and Gas If an existing hazardous chemical production facility needs to suspend The Interim Provisions on the Supervision and Administration of Major
(True False) production, the decision and organization for implementation shall be made Hazard Installations of Hazardous Chemicals do not apply to the safety

by the people’s government at the same administrative level. (True/False)

Answer: 1 (True)

supervision and administration of urban gas. (True/False)

Answer: IETfi (True)

Table 14: Examples of multiple-choice, single-choice, and true/false questions in the Oil and Gas domain.

Category Example 1 Example 2
Question:  (VHBTRUERIN RAESINIZRZ £1TE0FM) RRIEOFEEM | Question: 4 TK BRI L EL T B 01 53 [/ 5 0 ARG ERGI % &
Y0, A IRV % 4 TAESEFREIE - TAEE—FEN, ORKICHIRIER G 2 EHERTEA -
The Operational Training Safety Action Manual for Fire and Rescue Teams The principal Party and government leaders at all levels of the fire and
was formulated based on () and other legal norms, in combination with the rescue teams are the primary persons responsible for operational training
actual safety practices of firefighting and rescue operations. safety at their respective levels. () are the direct persons responsible for
A, (e A REFEBDE) safety in firefighting and rescue operational training.
B. (Phishxe) A RBAK
Fire Safety C. (BT IR i FEbRIE) B. ST
(Multiple Choicesy | D- (%) c. WHHITNG
MIHFS3% 510, ZHEH
A. Fire Protection Law of the People’s Republic of China D. IHIRIERCILRALE)
B. Regulations on Duty Combat Operations A. Battalion chief
C. Occupational Health Standards for Firefighters B. Leader in charge
D. The Constitution C. Head of the functional department
Answer: ABC D. On-site commander (training organizer)
Answer: BCD
Question: LI [E K BiPARRD & AR AR (O R EE SFEHH, HER | Question: (BAFIFL) MUE, EREGEEVEHBTIRURIAMLN L™
HRESHERR R - AT AR S, IRATIIZE, 5597 RAFAOUAS RN - 1@
FVERL . 44 S iE — HENE ¥ 4.
Taking as an example a certain type of body (limb) immobilization airbag £E§4;%Eﬁ'hﬁ HEABD IS (E, (RO, TR
equipped by China’s fire rescue teams, which of the following descriptions = °
of its technical performance parameters is incorrect? () According to the Formation Regulations, personnel of the national
A~ PVCHENEIR, BEARSER, ALk, comprehensive fire and rescue teams must strictly implement these
B- Ef'f%ﬁfﬁﬁ‘{f(()()]’]uj: . o - regulations, strengthen formation training, cultivate proper posture, neat
C . ATHAG B AR AT AL - appearance, strong work style, strict discipline, and coordinated actions, in
D~ Xt ‘CT . M]{IT‘%ﬁ?fﬂ?}‘—ﬁ . order to promote the construction of () within the team, and to consolidate
Fire Safety o and enhance combat effectiveness.

(Single Choice)

A. Made of PVC material, surface is not easily damaged, washable.
B. Can maintain its shape for more than 60 hours.

C. Can adapt to various postures of the injured person.

D. Can be penetrated during X-ray, CT, and MRI examinations.

Answer: B

A, EAUL
B. EH{L
C. Huit
D. 5k

A. Regularization
B. Militarization
C. Standardization
D. Orderliness

Answer: A

Fire Safety
(True False)

Question: PFESEEHEJZ B0 B H R TR SEAE R LS50 R - (I
/B 5)

The selection of exemplary grassroots units should be measured by whether
they are able to accomplish major tasks. (True/False)

Answer: §%15% (False)

Question: {ESATEIRRIEEIE RS, G, D= AL B
FfcE, FER G, P28 B1T5h . (EREER)

Operational actions shall be carried out according to the commander’s
instructions, organized in groups, with at least three persons cooperating in
coordination, entering and exiting together, and unauthorized actions are
strictly prohibited. (True/False)

Answer: §513% (False)

Table 15: Examples of multiple-choice, single-choice, and true/false questions in the Fire Safety domain.
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Category

Example 1

Example 2

Civil Engineering
(Multiple Choices)

Question: 2B HEBL AT IR CR AP AN BEJRTT LT ROIA TR AL,
REVEERSBERANA RN AR L ERFF 77 RIEN I ELIEQ

Highway construction must comply with national laws and regulations on
environmental protection and resource conservation. Projects for which
environmental impact assessment and soil and water conservation plan
evaluation must be conducted include: ()

A

— TR

=N

- HRERESRI A IR H

. Expressways

. Class I and IT highways

. Class III highways

. Highway construction projects with special requirements

Answer: ABD

Explanation: TR (B E5 5 H EASE 000 oA A1

5) (JTGB03-2006)551.0.35%HE , AHIEIE H T/ il i & B 1
B R A — A s BRI E AP
A, ARG N B E PN AT S T -

According to Clause 1.0.3 of the Specifications for Environmental Impact
Assessment of Highway Construction Projects (JTGB03-2006), this
specification applies to environmental impact assessments that require the
preparation of full reports for new or expanded/renovated expressways,
Class I highways, and Class IT highway construction projects.
Environmental impact assessments for highway projects of other grades may
be carried out by reference to this standard.

Tnw» Tnw>

@

Question: I {5l FE LIPS BARSSF A2 O

‘Which information service platforms should be provided by communication
facilities? ()

A EE

B. ik

c. Ei

D. #EHIES
A. Voice

B. Data

C. Image

D. Control signals

Answer: ABC

Explanation: 15 (#5532 #2008 T2 ikt

J5) (JTGD80-2006)37.5. 15 HUAE , I S HENI AR T 1 2 44 B i
AR, GI—BORKRE, Gi—dEMER, PRIE DRI S E A B8
(EARGIEBEIE, 85 RGN A A S S IS - Hdi -
B 15 BACE RS B MLF 6 -

According to Clause 7.5.1 of the General Specifications for Highway Traffic
Engineering and Roadside Facilities Design (JTGD80-2006),
communication facilities shall comply with the highway communication
network plan, adopt unified technical standards and network access
requirements, and ensure interconnectivity between existing and
under-construction highway communication systems. The communication
system shall provide a broadband network platform for voice, data, and
image information interaction services to both road users and managers.

Civil Engineering
(Single Choice)

Question: 1R (RIA$)  HTBUFE MrelBUrFE S i 10 & RIS
ST AR B TR -

According to the Civil Code, for contracts subject to government pricing or
government-guided pricing, what is the treatment method for delayed
delivery of the subject matter? ()

AL B LB URMAEHUT; 0 FRERS, BB RT
B. i85 L BKR, MAEIAT: (RS NIRRT

C. LT EBkaE W, S i T
D. Fib s EKel FHE, S T

A. In case of a price increase, the original price applies; in case of a price
decrease, the new price applies

B. In case of a price increase, the new price applies; in case of a price
decrease, the original price applies

C. Regardless of price increase or decrease, the new price applies

D. Regardless of price increase or decrease, the original price applies

Answer: A

Explanation: (Ri£gt) #E, PITBURENEBUTIES 000, £4&
RIZRE 2C 5 SRR N BURF (RS RS, 32 B A AR A - s
SEATPREOPI, MBS LERES, SEEOREIUT; O R, IR
BTREIT - ERECGR Y ECE TR, B EERRT, R
BOTHEIAT, I RIS, SRR AREIAT -

The Civil Code stipulates that for contracts under government pricing or
government-guided pricing, if the government price is adjusted within the
agreed delivery period, the transaction shall be priced at the delivery-time
price. If the delivery of the subject matter is delayed, then in the case of a
price increase, the original price applies; in the case of a price decrease, the
new price applies. If the buyer delays collection of the subject matter or
delays payment, then in the case of a price increase, the new price applies; in
the case of a price decrease, the original price applies.

Question: S TAEFARMEF 30005 7T, I AVREIRE IS
) BIAE, NWEHARRE SRS N80 -

For a certain project with a tender estimated price of 30 million RMB,
according to the Regulations for the Implementation of the Bidding Law, the
maximum amount of the bid security shall not exceed: ()

A. 207770

B. 607570

C. 807570

D. 10075 7C

A. 200,000 RMB
B. 600,000 RMB
C. 800,000 RMB
D. 1,000,000 RMB

Answer: B

Explanation: &137s7: FFREARESHEAG] . IR ALERIR T
%*&ﬁ)\%ﬁé&ﬁﬁ%ﬁ%, BAMRIES NS FR0 B AR A
"12% -

Knowledge point: Regulations for the Implementation of the Bidding Law.
If the tendering party requires the bidders to submit a bid security in the
tender documents, the bid security must not exceed 2% of the estimated
price of the bidding project.

Civil Engineering
(True False)

Question: (EEFE T FEMRTA - WHATAFIERIRAL &4
BN ZEEFEENE) (P NRSEFE GRS EEin <
F175) FH-EEME, WE ST AI H %44 7 E A i
B, NMEVINE LT EEER, W EEE AR TR,
VSRR E TR, BRI E 22 A AU - (ERVEE

%)

According to Article 17 of the Regulations on the Safety Production
Management of Principals, Project Managers, and Full-time Safety
Managers of Construction Enterprises (Order No. 17 of the Ministry of
Housing and Urban-Rural Development of the People’s Republic of China),
the project manager shall be fully responsible for the safety production
management of the project, and shall establish a safety production
management system for the project, clarify the safety responsibilities of
project management personnel, implement the safety production
management system, and ensure the effective use of safety production
expenses for the project. (True/False)

Answer: 1 (True)

Question:  (EFEIEBCRHI ARSI AR 2 EEME) 5+ %M

FE: SATHE L RVR AR, R0 7 SRR i LR L S A
il o (IEBI/EEIR)

According to Article 10 of the Regulations on Safety Management of
Sub-projects with High Risk, in the case of general contracting for
construction, the special construction plan shall be organized and prepared
by the general contractor. (True/False)

Answer: 1EHf (True)

Table 16: Examples of multiple-choice, single-choice, and true/false questions in the Civil Engineering domain.
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Category

Example 1

Example 2

Economics and Finance
(Multiple Choices)

Question: 4 FEAERER AR 51 LY, HMTEEIRATZQ -

‘When a company decides to lay off some employees, which of the following

practices is incorrect? ()

A BRNECRIBEHA TS AK10%, A BB SCHiH 5

B. FYSAGAFE20 N LA E A, R i 2355 AT BOAR T TR S FR B

TigE, ks A

c.ﬁmAﬁ%ﬁﬂmA%,Kﬁ@%%ﬁﬂ%ﬂﬁ%ﬁﬁkﬁﬁ%
IVE] f%&'ﬁ}\ﬁﬁﬁls i T A IR T, I 2 e

T 0y

E. ﬁﬂkmﬁ?ﬁf%f@ﬁuf‘ﬁﬂjﬁﬁﬁ’ﬁﬁ%)\

A. If the number of layoffs does not reach 10% of the total number of

employees, the company may implement the layoffs at any time

B. If 20 or more employees are to be laid off, the layoff plan must be

reported to the local labor administration department and may only be

implemented after approval

C. If fewer than 20 employees are to be laid off, there is no need to report

the layoff plan to the labor administration department

D. The company shall explain the situation to the trade union and all

employees 15 days prior to the layoff and solicit their opinions

E. When laying off employees, the company shall consider retaining

employees with priority qualifications

Answer: ABCD

Explanation: (F7Eh&F%) B+ —FHRME, FARME LG

fEpRG B R - T FAMEEZ —, BBA 20 ALl ESEBRA

JE20NME VR TEH010% A B, FIABAIRET30H 7 Temis

FATUMEDL, IR LB R TG, BT RE R 55 E)

TTHCERITRE, AT LA BY « O D177 58 R B4R & 57 8 T BUED
[IBIRT, N B S ATIECRR T R R

According to Article 41 of the Labor Contract Law, if an employer
terminates labor contracts due to staff reductions, and one of the following
conditions is met - laying off 20 or more employees, or laying off fewer than
20 employees but amounting to more than 10% of the company’s total
workforce - the employer must explain the situation to the trade union or all
employees 30 days in advance, solicit opinions, and report the layoff plan to
the labor administration department. The layoff plan only needs to be
reported to the labor authority; approval is not required.

%uestion: MY (2 REE) ME, RIS R AT LIRS AR AR
0

According to the Social Insurance Law, which of the following types of
insurance relationships can be transferred along with the individual? ()

A BERIFELREG
B. EARETTIRG

C. LyitREs

D. EHRE

E. g

A. Basic pension insurance

B. Basic medical insurance

C. Work-related injury insurance
Maternity insurance
Enterprise annuity

Answer: AB

Explanation: i (-2 RIGH) Mg, FREGE AT LIBEAAFER
HEARFFERE  EAETRE . KRS . S FEEH AR R
RATLUER, HENBTH 2RI -

According to the Social Insurance Law, the insurance relationships that can
be transferred along with the individual include basic pension insurance,
basic medical insurance, and unemployment insurance. Although personal
contributions to enterprise annuities can be transferred, enterprise annuities
do not fall within the scope of social insurance.

m o

Economics and Finance
(Single Choice)

Question: RIGATIH, EEMEHMB AT G 08 BEL K

O -

According to the Company Law, the merger, division, or dissolution of an
important wholly state-owned enterprise shall be approved by: ()

A, ERAREBURF
B. A% E BT IS EHIAG

C. AR KB
D YR E BN

A. The higher-level people’s government

B. The state-owned assets supervision and administration authority at the
same level

C. The people’s government at the same level

D. The higher-level state-owned assets supervision and administration
authority

Answer: C
Explanation: 7<% & [# 6 Bt A B FOAUIHLK - SR A EE BT A
AIEH - S RREL FOBEEU, R i EE B R

g, RAGNRBURF I -

This question examines the authority over wholly state-owned enterprises.
The merger, division, dissolution, or bankruptcy filing of an important
wholly state-owned enterprise shall be reviewed by the state-owned assets
supervision and administration authority, and submitted to the people’s
government at the same level for approval.

Question: 77517 AT LARERT 577 THIRER DT 5 & [F O T2

In which of the following situations may an employee unilaterally terminate
the labor contract at any time? ()

A FHEEEXHENE

B. ZEhE LI - BREm FREERAZSE,
KRB WIEI RIS A R

C. FANBGLRGTTEE WA S RIS
D. FEhELTZ - P s LI

A. The employee is within the probation period

B. The employer concluded the labor contract by means of fraud, coercion,
or taking advantage of the employee’s difficulties, thereby violating the
employee’s true intention

C. The employer fails to pay social insurance premiums for the employee
D. The employee is in the pregnancy, maternity, or breastfeeding period

[E PN s s

Answer: C

Explanation: 4 (FEh&RE) HB=1/\FME, FHABMFETR
GBS —, FEhE A LITCAUEA A AL, BT RERRTT B A
[, ETCHE -

According to Article 38 of the Labor Contract Law, if the employer commits

any of the following acts, the employee may unilaterally terminate the labor
contract without notifying the employer. Option C meets this condition.

Economics and Finance
(True False)

Question: £17 AR« HEARMMEZ (FRARLFMEFEA
RAFTIE) BT HRRATHIEEIRS - (ERFAER)

Issuing the renminbi and managing its circulation” is a statutory
responsibility assigned to the central bank by the Law of the People’s
Republic of China on the People’s Bank of China. (True/False)

Answer: 1E7 (True)

Question: RN ik N RAATHIR BT HUEIRE, HEHE R
TESERPEL, A RERITHRZE T50-20077 TCHITT L 2 - (IETV/ES )

If a financial institution, in order to evade the anti-counterfeit currency
enforcement inspection by the People’s Bank of China, destroys relevant
evidentiary materials, the People’s Bank of China shall impose a fine
ranging from 500,000 to 2,000,000 RMB. (True/False)

Answer: §515% (False)

Table 17: Examples of multiple-choice, single-choice, and true/false questions in the Economics and Finance

domain.
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Category

Example 1

Example 2

Banking and Insurance
(Multiple Choices)

Question: H i, FE A JRITHIBIHETEL B HECKE TR -
At present, the innovative monetary policy tools of China’s central bank
include: ()

A SEIFEEE S TR

B. W& (& 61 ]

C. b Paf P A

D. I 5 (5]

E. AR 5T 3K

A. Short-term Liquidity Adjustment Tool

B. Standing Lending Facility

C. Temporary Liquidity Facility

D. Medium-term Lending Facility

E. Pledged Supplementary Lending

Answer: ABCDE

Explanation: fi#5 R R AT (CECEI AT 2%, FEHRBITORLT

ZMFABCE TR, GFEWARSMERT TR (SLO) - InFhiahtt
{fA] (TLE) « H&METHEF (SLE) « FEAGTEFR (MLE) - i

FAFEEER (PSL) |, FHLUEER RS A HKF -

With the continuous improvement of interest rate liberalization reform, the
central bank of China has introduced various innovative policy tools,
including the Short-term Liquidity Adjustment Tool (SLO), Temporary
Liquidity Facility (TLF), Standing Lending Facility (SLF), Medium-term
Lending Facility (MLF), and Pledged Supplementary Lending (PSL), in
order to manage medium- and short-term interest rates.

Question: 2013%E1 A 16 H LK, HEZEREENTHEIEQ-
Since January 16, 2013, China’s multi-tier stock market includes: ()
A ERT

B. &EF /MR RGE

C. 5t

D. /LR T

E. gl

A. Main Board Market

B. National Equities Exchange and Quotations
C. Futures Market

D. Small and Medium Enterprise Board Market
E. Growth Enterprise Market

Answer: ABDE

Explanation: £ X R RBEEN 0 ZATHMZI 05, HNH
BEBERIRPRER T - BRSBTS, 550135
AU E N FAE RS KR 5 T LU Bl A 127
HHEAERZ ST -

China’s multi-tier stock market is divided into on-exchange and
off-exchange markets. The on-exchange market mainly includes the
Shanghai and Shenzhen Main Board Markets, the Small and Medium
Enterprise Board Market, and the Growth Enterprise Market. The
off-exchange market includes the National Equities Exchange and
Quotations, regional equity trading markets, and pilot broker
over-the-counter trading platforms.

Banking and Insurance
(Single Choice)

Question: N E B (i A FAEQ L AR .
N-shares refer to the stocks of Chinese joint-stock companies listed on ().

A BTN

B. 414

C. &

D. {23

A. Singapore
B. New York
C. Hong Kong
D. London

Answer: B

Explanation: N/&&$i& i i EBE A EEM A R & AT - BREEEEMNL
EHIRE .

N-shares refer to stocks issued by companies registered in mainland China
that are directly listed on the New York Stock Exchange in the United States.

FETAT LR RN IR - 250
At present, China implements an exchange rate regime based on market
ﬁupply and demand, with reference to ()

Question: H i,

A. BIC A A5
B. L
[¢ 15

. Ex
D. 4“1‘%55&?’7%% . ﬁ%"iﬂi LRI
A. U.S. dollar and Euro for adjustment, a freely floating exchange rate
regime
B. U.S. dollar for adjustment, an adjustable pegged exchange rate regime
C. Euro for adjustment, an adjustable pegged exchange rate regime
D. A basket of currencies for adjustment, a managed floating exchange rate
regime
Answer: D

Explanation: 12 XL R %4, Efg—E T éﬁﬁﬁ fR il
REGBENFTER— R i’JirﬂF'EJZ%MEﬂ‘J?}MT Hi, %
KOEA - 2% —ET T TRT . REEEICE

The exchange rate regime, also known as exchange rate arrangement, refers
to a set of arrangements or regulations made by a country’s monetary
authority regarding changes in its currency’s exchange rate. Currently, China
adopts a managed floating exchange rate regime based on market supply and
demand, with reference to a basket of currencies for adjustment.

Banking and Insurance
(True False)

Question: 7EF[E, BUFCEIER HR 15 LRI FaR BT P 5T
FIBTRCRIZ, JLfth BHEON SR AT LA s AR B . (LER/ER)

In China, the benchmark lending rate refers to the loan interest rate applied
by commercial banks to their best-quality clients, and other lending rates can
be generated by adding or subtracting basis points from this rate.
(True/False)

Answer: 5% (False)

Explanation: 77[E A FERATHT BV ERAT A F BT 3CR)%, AT LIFRAg A
= H i R 2 o G CERRA 2R TR R L SR AT 0 H S B P AT
HOBERORI 2, A BE R 2 AT FE LR L0y R AR A

The re-lending rate set by the People’s Bank of China for commercial banks
can be considered as the current benchmark interest rate in China. The loan
prime rate refers to the lending rate that commercial banks apply to their
best-quality clients, and other loan interest rates can be formed by adding or
subtracting basis points based on this rate.

Question: T [E 157 HBUE T HEZ 5 WA R i 5E R 54 20

%)

o (IEH/sS

China’s monetary policy instruments are gradually shifting from price-based
to quantity-based. (True/False)

Answer: £51% (False)

Explanation: T4, K& ZMEFTHIA, FEM G HEGE TEZ
B BT 7 (AR TR AR

In recent years, with changes in the macroeconomic environment, China’s
monetary policy instruments have gradually shifted from quantity-based to
price-based.

Table 18: Examples of multiple-choice, single-choice, and true/false questions in the Banking and Insurance domain.
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