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Abstract

The reward model (RM) plays a crucial role
in aligning Large Language Models (LLMs)
with human preferences through Reinforce-
ment Learning, where the Bradley-Terry (BT)
objective has been recognized as simple yet
powerful, specifically for pairwise preference
learning. However, BT-based RMs often strug-
gle to effectively distinguish between similar
preference responses, leading to insufficient
separation between preferred and non-preferred
outputs. Consequently, they may easily over-
fit easy samples and cannot generalize well
to Out-Of-Distribution (OOD) samples, result-
ing in suboptimal performance. To address
these challenges, this paper introduces an ef-
fective enhancement to BT-based RMs through
an adaptive margin mechanism. Specifically,
we design to dynamically adjust the RM fo-
cus on more challenging samples through mar-
gins, based on both semantic similarity and
model-predicted reward differences, which is
approached from a distributional perspective
solvable with Optimal Transport (OT). By in-
corporating these factors into a principled OT
cost matrix design, our adaptive margin enables
the RM to better capture distributional differ-
ences between chosen and rejected responses,
yielding significant improvements in perfor-
mance, convergence speed, and generalization
capabilities. Experimental results across mul-
tiple benchmarks demonstrate that our method
outperforms several existing RM techniques,
showcasing enhanced performance in both In-
Distribution (ID) and OOD settings. More-
over, RLHF experiments support our practi-
cal effectiveness in better aligning LLMs with
human preferences. Our code is available at
https://github.com/BIR1z/APLOT.

1 Introduction

Reinforcement Learning from Human Feedback
(RLHF) (Ouyang et al., 2022; Rafailov et al., 2024;
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DeepSeek-Al et al., 2025) has emerged as a particu-
larly effective approach in improving the effective-
ness and helpfulness of Large Language Models
(LLMs) (OpenAl, 2024; Touvron et al., 2023; Yang
et al., 2024a), and achieving better alignment with
human preferences in various fields of artificial in-
telligence (Al) (OpenAl, 2023; Cobbe et al., 2021b;
Shao et al., 2024; Suzgun et al., 2022a; Hu et al.,
2025b,a; Dai et al., 2025; Hu et al., 2023, 2022; Li
et al., 2025b; Hu et al., 2024). RLHF begins with
optimizing a reward model (RM), which produces
feedback that quantifies the quality and correctness
of users’ preferences of the provided responses, and
thus maximizing reward will direct the LLMs to
model effectively satisfy human queries (Ouyang
et al., 2022).

Current RM methods can be broadly catego-
rized into discriminative (Ouyang et al., 2022)
and generative approaches (Zheng et al., 2023).
Among discriminative methods, a prevalent strat-
egy involves pairwise comparison-based learning,
which aims to rank preferred and non-preferred re-
sponses based on human annotation by leveraging
implicit objectives, such as the Bradley-Terry (BT)
model (Bradley and Terry, 1952). While BT model
has achieved certain successes, it still faces several
limitations, including “over-optimization” (Gao
et al., 2023b; Coste et al., 2023) that describes a
phenomenon where the policy optimization strat-
egy seemingly enhances the proxy reward model
but actually leads to the degeneration of the true
reward function.

To address this, several studies have focused
on enhancing the reward model with constrained
proxy optimization (Dubois et al., 2023; Yang et al.,
2024b; Chan et al., 2024; Touvron et al., 2023) or
ensemble techniques (Yang et al., 2024c; Wang
et al., 2024b; Coste et al., 2023; Eisenstein et al.,
2023). Howeyver, these resulting reward models still
struggle to distinguish between similar responses,
especially when the reward differences are subtle,
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Effect of Separation on Reward Model Distribution

--- Rejected (BT)
--- Chosen (BT)
—— Rejected (Ours)
—— Chosen (Ours)
Hard Samples

Probability Density

S

Reward Score

Figure 1: Illustration of the limitation of the traditional
BT-based reward model, which only enforces higher
scores for chosen samples over rejected ones, neglect-
ing the magnitude of the score difference and resulting
in low separation between reward distributions, partic-
ularly for hard samples. Our method achieves signif-
icantly improved separation, leading to better reward
modeling.

leading to insufficient separation between preferred
and non-preferred responses, resulting in subopti-
mal model performance and over-fitting to easy
samples (Yang et al., 2024b; Wang et al., 2024a).
As shown in Figure 1, BT-based preference learn-
ing methods stem from the idea of ranking and only
require that chosen samples receive higher scores
than rejected samples. This approach neglects the
relative magnitude of the score difference, lead-
ing to the observed low separation between reward
distributions, especially for hard samples.

In this paper, we introduce an adaptive margin
to enhance the pairwise BT reward model that is
formulated from a distribution-aware perspective
using Optimal Transport (OT) (Cuturi, 2013), en-
abling improved differentiation between preference
responses. Our core idea is to dynamically adjust
the learning difficult of each training triplet through
adaptive margin based on its semantic similarity
and model-predicted reward difference. As a result,
our proposed method yields a significantly higher
separation, as shown in Figure 1, and enables more
effective discrimination between positive and nega-
tive examples for improved reward modeling, en-
suring that the RM focuses more on challenging
samples while avoiding overfitting on easier ones.

Specifically, we model the margin between the
distribution of chosen responses and that of re-
jected responses as an OT distance, which naturally
captures the distributional differences between the
two response types. By incorporating both seman-
tic similarity and reward differences into the cost
matrix design, OT provides a principled way to

estimate desired margins in an adaptive way. Fi-
nally, we can incorporate margins into preference
learning objective to optimize an improved RM
with better performance and robustness in both In-
Distribution (ID) and Out-Of-Distribution (OOD)
settings. Additional, our approach outperforms sev-
eral popular RMs across multiple benchmarks, val-
idating its effectiveness and practical utility. More-
over, we observe that our method helps with faster
convergence speed without significant additional
training consumption. We summarize our contribu-
tions as follows:

1. We propose a novel adaptive margin mechanism
to improve pairwise reward models, formulated
from a distribution-aware perspective using OT.

2. Our approach enhances the reward model’s abil-
ity to better distinguish between similar prefer-
ence responses by adaptively focusing on chal-
lenging samples, by considering both semantic
similarity and predicted reward difference.

3. Experiments show that our method achieves sig-
nificant improved performance and robustness
in both ID and OOD settings on multiple bench-
marks, along with faster convergence speed, val-
idating its effectiveness and practical utility.

2 Related Work

Reward modeling is a critical component in prefer-
ence learning and RLHF, broadly categorized into
discriminative and generative approaches. For the
former, classical methods can be traced back to
the Bradley-Terry model (Bradley and Terry, 1952)
and Plackett-Luce model (Plackett, 1975; Luce,
1959), which optimize an implicit reward function
(e.g., a classifier) by learning to imitate human
preferences in a pairwise or listwise ranking loss,
respectively. Recent studies are more centralized
around designing advanced reward models by in-
troducing multi-objective reward functions (Yang
et al., 2024¢; Wang et al., 2024b), increasing the
quality and quantity of training samples (Dubois
et al., 2023), regularizing hidden states (Yang et al.,
2024b), learning dense rewards (Chan et al., 2024),
and causal learning (Liu et al., 2024b). In addition,
several popular preference datasets are proposed
to help train a robust reward model, such as the
Unified-Feedback (UF) Preference dataset' and the

1https://huggingface.co/datasets/llm—blender/
Unified-Feedback
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Skywork Preference dataset-80K (SP) (Liu et al.,
2024a).

Generative reward modeling is an alternative to
classifier-based discriminative reward models by
directly employing an LLM to generate a judg-
ment between responses. Generative models excel
in providing nuanced, interpretable assessments,
capturing subtle differences in language use, and
offering deeper insights into the decision-making
process (Liu et al., 2024a). In addition, some
works have emerged to fine-tune models specifi-
cally for the task of rating or choosing responses
from LLMs (Wang et al., 2024c) and others use
the policy LM itself as a generative reward model
via prompting it to behave as a judge, in order to
achieve better performance of generative reward
models (Wang et al., 2024d). Our work is more in
line with the discriminative approach.

Adaptive Margin Estimation has been ex-
plored in various machine learning domains. In
metric learning, adaptive margins are used to en-
force varying separation distances between classes
based on their intrinsic similarity (Sohn, 2016; Wu
et al., 2017). For instance, Sohn (2016) proposed a
dynamic margin for triplet loss, where the margin is
adjusted based on the difficulty of the triplet. Simi-
larly, in contrastive learning, adaptive margins have
been used to improve the discriminative power of
learned representations (Khosla et al., 2020). In the
context of preference learning, adaptive margins
have been less explored but hold significant po-
tential. Touvron et al. (2023) introduces a margin-
based regularization term in vanilla BT training
objective to help differentiate preferred and non-
preferred responses. However, this approach relies
on fixed or heuristic margin assignments by re-
quiring additional human annotations, which intro-
duces more consumption and may not fully capture
the nuanced differences between responses.

3 Background

Reinforcement Learning from Human Feed-
back (RLHF) serves as a pivotal method for align-
ing LLMs with human preferences, particularly
in terms of their helpfulness and harmlessness
(Ouyang et al., 2022). RLHF begins with learn-
ing a latent reward model r(x,y) that can im-
plicitly capture human preferences for pairwise
comparisons, which are often nuanced or subjec-
tive to be explicitly defined (Ouyang et al., 2022).
Specifically, given a collection of human prefer-

ence data D, = {(z,y", y')}, where x is a user
input prompt, y*, 3" are the preferred (chosen) and
non-preferred (rejected) responses, a reward model
is usually optimized by minimizing a ranking loss
following the Bradley-Terry (Bradley and Terry,
1952) objective:

~E(n e y)m, | 080 (r(@,y") = (@, y))]

ey
where o(-) is the Sigmoid function. Intuitively,
equation 1 induces r(x,y) to assign a higher re-
ward score to the preferred pairs (x, y*) than the
rejected response (x, y') with respect to an input
x. Therefore, the optimized reward model serves
as a proxy for human preferences, enabling the
subsequent RL fine-tuning phase. While effec-
tive, the vanilla equation 1 objective also suffers
from the lack of sufficient distinction between sim-
ilar responses (Wang et al., 2024a; Touvron et al.,
2023), especially when faced with ambiguous train-
ing samples. With a learned RM r(x,y), RLHF
optimizes the target LLM policy 7y (y|x) for each
input = by maximizing Ep.p y~r, (yla)[7 (T, Y) —
KL(7g(y|x)||mef(y|x))]. To solve the RLHF
objective, Proximal Policy Optimization (PPO)
(Schulman et al., 2017) and Group Reward Proxy
Optimization (GRPO) (Shao et al., 2024) have been
recognized as the mainstream optimization algo-
rithms (Rafailov et al., 2024). Recently, several
simplified alignment methods have been proposed
to avoid the significant generation cost required
by online RLHF methods, such as Rafailov et al.
(2024); Du et al. (2025). Beyond aligning with hu-
man preferences, the paradigm of RLHF has also
successfully expanded into other NLP tasks, such
as prompt refinement (Li et al., 2025a) and LLM
safety detection (Du et al., 2024).

Optimal Transport (OT) is a popular mea-
surement for comparing distributions (Peyré et al.,
2019), which has been successfully applied on var-
ious machine learning tasks (Li et al., 2025¢c; Guo
et al., 2022; Gao et al., 2023a). We mainly con-
sider the discrete form in this manuscript. Given
two sets of points, their discrete distributions can
be formulated as P = Zﬁ;l Updy, and @ =
Z%zl Um0y, » Where ¢ is the Dirac function, and
u and v are probability distributions summing to
1. The OT distance between P and () can be mea-
sured as:

N M
i T: C)= Tnanma 2
2o T O =22 @
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where C € RZ§™ is the cost matrix (e.g., cosine
distance) whose each element denotes the distance
between x,, and ¥,,, and the transport probability

matrix T € R satisfies:

N M
H(P, Q) = {T| ZTnm = Um, Z Tom = un}
n=1 m=1

3)
As directly optimizing equation 2 can be computa-
tionally expensive, an entropic constraint H(T) =
— an Tom In T, is often introduced for faster
optimization (Cuturi, 2013).

4 Method

This section presents our adaptive margin estima-
tion method for robust reward modeling, formu-
lated from a distribution-aware perspective that can
be solved by Optimal Transport. Our core idea is
to dynamically adjust the margin for each training
triplet based on their inherent semantic similarity
and model-predicted reward difference, ensuring
that the model focuses more on difficult samples
while avoiding over-fitting on easy ones.

Motivation. Intuitively, a reasonable margin y;
should reflect the difficulty of distinguishing be-
tween a preferred y;” and non-preferred response
yi for an input prompt x;. Specifically, the margin
w; should be larger for samples with high seman-
tic similarity but low reward difference, indicating
that the model finds it challenging to differentiate
between them. Conversely, it should be smaller
for samples with high reward differences, where
the model already demonstrates a clear preference,
thereby reducing over-fitting.

Reward Margin Formulation. Given a set of
preference triplets {(z;, y, y¢)} Y, for arbitrary
two pairs of preference (x;, y;") and (x;, yév), we
define the corresponding predicted reward differ-
ence as Afy; = r(x;,y’) — r(:l:j,yé»), and the
semantic similarity between (x;, y;") and (;, yé)
as S;; = S ((acz, y¥), (acj,yé)) where S(-,-)isa
measure of semantic similarity for the input (e.g.,
cosine similarity). To estimate the adaptive mar-
gins p for these (preferred, non-preferred) pairs,
we first build two discrete probability distributions
P and @ as follows:

ARy} ARy}
P = Z N(s(a:i,y;r”)a Q= Z N(S(m]-,y;)a “)
i=1 =1

where NV indicates the number of training triples.

Therefore, we can define the margins by OT dis-
tance:

OT(P,Q) =

min

TE(P,Q) <T¢ C> - BH(T)v (5)

where [ is a hyper-parameter for the en-
tropy constraint H(T) and the C;; measures
the distance between (x;,y;") and (x;, yé)
The transport plan T satisfies II(P,Q) =
{T e RN L Ty =Ny, YL Ty = N,-}
This formulation allows us to capture the dis-
tributional differences between preferred and
non-preferred responses in a principled manner.
Cost Matrix Design. Cost matrix acts as a de-
terminant in the optimization of the transport plan
between P and (). Although it is possible to use
point-wise distances like cosine metric, these only
focus on semantic similarity and ignore the reward
differences, leading to suboptimal margin estima-
tion. Recall our motivation that the margin should
reflect both the semantic similarity and the model’s
predicted reward differences to capture the true
difficulty of distinguishing between preferred and
non-preferred responses. Therefore, we design the
cost matrix C to incorporate both semantic similar-

ity S ((a:z, ), (x, yé)) and reward differences
Afi=r(xi,y) —r(z;,y) by:
Cj= 25 + (-7 -(0-0Af)
N——
Reward Differences
(0)

where 7y is a balance hyper-parameter and o is Sig-
moid function. We use cosine similarity for S(-, -).
Clearly, larger semantic similarity leads to a sig-
nificant increase in cost, while larger reward dif-
ferences only bring a slight improvement, align-
ing with our motivation. As a result, this formula-
tion adaptively captures the learning differences be-
tween preferred and non-preferred responses. For
semantic measurement, we extract the last hidden
state of the last non-pad token in each input pair.

Distributional Adaptive Margin Estimation
and Training Loss. Using this carefully designed
cost matrix C, we can compute the optimal trans-
port plan T* by equation 5. As a result, the adap-
tive margin p; for the i-th triplet is then derived
from the T* and C, which we name “APLOT”’:

Semantic Similarity

N
pi=> T} Cij. (7
=1

This formulation ensures that the margin for each
triplet is influenced by its pairwise relationships
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Algorithm 1: Reward Modeling with Adaptive Margin Estimation in Mini-Batch.

Input :Preference Dataset D, = {(x;, y;’, yf)}fvzl, hyper-parameters ~.

Output : Trained reward model r
Initialize a reward model r with parameters 6;
while not converged do

N UM R W N =

Sample a mini-batch of triplets { (:, ¥, y.)}21 ~ Dp;

Compute predicted reward differences A fi; = r(x:, yi”) — (x5, y");

Calculate semantic similarities S;; = S ((zi, y}"), (z;,y})) using cosine similarity;
Construct cost matrix C by Ci; = v - Si; + (1 — ) - (1 — o(Afi5));

Build P and Q by P = Zi\]:l %5(%@;") ,Q = Z;V:1 %5(%@;‘);

8 Solve the OT problem to obtain the optimal transport plan T* by T* = arg min (T, C) — 0.1 x H(T);

TET(P,Q)
9 Estimate adaptive margins j; = Zle T;; - Cy; for each triplet in the mini-batch;
10 Compute the adjusted Ranking Loss £ using the estimated adaptive margins:
L=—537 logo (r(mi,yi) — r(xi, yl) — )
1 Update the reward model parameters 6 using gradient descent with the computed loss £;

12 end

with other triplets, as captured by the transport
plan. Triplets that are more challenging to dis-
tinguish will receive larger margins, while easier
triplets will receive smaller margins. Finally, we
can incorporate our adaptive margin to BT ranking
loss equation 1 to optimize a robust reward model
by minimizing the following objective:

—E(z g y)~D, {log o(r(z,y*)—r(z,y) —u)} ~

®)
In addition, we introduce a simpler baseline of our
method by estimating the margin p; in a point-to-
point way, which we name “PointMargin”:

N
j=1

The main difference between APLOT (equation 7)
and PointMargin (equation 9) lies in the approach
to aggregating cost information contained in the
matrix C, where PointMargin computes the mar-
gin as a simple summation of costs, providing a
straightforward but local, point-to-point baseline
with less training consumption. APLOT, in con-
trast, takes a more sophisticated distributional ap-
proach, leveraging the optimal transport plan T to
derive a margin that is a weighted sum of costs,
thereby reflecting a globally optimal matching pro-
cess across the distributions of preferred and dis-
preferred responses with additional computation.
Why Margin can help RM better differenti-
ate the responses? The introduction of a margin
enhances the RM’s ability to differentiate between
preferred and dispreferred responses given an input
x. Minimizing equation 8 encourages the score dif-
ference = r(x, y") —r(x, y') to exceed p, thereby

enforcing a more pronounced separation between
preferred and dispreferred responses. When s < p,
the model receives stronger gradient signals (e.g.,
gradient magnitude 1 — (s — p) > 0.5), guiding it
to focus on harder samples with small but positive
margins. A larger margin p naturally correlates
with higher difficulty, prompting the RM to con-
centrate on finer-grained distinctions and improve
learning where it matters most. Our method further
benefits from adaptively estimating p, allowing the
learning objective to dynamically adjust based on
the difficulty of sample pairs. More gradient analy-
sis is provided in Appendix A.

In summary, by formulating the adaptive mar-
gin estimation as an Optimal Transport problem,
we gain a principled way to incorporate both se-
mantic similarity and predicted reward differences
into the margin. This distribution-aware method
adjusts p; based on the specific characteristics of
each triplet, providing a robust defense against
over-fitting while directing the model’s attention
towards the most challenging cases. This approach
ultimately improves the model’s performance in re-
ward modeling tasks by ensuring consistent and
robust reward assignments. We summarize the
training algorithm in Alg. 1.

S Experiment

5.1 Setup

Datasets. By following Yang et al. (2024b), we
leverage the Unified-Feedback (UF) preference
dataset? to demonstrate the effectiveness of our

2https://huggingface.co/datasets/llm—blender/
Unified-Feedback
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Table 1: Results on ID and OOD evaluation with 40K training data from Unified Feedback based on gemma-2b-it. The best
performance in each task is bold. Baseline results are cited from Yang et al. (2024b). We set HardMargin as 1.0.

Method Unified HHH MT RewardBench

Feedback Alignment Bench ‘ Avg. Chat Chat-Hard Safety Reasoning

BT - Vanilla 68.8 70.3 69.1 64.5 958 37.3 59.9 64.8

BT - HardMargin 69.6 69.8 71.0 66.1 972 37.5 56.8 72.7

BT - LabelSmooth 68.5 68.8 71.9 61.1 91.6 39.0 53.8 60.2

BT - Ensemble 69.9 72.2 71.1 652  96.1 38.2 58.8 67.6

GRM + DPO 70.2 71.6 71.3 70.8  97.8 42.1 77.9 65.2

GRM + DPO-NoRef 71.4 76.6 72.1 66.6 925 39.9 72.5 61.4

GRM + SFT 71.5 78.7 73.0 | 66.8 94.1 41.9 69.5 61.5

APLOT (OURS) ‘ 73.84 81.25 75.23 | 7410 97.21 42.54 80.81 72.17

method when compared with vanilla BT train-
ing objective. For a comprehensive evaluation
of the reward model’s performance, we consider
both in-distribution (ID) and out-of-distribution
(OOD). Specifically, not only are models evalu-
ated on the standard 1K UF eval set (ID), but we
also compare the performance of different RM
methods on three popular OOD datasets: HHH-
Alignment (Coste et al., 2023), MT-Bench Hu-
man Judgments (Zheng et al., 2023), Reward-
Bench (Lambert et al.) and RM-Bench (Liu et al.,
2024c). The HHH-Alignment dataset mainly eval-
uates a language model from the perspectives of
helpfulness, honesty, and harmlessness. MT-Bench
contains 3.3K expert-level pairwise human pref-
erences for model responses generated by 6 mod-
els in response to MT-bench questions. Besides,
RewardBench is a popular benchmark designed
to comprehensively evaluate the capabilities and
safety of reward models. On the other hand, we
also adopt the Skywork Reward Preference (SP)
dataset (Liu et al., 2024a) for reward model training
when compared with several SOTA RM methods.

Base Models and Training Details. For base
models, we adopt gemma-2b-it (Team et al., 2024)
and Llama-3.1-8B-Instruct (Dubey et al., 2024).
Training details can be found in Appendix B.

Baselines. We evaluate the performance of our
method with several baselines, including (1)
Vanilla BT reward model; (2) BT-Variants, includ-
ing BT w/ margin, label smooth, PosReg and en-
semble (Touvron et al., 2023; Wang et al., 2024a);
(4) GRM (Yang et al., 2024b) that designs to reg-
ularize the hidden states by incorporating a DPO
loss (Rafailov et al., 2024) and its variants.

Influence of y on Reward Model Performance

—e— Unified Feedback
HHH Alignment

—+— MT Bench

—— Average

eagiR ==

M

00 01 02 03 04 05 06 07 08 09 10
y (Weight)

~ ~ ®
o [ o

Accuracy (%)

~
N

Figure 2: Influence of the weight v on our reward
model’s performance across different tasks, which bal-
ances the semantic consistency and reward difference.

5.2 Results and Analysis

Performance on ID and OOD settings compared
with baselines. By following Yang et al. (2024b),
we first randomly sample 40K samples from the UF
dataset for RM training with the help of LoRA (Hu
et al., 2021). As shown in Table 1, our method
consistently outperforms all baseline methods on
both ID and OOD evaluation tasks. Specifically,
our method achieves the highest scores of 73.84 on
Unified Feedback, 81.25 on HHH Alignment, and
75.23 on MT Bench, indicating that our method sig-
nificantly improves the model’s ability to general-
ize to both ID and OOD reward evaluation datasets.
The strong performance on OOD tasks, in partic-
ular, demonstrates the robustness of our approach
in handling unseen scenarios. Compared to the
baseline methods, our approach shows a clear ad-
vantage, especially in scenarios where the model
needs to differentiate between similar responses
with subtle reward differences.

Influence Analysis of 7. The hyperparameter
balances the importance of semantic similarity and
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Table 2: Performance comparison of different reward models on RewardBench. The best performance in each task is in bold

and we cite results from Liu et al. (2024a).

Type ‘ Method Avg. Chat Chat-Hard Safety Reasoning

0 SFR-LLaMa-3.1-70B-Judge-I 92.7 96.9 84.8 91.6 97.6
% | Gemini-1.5 86.8 94.1 77.0 85.8 90.2
% GPT-40 86.7 96.1 76.1 88.1 86.6
O SFR-nemo-12B-Judge-r 90.3 972 82.2 86.5 95.1

Nemotron-340B-Reward 922 958 87.1 92.2 93.6
° ArmoRM-Llama3-8B-v0.1 90.8 969 76.8 92.2 97.3
é InternLM-20B-Reward 90.2 98.9 76.5 89.9 95.8
£ Llama-3-OffsetBias-RM-8B 89.4 972 81.8 86.8 91.9
§ Llama-3.1-BT-RM-8B 91.8 94.6 84.5 91.5 96.5
.g Skywork-Reward-Llama-3.1-8B 92.5 958 87.3 90.6 96.2

APLOT-Scratch-Llama-3.1-8B  92.1 97.2 84.9 92.1 94.2

APLOT-Skywork-Llama-3.1-8B 944 939 89.0 93.2 97.4

Table 3: Performance comparison of different reward models on RM-Bench. The best performance in each task is in bold and

we cite results from Liu et al. (2024c).

Type ‘ Method Avg. Chat Math Code Safety
8 upstage/SOLAR-10.7B-Instruct-v1.0 64.8 78.6 523 496 789
A | allenai/tulu-2-dpo-13b 638 664 514 518 854

URM-LLaMa-3.1-8B 70.0 712 61.8 54.1 93.1
o | Nemotron-340B-Reward 695 712 598 594 875
-% Llama-3-OffsetBias-RM-8B 690 713 619 532 89.6
.£ | internlm2-20b-reward 683 63.1 668 56.7 86.5
g GRM-1lama-3-8B-sftreg 682 6277 625 578 900
g Skywork-Reward-Llama-3.1-8B 70.1 69.5 60.6 54.5 95.7

APLOT-Scratch-Llama-3.1-8B 71.68 7244 63.58 54.19 96.32

APLOT-Skywork-Llama-3.1-8B 7210 72.82 63.89 5424 96.50

reward difference in the cost matrix. To quantita-
tively evaluate the influence of -y, we train RMs on
the a 40K subset of UF dataset based on gemma-
2b-it equipped with Lora. As shown in Figure 2,
optimal performance across tasks is achieved when
v is around 0.4 to 0.6, with v = 0.5 consistently
leading to the highest accuracy in three test datasets,
as well as the overall average performance. When y
is too high or too low, the model’s performance de-
creases, as it causes the model to disproportionately
emphasize one aspect over the other. This indicates
that a balanced + is crucial for our approach to ef-
fectively incorporate both semantic similarity and
reward difference into margin estimation, thereby
enhancing the reward model’s performance. Our
method performs best when +y is set around 0.5,
highlighting the importance of balancing these two
factors in our cost matrix design, specifically for
OOD settings.

Performance on RewardBench and RM-Bench.
Table 2 presents a comprehensive evaluation of var-
ious reward models on the RewardBench dataset,
demonstrating the effectiveness of our proposed
method. We train our RM on SP with full parameter
tuning. Notably, our method achieves compelling
results even when trained from scratch. Specif-
ically, “APLOT-Scratch-Llama-3.1-8B” (trained
scratch from Llama-3.1-8B-Instruct) attains a
strong average score of 92.1, comparable to other
high-performing reward models and even better
than several RM with higher scale, highlighting
the inherent effectiveness of our approach. Fur-
thermore, our method exhibits remarkable flexi-
bility by also serving as a powerful tool to en-
hance pre-existing reward models. By applying
our technique to refine the already strong Skywork-
Reward-Llama-3.1-8B model, we achieve a further
performance boost, reaching a best score of 94.4
with “APLOT-Skywork-Llama-3.1-8B” and signif-
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Figure 3: Illustration of the convergence and perfor-
mance of our proposed method, in terms of valida-
tion accuracy over training epochs. Both APLOT and
PointMargin demonstrate faster convergence, achieving
higher accuracy with fewer epochs, and ultimately reach
better accuracies compared to baselines.

icantly improving results in key areas like “Chat-
Hard” (89.0) and “Safety” (93.2). While generative
models like SFR-LLaMa-3.1-70B-Judge-I excel in
specific tasks such as “Reasoning” (97.6), our dis-
criminative approach demonstrates both intrinsic
efficacy and the ability to enhance other models,
showcasing its versatility. In conclusion, these find-
ings underscore the dual advantage of our reward
modeling method: strong performance on its own
and the capacity to effectively “plug-and-play” to
elevate the performance of existing reward models.
Besides, we also evaluate the performance of our
methods on RM-Bench, which is another popular
and more challenging RM benchmark. As shown
in Table 3, we also observe that our method brings
better performance compared with several strong
baselines.

Convergence and Validation Accuracy Compar-
ison. We evaluate the convergence speed com-
pared with baseline methods. Experimentally, we
randomly sampled 40K training points from SP
dataset. Figure 3 depicting validation accuracy
against training epoch, clearly demonstrates the
superior convergence and performance of our pro-
posed margin estimators APLOT (equation 7) and
PointMargin (equation 9). Experimentally, both
APLOT (red line with circles) and PointMargin
(blue line with squares) exhibit significant con-
vergence speed learning and better performance
by achieving >90% validation accuracy before 0.5
epoch, compared to baselines that struggle to reach
similar accuracy even after 1.0 epoch. This indi-
cates that our methods learn more efficiently and re-
quire less training to reach optimal performance. In

terms of final performance, PointMargin shows sub-
stantial improvement over baselines, while APLOT
further enhances performance, surpassing 94% ac-
curacy after nearly 2.0 epochs, where baselines
plateau in the 88%-92% range. In conclusion, these
results underscore the effectiveness of our proposed
techniques, with PointMargin providing a strong
improvement and APLOT’s enhanced performance
demonstrating the value of a distributional perspec-
tive in learning more robust reward models.

Table 4: Performance comparison of RMs on the Unified
Feedback, HHH Alignment, and MT Bench datasets under
20% label noise within the training dataset SP.

Unified HHH MT

Method Feedback Alignment Bench Ave.

BT - Vanilla 71.53 72.92 72.68 72.38
BT - HardMargin 70.43 77.60 73.85 73.96
BT - LabelSmooth 70.62 76.56 71.28 72.82
BT - PosReg 71.08 79.17 7511 75.21
APLOT (OURS) ‘ 71.82 81.78 74.88  76.16

Performance against Label-Noise Label noise
are inevitable during human preference annota-
tions (Wang et al., 2024a), which hinders the gen-
eralization and effectiveness of reward models. To
evaluate the robustness of our method, we design
to randomly assign 20% label noise into a 20K SP
training subset. As shown in Table 4, we find that
several variants bring improvements to the vanilla
BT RM, while our method can significantly en-
hance the reward model by more accurately judging
the sample quality, even within the noisy training
annotations.

5.3 [Evaluation on RLHF

Best-of-N (BoN) Sampling Test. Figure 4 re-
ports BoN results for the Qwen 2.5-3 B and 7
B-Instruct models. For each setting, we train proxy
reward models on a randomly sampled 40 K sub-
set of the SP corpus using Llama-3.1-8B-Instruct
as the backbone. Following Coste et al. (2024);
Gao et al. (2023b), we generate N candidate com-
pletions for every prompt in a 300-instance out-
of-distribution (OOD) test set, rank them with the
proxy RMs, and then evaluate the chosen responses
with a high-fidelity gold reward model (Skywork-
Reward-Gemma-2-27 B). The average gold score
over the 300 prompts thus reflects the true quality
of the proxy-selected answers. We vary the KL-
divergence budget from O to 5, which—through
the relation KL,y = log N — % (Gao et al.,
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Figure 4: Gold scores from the Best-of-N (BoN) test, using responses sampled from Qwen2.5-3B and 7B-Instruct,
respectively. Rewards are normalized to start at 0. APLOT shows robust alignment with gold rewards despite

increasing KL Divergence.

2023b)——corresponds to N ranging from 1 to 405.
A well-behaved proxy RM should yield monoton-
ically increasing proxy and gold scores as the KL
budget (and hence N) grows. Several baselines in-
stead plateau or even decline once KL > 2 (see the
right-hand plot for Qwen 2.5-7B-Instruct), reveal-
ing over-optimization. In contrast, our APLOT ap-
proach maintains a steady rise in gold score across
the entire KL range, demonstrating its ability to
curb over-optimization and underscoring APLOT’s
robustness as a proxy reward model for RLHF.

PPO. Beyond the Bo/N Test, we conduct the PPO
experiments to practically investigate whether our
reward model helps better RLHF training with the
help of an adaptive margin. As shown in Table 5,
our experimental results highlight the better per-
formance of the policy model fine-tuned with our
APLQOT. On the OpenRLHF-Llama3-8B-SFT base,
our APLOT model achieve an average of 58.55,
compared to 55.68 for the baseline and 56.94 for
SKRM. These findings validate the effectiveness of
our APLOT reward model in consistently enhanc-
ing the capabilities of language models through
PPO fine-tuning. Training and evaluation details
can be found in Appendix C.

6 Conclusion

In this work, we proposed to enhance the pairwise
preference reward model with a novel adaptive mar-
gin to achieve better generalization in RLHF. Our
approach leverages Optimal Transport (OT) to dy-
namically adjust the margin based on semantic sim-
ilarity and model-predicted reward difference, en-
suring that the model focuses more on challenging
samples while avoiding over-fitting on easier ones.

Table 5: Benchmark Evaluation. Baseline indicates the bench-
mark performance on vanilla OpenRLHF-Llama3-8B-SFT,
respectively. SWRM is that of the policy model trained based
on the reward model Skywork-RM-Llama3.1-8B-Instruct,
and OURS is that based on our APLOT-RM-Llama3.1-8B-
Instruct.

Benchmark Baseline SKRM APLOT
GSM8K ¢ 74.83 78.17 79.23
Hellaswag,cc 72.51 74.76 76.12
IFeval,c. 44.92 45.10 48.98
MMLU ¢ 54.45 52.40 55.62
ProcessBenchycc 4.46 10.31 10.62
Raceqcc 79.21 78.82 80.93
BBH,. 61.20 62.68 62.42
Humanevaly,ss@1 60.98 57.32 63.41
TriviaQA e 48.53 52.86 49.63
Avg. ‘ 55.68 56.94 58.55

Through extensive experiments, we have demon-
strated that our method consistently outperforms
existing reward modeling techniques across multi-
ple benchmarks, showing significant improvements
in both in-distribution and out-of-distribution tasks.
The ablation study further highlights the impor-
tance of balancing semantic similarity and reward
difference in the cost matrix design.
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8 Limitation and Future Work

Despite the promising results demonstrated by our
method, there are several limitations that need to
be acknowledged. Firstly, our current method is
designed for language-based reward models and
has not been adapted for multi-modal inputs or
progress reward models, and cannot be explicitly
adapted to generative reward modeling. The com-
plexity of multi-modal data and the dynamic nature
of progress reward modeling pose additional chal-
lenges that our current approach does not address.
Secondly, our method relies on the quality and rep-
resentativeness of the training data. If the training
data is biased or lacks diversity, it may limit the
performance of our method.

In future work, we plan to address the limitations
mentioned above. We will explore the application
of our method in multi-modal reward modeling,
where the reward function needs to consider both
text and other modalities such as images or audio.
This extension will require the development of new
techniques to effectively integrate multi-modal in-
formation into the reward model. Additionally, we
aim to investigate the potential of our method in
progress and generative reward modeling, where
the reward function needs to adapt to the progress
of the learning process. This will involve design-
ing new algorithms that can dynamically adjust the
reward function based on the agent’s progress.
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A Analysis of Margin 1’s Impact on Loss and Gradient

Let the per-sample loss for a triplet (x, y*, yl) be defined as:
0= —log(o(s — ), s=r(xy")—r(@y), p>0 (10)

where r(, y) denotes the model score for input-output pair (x, y).

Impact on Loss Value. The sigmoid function o(z) = ——— is monotonically increasing. The negative

logarithm — log(-) is monotonically decreasing. e

1. If s < u (Difficult/Marginal Sample), we will have o(s — ) < 0(0) = 0.5 and £ = —log(o (s —
p)) > —log(0.5) = log2. We can find that the loss is substantial, indicating that the model needs to
increase the separation between preferred and non-preferred responses. As s — yp — —00, o(s — p) —
0, ¢— oc.

2. If s > u (Easy Sample, margin satisfied), we will have (s —p) > 0.5and ¢ = —log(o(s—pu)) <
log 2. We observe that as s — u — o0, o(s — u) — 1, ¢ — 0. This shows that the loss function
penalizes more heavily when the score difference s does not exceed the margin .

Impact on Gradient. We are also interested in the gradient of the loss ¢ with respect to the score
difference s, which dictates how the model scores are updated. Let X = s — p, then we can obtain the

following derivation:
o d 1 ,

Since 0/(X) = 0(X)(1 — 0(X)), then 68—;; = —(1—-0(X)) =0(X) — 1. By chain rule:

o ol 0X
= = .= = —u)—1 12
s~ ox as UM (12)
In gradient descent, model parameters are updated in the direction of the negative gradient. Therefore,
the effective update signal for increasing s is proportional to:

—5, =1-ols—w) (13)

1. If s < p (Difficult/Marginal Sample), we will have o(s — ) < 0.5, 1—o0(s—pu) > 0.5. As
s—pu— —00,0(s—p)—0, 1—o0(s—p)— 1, weobtain a strong gradient signal, encouraging the
model to increase s for hard pairs.

2. If s > p (Easy Sample), we will have o(s — p) > 0.5, 1—o0(s—pu) < 0.5. Ass — u — oo,
1 —o(s — p) — 0, we observe that the update signal vanishes, reflecting that learning pressure reduces
once margin is satisfied.

This analysis confirms that the model primarily updates its parameters to increase the score difference
s when s < u. Once s > pu, the incentive to further increase s diminishes. Therefore, a larger u
maintains learning pressure across a wider range of s values, promoting more substantial separation
between preferred and non-preferred responses.

B RM Training Details

Without specific statement, we set v = 0.5 in equation 6 and 5 = 0.1 in OT. During reward model training,
we adopt the LoRA and train all the reward models for 2 epochs using a learning rage of 4 x 10~°. The
inputs are truncated by 1024 tokens and more detailed hyper-parameters can be found in Table 6.

C PPO Training and Evaluation Details

For our PPO experiment, we fine-tune two distinct models using 20,000 samples from the alpaca-gpt4-
data-en dataset (Baolin Peng, 2023). The first model, Llama3.1-8B-Instruct®, has undergone post-training

Shttps://huggingface.co/meta-1lama/Llama-3.1-8B-Instruct
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Table 6: Implementation details.

Quantization bf16
LoRA r 32
LoRA « 64
LoRA dropout 0.05
Optimizer Adamw_hf
Global Batch Size 128
Learning Rate 2 x 1076
Learning Rate Scheduler cosine
RM-GPUs 1 x 4 GPU Cards
RLHF-GPUs 1 x 8 GPU Cards
Warmup Ratio 0.03

that includes both DPO and RLHF. The second, OpenRLHF-Llama3-8B-SFT*, is an instruction-following
version built upon Llama3-8B-Base, without RLHF post-training stage. We conduct the PPO training
using the ms-swift framework® with its default training configuration. All benchmark evaluations are
subsequently performed using the ms-evalscope framework®. Our evaluation protocol utlize few-shot
settings for GSM8K (4-shot) (Cobbe et al., 2021a), Race (3-shot) (Lai et al., 2017), and TriviaQA (5-
shot) (Joshi et al., 2017), while all other benchmarks (i.e., Hellaswag (Zellers et al., 2019), IFeval (Zhou
et al., 2023), MMLU (Hendrycks et al., 2021), ProcessBench (Zheng et al., 2025), BBH (Suzgun et al.,
2022b), and Humaneval (Chen et al., 2021)) are assessed in a zero-shot setting. We report accuracy as the
primary metric for all tasks, with the exception of Humaneval, for which we report the Pass@1 score.

4https ://huggingface.co/OpenRLHF/Llama-3-8b-sft-mixture
5https ://github.com/modelscope/ms-swift
https://github.com/modelscope/evalscope
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