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Abstract

Large Language Models (LLMs) are often
quantized to lower precision to reduce the
memory cost and latency in inference. How-
ever, quantization often degrades model per-
formance, thus fine-tuning is required for var-
ious down-stream tasks. Traditional fine-
tuning methods such as stochastic gradient
descent and Adam optimization require back-
propagation, which are error-prone in the low-
precision settings. To overcome these limita-
tions, we propose the Quantized Zeroth-Order
(QuZzO) framework, specifically designed for
fine-tuning LLMs through low-precision (e.g.,
4- or 8-bit) forward passes. Our method avoids
the low-precision straight-through estimator,
which requires backward computation, and in-
stead utilizes optimized stochastic rounding
to mitigate increased bias. QuZO simplifies
the training process, while achieving results
comparable to first-order methods in FP8 and
superior accuracy in INT8 and INT4 train-
ing. Experiments demonstrate that QuZO
achieves competitive performance on classifi-
cation, multi-choice, and generation tasks un-
der low-bit training, including zero-shot rea-
soning tasks. Notably, QuZO incurs mini-
mal overhead and reduces memory consump-
tion by 2.94x-5.47x compared to quantized
first-order methods during LLaMA-7B fine-
tuning *.

1 Introduction

Large Language Models (LLMs) have achieved
state-of-the-art performance in natural language
processing, impacting various science and engi-
neering fields. However, deploying and fine-tuning
LLMs consumes significant hardware resources
because of their huge model size. To address
this issue, extensive research has focused on LLM

"Work undertaken during the visit at UC Santa Barbara
fCode available at: https://github.com/1100099/
Quzo

quantization (Brown et al., 2020a; Yuan et al.,
2024). Notable approaches include post-training
quantization (Yao et al., 2022; Wu et al., 2023),
quantization-aware training (Bhalgat et al., 2020;
Liuetal., 2023c; Nagel et al., 2021), and fully quan-
tized training (Choukroun et al., 2019; Xi et al.,
2023; Markidis et al., 2018). Post-training quantiza-
tion can effectively reduce the latency and memory
costs of inference, but often leads to a significant
accuracy drop in low-precision formats, although
various techniques (Shao et al., 2023; Xiao et al.,
2023; Lin et al., 2023; Liu et al., 2023c) can par-
tially mitigate this issue. Quantization-aware train-
ing (Liu et al., 2023a) offers better accuracy, but
is more expensive due to the use of high-precision
computational graphs. Truly quantized training
methods employ low-precision gradients, activa-
tion, and weights to reduce hardware costs (Wang
et al.,, 2018b; Banner et al., 2018; Micikevicius
et al., 2017). However, implementing truly quan-
tized training requires advanced hardware and soft-
ware support for both forward and backpropaga-
tion (BP). Meanwhile, the straight-through estima-
tor (Yin et al., 2019), which is commonly used
for quantized gradient estimations, often causes
unstable and inaccurate results in low-bit training.

In practice, LLM users may afford only a low-
cost LLM inference engine (e.g., an edge FPGA
or embedded system) with limited precision (e.g.,
INTS8 or INT4). This paper asks the following
question: Can we leverage inference-only quan-
tized hardware to fine-tune low-bit LLMs while
achieving good performance? This seems chal-
lenging because (1) inference-only hardware lacks
sufficient memory bandwidth and storage to retain
intermediate activations required for backpropaga-
tion, and (2) the Straight-Through Estimator (STE)
introduces increasing gradient approximation er-
rors in lower-bit formats (Malinovskii et al., 2024).

The recent MeZO (Malladi et al., 2024) enables
memory-efficient zeroth-order (ZO) fine-tuning for
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Quantized Zeroth-order vs. First-order Fine-tuning
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Figure 1: The proposed QuZO provides higher fine-
tuning accuracy than first-order (FO) methods in ultra-
low precision on the RoOBERTa-Large model.

LLMs, but suffers from an avoidable performance
drop compared to first-order (FO) methods due to
the bias and variance of ZO gradient estimation. In
this paper, we show that a quantized zeroth-order
optimizer (QuZO) can achieve better accuracy than
its first-order counterparts in a low-precision set-
ting. Fig. 1 illustrates that both QuZO and FO
methods experience reduced accuracy on the SST-2
dataset as quantization precision decreases. How-
ever, QuZO consistently outperforms FO methods
when the quantization precision is INTS8 or be-
low. Unlike traditional FO quantized training that
depends on the STE (Yin et al., 2019)-based BP
method, our QuZO optimizer is more resistant to
quantization error. Our contributions are summa-
rized below.

* We identify the challenge of naive quantized ZO
training, and propose a stochastic quantized per-
turbation method with theoretical soundness to
reduce bias in quantized ZO gradient estimation.

* We introduce the implementation of QuZO as a
plugin that integrates seamlessly with a quantized
LLM inference engine, enabling accurate fine-
tuning of low-bit LMs without backpropagation.

* We provide detailed numerical analysis about
the proposed gradient estimator and the QuZO
training framework. We show the benefit of our
quantized ZO gradient estimator and the better
training behavior of QuZO in low-bit LLM fine-
tuning (especially INT4-format trainig).

* We apply QuZO to fine-tune 4/8-bit LLMs us-
ing both full-model fine-tuning and Low-Rank
Adaptation (LoRA). QuZO achieves much better
accuracy than quantized first-order training while
reducing the memory cost by 1.4 x —2.94x.

2 Related Work

Zeroth-order method. Zeroth-order (ZO) opti-
mization methods estimate gradients using only

forward passes, thereby avoiding the need for back-
propagation and significantly reducing memory
consumption compared to first-order (FO) meth-
ods. MeZO (Malladi et al., 2024) employs a
memory-efficient ZO stochastic gradient descent
(ZO-SGD) algorithm to fine-tune large language
models (LLMs), leveraging parameter-efficient tun-
ing methods such as LoRA (Yang et al., 2024b;
Liu et al., 2022). However, MeZO does not con-
sider low-bit model training or quantized pertur-
bations, where naive quantization often results in
significant performance degradation. This limits
its applicability in resource-constrained hardware
scenarios that require both training and inference
under low-precision constraints. Other ZO meth-
ods include ZO-SGD (Ghadimi and Lan, 2013) and
Z0-Sign-SGD (Liu et al., 2018) using sign-based
gradient estimation, the ZO-Adam (Chen et al.,
2019) optimizer exploiting momentum informa-
tion, and parameter-efficient methods like AdaZeta
(Yang et al., 2024a). FP16 ZO training (Zhang
et al., 2024) performs well but still faces memory
bottlenecks. Recent ZO quantization introduces
fixed-point 16-bit but fails at 8-bit (Feng et al.,
2024). However, we overcome the challenges of
lower-precision quantization and enable accurate
fine-tuning of LLMs below 8-bit quantization.

Quantization of LLMs. Various quantiza-
tion methods have been developed to reduce
the memory and computing cost of LLMs.
LLM.int8() (Dettmers et al., 2022) reduces
the precision of model weights while keeping
outliers in FP16. SmoothQuant (Xiao et al.,
2023) introduces a fine-grained quantization
method that supports IN'TS8 operations exclusively.
QLLM (Liu et al., 2023a) addresses the outlier
problem via employing an adaptive channel
reassembly technique. LLM-QAT (Liu et al.,
2023c) employs Quantization-Aware Training
(QAT) with a data-free strategy to achieve 4-bit
quantization. Furthermore, the QulP (Chee et al.,
2023) and QLoRA (Dettmers et al., 2024) methods
leverage a Hadamard Transform and a novel NF4
datatype, respectively, to accelerate training while
preserving performance. While prior quantized
training methods rely on backpropagation for
gradient updates, our QuZO method eliminates
the STE-based backpropagation and uses low-bit
inference for truly quantized fine-tuning.
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Figure 2: Computational graphs for quantized first-order (FO) and zeroth-order (ZO) training.

3 The QuZO Fine-Tuning Method

We start with a high-level introduction to our QuZO
framework. Given a quantized LLM inference
model, QuZO uses a low-bit ZO optimizer to
update quantized model parameters directly dur-
ing training. We assume that the forward pass
x; = F(x;_1,w;) computes the output of the -
th layer using the quantized weight matrix w; and
the previous-layer feature x;_1, as shown in Fig. 2
(b). With just a few forward passes, our QuZO
framework uses quantized RGE (see Section 3.2)
to estimate ZO gradients, eliminating the need for
BP in model updates. This approach fundamentally
differs from existing quantized training methods
shown in Fig. 2 (a), which uses STE in the BP to ap-
proximate quantized gradient (v;') Our method
avoids the straight-through estimator (STE) (Yin
et al., 2019) used in truly quantized FO training,
enabling high-accuracy training on a low-precision
hardware platform.

In the following, we first show the challenges of
Z0-SGD in the quantized setting, and then propose
a solution to address this fundamental challenge.

3.1 Challenges of Quantized ZO Training

Standard ZO-SGD uses a randomized gradi-
ent estimator (RGE) (Nesterov and Spokoiny,
2017; Ghadimi and Lan, 2013) to approximate
a full-precision gradient. Specifically, given full-
precision model parameters w € R?, a loss func-
tion £(w, B) and a minibatch of dataset 5, RGE
computes the gradient as:

n
AN Lp(w + eu;) — Lg(w — eu;)
VL(w) = Z S u;
i=1
I~ 1
~ — Z u;u; VEB(W), (1)
i
where € is a scaling factor, {u;}} ; are i.i.d.

samples drawn from certain distributions with a
unit variance (e.g., a standard Gaussian distribu-
tion). While V£(w) differs from the true gradient

V Lp(w), its expectation serves as a good gradient
estimator because

s[vitw] =1 S5 o

= wB(w» )

) VLa(w)

This statistical property ensures the asymptotical
convergence of ZO-SGD. Assuming the quantized
model parameters w are available and only low-
precision hardware is used for inference, the full-
precision random perturbation u; cannot be directly
applied to w due to hardware limitations. To ad-
dress this, u; is replaced with its quantized counter-

part 4; = Q(u;), leading to a low-precision RGE:
Y n ,CB(W+€ﬁi)—£B(V_\7_€ﬁi) N
VE(w) = ; 2ne !
I, _
;zEE:umiVEMW) 3)

Taking the exception values on both sides, we have

efocen] « S wias
#+ VLp(W) 4)

Since the quantized perturbation ; = Q(u;) no
longer maintains a unit variance, the above naive
quantized RGE introduces bias during fine-tuning
and may lead to divergence in training.

Iyvep(w)

3.2 Proposed Quantized RGE

We propose a new quantized RGE scheme to ad-
dress the challenge in the previous subsection.

Stochastic Quantization of u;. We first define a
quantization operation of ()(u;) based on stochas-
tic rounding (Connolly et al., 2021):

Q(uz) = Clamp<SQ> Lmina Lmax) + 2o,

SQ = (Lsuuij + Ber(syu; — [syui])  (5)
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The stochastic quantization formula @Q(u;) con-
verts the perturbation u; into a low-bit representa-
tion by scaling it with a factor s,, as s, u;, perform-
ing a downward rounding operation |s,u; |, and
applying stochastic up-rounding using a Bernoulli
random variable Ber(s,u; — | s,u;]). The result-
ing quantized value is clamped to the representable
range [Lmin, Limax] and shifted by the zero point zj.
This stochastic rounding ensures that

Eq [Q(wi)] = E[uy]. (6)

We can produce two different quantization re-
sults by using two random seeds in the stochastic
rounding full-precision u;:

u; 1 = Q1(w;) = Q(u;) with random seed i1;
u; 2 = Q2(w;) = Q(u;) with random seed is;
u; 1 # Wi2. (7)

The above stochastic quantizations ensure that (1)
the expectation of the quantized perturbations u; 1
and u; o equals the original perturbation u;, (2)
us, 1 and u;  are conditionally independent to each
other. As a result, we have

Eq, (wi1) = Eqg,(ui2) = w;,
EQ,,Q. (ui,lu%) =Eg, (u;1)Eq, (ug:g) = wu?’.

Our Quantized RGE. With the two condition-
ally independent quantized vectors u; 1 and u; o
defined in Eq. (7), we propose the following quan-
tized RGE:

n

Vﬁ(W) Z EB(W+€Ui’1)_LB(W_EUi’I)qu'72 (8)
=1

o 2ne
i

As € — 0, the RGE result is
L 1 <& T -
VL(W) ~ - z; u;1u;,VL(W).  (9)
1=
The estimation results depend on three random vec-
tors and functions: u;, ()1 and (). Taking expecta-
tion values on both sides of Eq. (9), we have

n

1

E [Vﬁ(W)} ~o D Eugnes [wul,] VLs(W)

i=1

1 n
- n ZEui [EQth [ui,luzjg]] VLp(wW)
=1

= %ZE (uiuiT) VLg(W)
i=1

= VLg(W). (10)

The expectation value of our quantized RGE re-
mains a reliable estimator of the true gradient,
which is similar to the full-precision RGE. This
indicates that our proposed RGE will ensure asymp-
totical convergence as in a full-precision ZO
method. This theoretical property ensures excellent
training performance even in low-precision settings
(e.g. INT8 and INT4).

3.3 Implementation of QuZO

Now we present the details of the implementation
of the QuZO framework.

Quantized Model Updates. Recall that in full-
precision ZO-SGD, the gradient is computed in (1),
and the model parameters are updated as
Wiyl = Wi — 1)t Vﬁ(Wt) (11)
where w; represents the model parameters at itera-
tion ¢, 7, is the learning rate and V.L(w;) denotes
the estimated gradient of the loss function. Since
W & S, Wy, and sy, 1S a scaling factor used in
the quantization w; = Q (w¢/s,,), with Q[] repre-
senting the stochastic quantization applied to the
parameters. This approximation suggests:
Wil R Su | Wi — 1 - VL(Wy) (12)
To achieve a truly quantized training process suit-
able for low-precision hardware, the model param-
eters are updated as:
Wt+1 = V_Vt — Q |:77t . Vﬁ(V_Vt)} . (13)
To refine the update process, multiple steps can be
used. For each query 7, we compute

L‘,B(W + 6112‘71) — ,CB(V_V — 6111'71)

i = ” (14)
Then the quantized model W is updated as
(el
Wip1 = Wy — ;Q ( - wip). (1)

Here u; > is a second quantized version of u; as
explained in Eq. (7). Stochastic rounding @[] en-
sures that no additional bias will be introduced
when we update the LLM parameters directly at
low precision.
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Algorithm 1 QuZO: Quantized Zeroth-Order Training

Require: LLM model parameters w € R, learning rate 7, 7" is the step, perturbation scaling factor ¢ and dataset 3.
1: Initial Pre-trained Model to Quantized Model or directly load a quantized model.

2: w=Q(w)

3: fortin T do

4 foriin n do

5: u;,1 < Ql(ui)7 u; ~ ./\/-(O7 ]Id)
6: u;,2 < QQ(LIZ')

7: Wt<—wt+€-ui71

8: 1 < F(wy,B)

9: V7V't — Wi —2€-u5,1

10: [,12 — I(Wt,B)

1 g (£ - £3)/(20)

12: Wi 4= Wy +€- U1

13: V_Vt+1 — Wi — Q(”“rf7 ui’z)
14: end for

15: end for

16: return w

<1 Optionally, quantize the model if starting with a full-precision model

<1 Quantize the perturbation u; with a random seed 1
<1 Quantize the perturbation u; with a random seed 2

<1 Low-bit stochastic perturbation updates w; using positive scaling

< First zeroth-order forward pass

<1 Low-bit stochastic perturbation updates w; using negative scaling

<1 Second zeroth-order forward pass

< Sensitivity w.r.t. the quantized perturbation
<1 Recover w; to its original state

<1 Quantized LLM model update

<l Return a quantized model

Algorithm Flow. The pseudo codes of QuZO
are summarized in Algorithm 1. For each query
i, two forward passes are performed to determine
the sensitivity (u;) of the loss function with respect
to a quantized perturbation direction u;; (lines
5-11). The resulting low-precision gradient asso-
ciated with each inquiry is obtained by quantiz-
ing a scaled version of u; 2, where the sensitivity
(), the learning rate 7, and the sample size n are
taken into account. This low-precision ZO gradient
allows us to directly update the quantized LLM
model parameters with low-precision hardware.

QuZO for LoRA. We can extend the QuZO
framework by incorporating low-rank adaptation
to allow low-precision parameter-efficient fine-
tuning. Our approach uses the model quantization
strategies of QLoRA (Dettmers et al., 2024) and
LLM.int8() (Dettmers et al., 2022) without modi-
fying the quantized model. QuZO significantly re-
duces memory overhead by eliminating the storage
of FO optimizer states and updating only the low-
rank trainable matrices A € R?*" and B € R"*¢
using forward passes. In QuZO fine-tuning, the
model parameters are quantized and frozen at low
precision (e.g. 4 or 8 bits), and we update solely
on the low-rank matrices A and B. The trainable
low-rank matrices are quantized (denoted as QQ[A]
and Q[B]) in order to match the precision of the
LLM . By doing so QuZO training can significantly
further reduce the memory cost compared to tradi-
tional LoRA for 4/8-bit LLM fine-tuning.

3.4 QuZO Analysis

In this subsection, we analyze the quality of gradi-
ent estimation in QuZO and its impact to training.

35
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Figure 3: (a) Errors of quantized gradient estimation Q-
RGEI1 in Eq. (3) and our proposed Q-RGE2 in Eq. (8).
(b) Training loss of low-precision ZO optimizer with
these two quantized gradient estimators, respectively.

QuZO Gradient Quality. We use a simple
encoder-block transformer to analyze the asymp-
totic behavior of two quantized ZO gradient esti-
mators. Q-RGEI1 refers to the quantized estimate
in Eq. (3), and Q-RGE2 denotes our proposed es-
timation in Eq. (8). Although we need only a few
inquiries to compute actual ZO gradients, the sta-
tistical behavior of a gradient (rather than the value
of the individual gradient) decides the training per-
formance. To verify statistical asymptotic behavior,
we set n = 1000 to perform a Monte Carlo com-
putation to get empirical mean values of Q-RGE1
and Q-RGE2, and then compare them with a full-
precision ZO gradient via the /3 error. As shown
in Fig. 3 (a), the expected values of both quantized
estimators have larger errors as the precision re-
duces from INTS8 to INT3. However, our method
(Q-RGE2) is much more resilient to quantization er-
rors and has a more accurate expected value, since
our quantized ZO gradient estimator can avoid the
additional bias caused by quantization.

Training Behavior. Figure 3 (b) further shows
the training behavior of quantized ZO optimiza-
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tion using these two gradient estimators when fine-
tuning the OPT-1.3B model. Experiments are per-
formed on the DROP dataset under 8-bit and 4-
bit settings. We observe that our QuZO with Q-
RGE2 shows slightly better convergence compared
to quantized training using Q-RGEI1 in the 8-bit
setting. In 4-bit training, our method demonstrates
a stable and significantly better training behavior:
it achieves a loss similar to 8-bit training, while
INT 4 Q-RGEI causes convergence failures. The
above analysis clearly demonstrates the better nu-
merical performance of our QuZO in low-bit LLM
fine-tuning.

4 Experiments

In this section, we evaluate the proposed QuZO
method on several language models (LMs) with
4-8 bit precision. QuZO demonstrates performance
comparable to or better than standard first-order
(FO) truly quantized training across various model
sizes and tasks, with significantly lower memory
usage. We also explore fine-tuning quantized mod-
els by combining QLoRA (Dettmers et al., 2024)
with QuZO. For hardware costs, QuZO employs
a forward-only framework with hardware require-
ments similar to post-training quantization. In Sec-
tion 4.3, we compare the memory consumption
between truly quantized FO training and QuZO.
Furthermore, we employ both medium-size models
(e.g. RoBERTa-Large (Liu et al., 2019)) and large
decoder-based LMs, including OPT 1.3B (Zhang
et al., 2022a) and LLaMa-2 7B (Touvron et al.,
2023) LLaMa-3 8B and Mistral-v0.3-7B (Chaplot,
2023) in few-shot settings. Specifically, we evalu-
ated PIQA (Bisk et al., 2020), ARC (Clark et al.,
2018), HellaSwag (HS) (Zellers et al., 2019), and
WinoGrande (WG) (Sakaguchi et al., 2021) with
Im eval framework. All experiments were carried
out on NVIDIA A100-40GB GPUs. The details of
the experimental setup are in Appendix A.

4.1 Low-Bit LLM Fine-Tuning

Parameter-efficient fine-tuning methods like
QLoRA (Dettmers et al., 2024) reduce memory
usage with 4-bit precision compared to standard
training but still rely on AdamW (Loshchilov,
2017), which requires backpropagation. QuZO
improves inference efficiency and memory savings,
achieving a 5.47x reduction in maximum memory
cost compared to QLoRA in fine-tuning the 4-bit
OPT-1.3B model (details in Appendix C).

Our QuZO framework applies the LoRA (rank
set as 8), allowing fine-tuning with far fewer train-
able parameters than full-model tuning, signifi-
cantly reducing memory consumption, and accel-
erating convergence. Table 1 highlights the per-
formance of QuZO with low-bit perturbation and
gradient configurations for different tasks and mod-
els. For the LLaMa3-8B model, QuZO utilizes
INTS8 RGE gradients with INT4 perturbations. De-
spite the introduction of low-bit gradients, QuZO
achieves competitive or superior performance com-
pared to full-precision MeZO with LoRA in most
tasks and demonstrates strong robustness in 4-bit
fine-tuning, while truly quantized FO shows poor
accuracy in 4-bit training. For the Mistral-7B-v(.3
model, QuZO delivers the best performance on
3 out of 4 tasks, improving over FO by 3.05 on
SQuAD and 2.9 on MultiRC. In the more challeng-
ing 4-bit setting, QuZO demonstrates notable ro-
bustness, with all perturbation precisions matching
the gradient precision as shown in the Table 1. On
Mistral-7B, QuZO again consistently outperforms
both FO and MeZO, especially on SQuAD and
DROP. This result shows that the low-bit stochas-
tic perturbation of QuZO maintains comparable
inference cost while mitigating quantization errors.

LLM Zero-Shot Reasoning. We evaluate QuZO
on five widely-used commonsense reasoning
benchmarks under the zero-shot setting using the
LLaMA-3 8B model fine-tuned with our method.
To ensure a fair comparison with recent quan-
tization works (e.g., QServe (Lin et al., 2024),
AWQ (Lin et al., 2023)) in Table 2, we adopt 4-
bit and 8-bit precision. QuZO consistently outper-
forms other methods, achieving up to a 4.49% gain
in average accuracy. Compared to the FP16 base-
line, QuZO incurs only a marginal drop of 0.17%
(W8AS) and 0.21% (W4A16), demonstrating its
effectiveness under low-bit quantization settings.

4.2 Full-Parameter Quantized Fine Tuning

We summarize our experiments on full-parameter
fine-tuning for medium- and large-scale models.
These results demonstrate that QuZO provides
a practical approach for accurate fine-tuning of
quantized LLMs directly on low-precision hard-
ware, maintaining. For medium-scale models like
RoBERTa-Large, QuZO surpasses truly quantized
FO fine-tuning in most tasks in the 4-bit precision.
For large-scale models such as LLaMA-2, QuZO
achieves performance comparable to or better than
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Figure 4: Experimental findings on RoBERTa-large (350M parameters) with prompts reveal that QuZO, leveraging
full-parameter tuning, starts to surpass FO and LLM-QAT as precision reduces to INTS or below.

Table 1: Results of low-bit LLM LoRA Fine-Tuning with quantized gradient updates.

Model | Methods | Gradient | MultiRC | ReCoRD | SQuAD | DROP

FO INTS8 51.20 83.80 76.40 58.40

8bit LLaMa3-8B MeZO FP32 60.60 83.50 65.64 31.20
QuzO INTS8 61.20 83.60 83.60 52.29

FO INTS8 82.60 80.10 84.03 44.52

8bit Mistral-7B MeZO FP32 81.70 78.60 63.41 26.19
QuzO INTS 85.50 79.00 87.08 49.69

FO INT4 41.50 83.50 77.00 2548

4bit LLaMa3-8B MeZO FP32 61.60 83.30 64.72 30.87
QuzO INT4 64.70 83.70 80.76 44.15

FO INT4 49.80 78.80 80.12 31.05

4bit Mistral-7B MeZO FP32 48.80 74.50 56.97 23.92
QuZO INT4 50.00 82.60 84.27 45.13

truly quantized FO fine-tuning, particularly under
ultra-low bit configurations. These findings high-
light the ability of QuZO to enable low-cost hard-
ware training without compromising performance.

Performance on the RoBERTa-Large model.
We evaluate the performance of various methods in
the SST-2, SNLI, SST-5, RTE, and MNLI datasets
and on the RoBERTa-Large model. The results in
Fig. 4 leads to the following observations:

* As expected, all training methods experience
accuracy decline as quantization precision de-
creases. This occurs because the model expres-
sive power declines and the optimization be-
comes more challenging in lower precision.

e The performance of fully quantized FO fine-
tuning drops most significantly due to the increas-
ing errors in the straight-through estimators as
precision decreases.

* QAT partially mitigates the accuracy drop of
fully quantized FO training but still relies on
backpropagation and full-precision updates, mak-
ing it memory-intensive and less suited for low-
precision hardware.

* In contrast, the performance of QuZO is most re-
silient to the decreased precision, and it works
the best in a very low-precision (e.g., INT4).

This is because (1) QuZO can bypass the error-
prone straight-through estimator that is used in
fully quantized FO training, and (2) the quantized
RGE in Eqn.(8) can eliminate the bias caused by
quantized perturbations.

Performance of QuZO on LLaMA Models. We
further apply QuZO to fine-tune the LLaMa-2
model, evaluating it on SuperGLUE (Wang et al.,
2019) and generation tasks. Table 3 shows that
QuZO outperforms its truly quantized FO coun-
terparts on all multichoice and generation tasks
under FP W8AS quantization (i.e. FP8 for both
weights and activations). Under the INT W8AS
quantization, QuZO outperforms SmoothQuant,
LLM.int8(), and truly quantized FO methods in
4 out of 7 tasks. For 4-bit quantized FO train-
ing, uniform quantization yields the worst accu-
racy, but advanced methods such as LLM-FP4 im-
prove performance. LLM-FP4 (Liu et al., 2023b)
and its baseline MinMax use FP W4A8 quantiza-
tion and achieve a slight improvement in accuracy,
particularly for multichoice tasks. QuZO demon-
strates strong performance under W4A8 quantiza-
tion, achieving the best results in 4 out of 7 tasks. In
contrast, SmoothQuant, LLM.int8() and LLM-FP4
improve accuracy through efficient quantization
but remain memory-intensive due to their reliance
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Table 2: Zero-shot accuracy (%) on five commonsense reasoning tasks. Note : WaAb quantization, which refer to
a-bit weight quantization and b-bit activation quantization.

Model | Quantization | Method | PIQA ARC-e ARC-c HS WG | Avg

| FPI6 | (Baseline | 79.05 80.10 5040 6020 72.80 | 68.6

W8A8 | SmoothQuant | 79.50  79.70  49.00  60.00 73.20 | 68.30

W4A16 RTN 76.6 7010 4500 56.80 71.00 | 63.90

LLaMA-38B | W4Al6 AWQ 79.10 7970 49.30 5910 74.00 | 68.20
W4A16 QuIP 7820 7820 4740 5860 73.20 | 67.10

W4A8 QServe | 7921 7920  49.61 59.31 73.02 | 68.07

W8A8 QuZO | 7874 80.03  50.06 5928 74.03 | 68.43

W4A16 QuZO | 7986 79.13  49.59 59.13 74.26 | 68.39

Table 3: QuZO demonstrates superior performance in full-parameter fine-tuning of LLaMa-2 7B.

LLaMa-2 7B Model Classification Multiple-Choise Generation
Data Precision | Method RTE [ WSC [ MultiRC | COPA | ReCoRD | SQuAD | DROP
FP FO 63.73 63.46  65.10 86.00 81.00 90.71 51.38
WI16A32 MeZO 54.60 58.80  62.60 82.70 70.80 72.50  46.80
FP FO 63.90 49.00 58.00 79.00 72.50 72.68 23.46
WSAS QuZo 55.59 6538 57.10 80.00 76.80 7638  30.17
FO 52.34 61.53 50.60 62.00 74.83 70.13 20.06
INT SmoothQuant | 66.78 59.51 61.50 72.02 79.10 73.07 29.94
WSAS LLM.int8() | 62.56 57.75 55.61 80.02 80.61 76.34 20.15
QuZo 61.01 63.46 60.00 81.00 79.00 77.71 30.11
FO 4729 60.57 5190 62.04 73.21 30.01 10.06
INT/FP MinMax 5991 4128  53.21 82.51 80.97 50.07 24.71
W4A8 LLM-FP4 66.82 6138  58.81 82.90 81.25 51.07 24.99
QuZo 64.57 62.28  60.60 80.01 78.20 68.12  25.10

on first-order optimizers for fine-tuning.

4.3 Memory Efficiency

We further compare the empirical memory costs of
full fine-tuning the LLaMA-2 7B model in Table 4.
Specifically, in the MultiRC task, QuZO (8-bit) re-
duces memory usage by 1.43 xcompared to their
truly quantized FO counterparts. Similarly, in the
SQuAD task, QuZO (4-bit) achieves a 2.89x re-
duction relative to FO-SGD at the same precision.
We follow Table 13 (see Appendix C) from (Zhang
et al., 2024) to provide a theoretical analysis of
different optimizers. Furthermore, QuZO reduces
memory consumption by 2-5.47x compared to
fully quantized FO methods, as shown in the Ap-
pendix C.1, where our QuZO approach demon-
strates substantial memory savings over quantized
FO fine-tuning baselines such as QLoRA. A theo-
retical analysis of runtime comparison is provided
in Appendix C.2 to further demonstrate the effi-
ciency of QuZO.

4.4 Ablation Study of QuZO

These experiments evaluate key components of
our method, including the number of perturbations
(queries) per update and the sparsity of the stochas-
tic perturbation vectors. We then compare the

Table 4: Total memory consumption (GB) for different
optimizers on LLaMa-2 7B.

Method MultiRC (GB) SQuAD (GB)
FO-SGD (8-bit) 11.66 21.29
FO-SGD (4-bit) 6.28 10.73
QuZO(8-bit) 8.15 7.24
QuZO(4-bit) 4.52 3.71

performance of Q-RGE1 and Q-RGE2 when fine-
tuning the LLaMA-2 13B model under the same
precision settings.

Boosting QuZO via query tuning. We find that
increasing the number of perturbation queries im-
proves convergence and accuracy. Specifically,
more queries per step yield better gradient esti-
mates, enhancing fine-tuning effectiveness. As
shown in Table 5, raising the query count from 1 to
10 improves DROP accuracy by 3.6%. However,
this also leads to increased computational time per
step, highlighting a trade-off between convergence
speed and per-step efficiency.

Table 5: Varying query number on DROP performance.

Model
LLaMa-13B (8-bit)

Task  Query=1 Query=5 Query=10
DROP  37.61 39.77 41.33
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Sparse perturbations speed up training with mi-
nor accuracy trade-offs. We also analyze the
impact of perturbation sparsity, defined as the per-
centage of zero entries in the stochastic perturba-
tion vector during training. Higher sparsity reduces
the number of trainable parameters and speeds
up training. Table 6 shows that QuZO maintains
strong performance even with 50% sparsity, while
higher sparsity levels (e.g., 80%) lead to some per-
formance degradation, particularly on the DROP
dataset using the LLaMa-13B model. Notably, in-
creasing sparsity improves training speed by 1.2x
to 2x. These results confirm that QuZO is robust
to both reduced query counts and perturbation spar-
sity, offering practical trade-offs between accuracy
and training efficiency.

Table 6: Perturbation sparsity on downstream task per-
formance.

Method Sparsity ReCoRD SQuAD DROP
QuZO (8-bit) 0% 82.20 90.29 37.61
QuZO (8-bit) 50% 82.50 91.21 40.51
QuZO (8-bit) 80% 83.00 90.10 25.99

Two perturbations yield better gradient esti-
mates. We explicitly evaluate Q-RGE1 in prac-
tice and demonstrate that our proposed Q-RGE2
delivers significantly better performance, as illus-
trated in Fig.3. As shown in Table7, Q-RGE2 con-
sistently achieves notable accuracy gains, exceed-
ing 10% on challenging tasks like SQuAD, high-
lighting its robustness and effectiveness in low-bit
fine-tuning.

Table 7: Performance comparison between Q-RGE1
and Q-RGE2 (QuZO) on LLaMA-13B under 4-bit quan-
tization.

Method | Model | ReCoRD | SQUAD | DROP
Q-RGEl LLaMA-13B (4-bit) | 81.60 | 63.02 | 25.15
Q-RGE2 (Ours) | LLaMA-13B (4-bit) | 8210 | 7379  27.32

5 Conclusion

This work has proposed a Quantized Zeroth-Order
(QuZO) method for truly qantized training of
LLMs without using back propagation. We have
identified the challenge of quantized ZO training,
and proposed a new quantized ZO gradient to mit-
igate the bias in low-precision settings. QuZO
eliminates the need for first-order optimizers such

as Adam or SGD, as it relies on gradient-free up-
dates derived from forward passes. The superior
performance of QuZO in low-bit (e.g., INTS8 and
IN'T4) training has been shown by a variety of fine-
tuning experiments on the LLaMA?2/3 and Mistral-
7B models. Our QuZO method is intrinsically
hardware efficient for fine-tuning LLMs on low-
bit resource-constrained hardware.
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Limitation

While QuZO demonstrates significant potential
for practical LLM deployment, several limitations
remain. Currently, we have not implemented a
fully quantized training framework that utilizes
low-precision kernels during training. Building
such a system would require substantial infrastruc-
ture development. This enables cost-effective on-
device learning and LLM deployment in resource-
constrained settings like autonomous vehicles,
edge devices, and robotics platforms. In addition,
QuZO’s efficient training characteristics may con-
tribute to addressing the challenges of LLM scal-
ing. Specifically, it could help reduce the number
of training tokens and computational resources re-
quired to train large-scale models from scratch. As
discussed in recent scaling studies (Ouyang et al.,
2024), advancing efficient training techniques like
QuZO can play a crucial role in sustaining the rapid
growth of LLMs.

Ethics Statement

QuZO provides a memory- and compute-efficient
alternative to traditional backpropagation, enabling
full-model fine-tuning on low-precision hardware
with significantly reduced energy and hardware
costs. By eliminating the need for backward-
pass activation storage and leveraging lightweight,
forward-only updates, QuZO lowers the barrier
for on-device adaptation and contributes to reduc-
ing the carbon footprint. While zeroth-order meth-
ods may require more training steps, our ongoing
research focuses on improving convergence effi-
ciency to further reduce computational cost and
enhance the environmental sustainability of large-
scale model adaptation.
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Appendix
A Experiments Setup

We first conduct experiments with RoBERTa-large
on sentiment classification and natural language
classification tasks. We follow prior works (Mal-
ladi et al., 2024) in low data resource settings which
can be sampling k examples per class for k = 16
or 512. QuZO is running for 100k steps and the
first order fine-tuning for 5 epochs. We also con-
ducted experiments on a smaller set of tasks (Wang
et al., 2018a) that includes entailment, span sen-
timent analysis, and topic classification. These
tasks include perceptual analysis (SST-2 and SST-
5 (Socher et al., 2013)), Question Classification
(TREC (Hovy et al., 2001)), and natural language
reasoning (MNLI, SNLI, and RTE (Bowman et al.,
2015; Williams et al., 2017; Rajpurkar et al., 2018)).
The metrics we used for the GLUE benchmark are
summarized in Table 8.

Table 8: Metrics that we use to evaluate GLUE Bench-
mark for BERT-based Model.

Task Name Metric
SST-2 Accuracy
SST-5 Accuracy
MNLI Matched Acc.
SNLI Accuracy
TREC Accuracy

RTE Accuracy

Subsequently, we selected several SuperGLUE
tasks (Wang et al., 2019), encompassing classi-
fication (CB, BoolQ, WSC) and multiple-choice
(COPA and ReCoRD), alongside two additional
question-answering tasks (SQuAD (Rajpurkar
et al., 2016) and DROP (Dua et al., 2019)). To
intensify the challenge, we operated under the few-
shot setting, randomly sampling 1,000 examples
for training, 500 for validation, and 1,000 for test-
ing. We followed the prompt settings outlined in
Appendix D of the MeZO (Malladi et al., 2024) to
adapt classification tasks into language model tasks.
The evaluation metrics used are summarized in Ta-
ble 9. All experiments were conducted using the
AdamW optimizer (Loshchilov and Hutter, 2018).

A.1 Hyperparameters

As observed in some LLM fine-tuning literature,
zeroth-order (ZO) optimization typically shows
consistent performance improvement with training

Table 9: Metrics that we use to evaluate SuperGLUE
and generations tasks.

Task Name  Metric

CB F1

BoolQ Accuracy
WSC F1

COPA Accuracy
ReCoRD F1
SQuAD Fl1
DROP Fl1

Table 10: The hyperparameter grids used for RoOBERTa-
Large experiments.

Experiment Hyperparameters Values

FO Batch size 8, 16]
Learning rate le—5,1e—6

LLM-QAT Batch size [8, 16]

Learning rate oe — 6

QuzO Batch size [16, 64]
Learning rate le—6,1le—7

€ le—=5

Weight Decay 0,0.1

steps. However, the number of forward passes
significantly affects computational costs. To
optimize resource usage, we limit the training
steps to 10k for the RoBERTa-Large model on the
SST-2, SST-5, TREC, MNLI, and SNLI datasets.
In Table 10, our method primarily use a batch
size of 64 and experiment with different learning
rates for RoBERTa-Large fine-tuning (Fig. 4).
Since first-order(FO)-based methods use the Adam
optimizer, both FO and LLM-QAT (Liu et al.,
2023c) experiments utilize smaller batch sizes
and larger learning rates compared to ZO tuning.
We use the hyperparameters in Table 10 for the
RoBERTa-Large model. Note that even though we
run all experiments for 5 epochs, further learning
steps may help to improve the performance of our
proposed methods further.

Regarding the LLaMa-2 7B model, we use
the hyperparameters in Table 11. We evaluate
the model for around 10-12k training steps and
directly use the last checkpoint for evaluation. All
first-order (FO) quantization training experiments
train for 5 epochs and all QuZO experiments use
12K steps.
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Table 11: The hyperparameter grids used for LLaMA-2
experiments.

Experiment Hyperparameters Values
QLoRA Batch size [2,4,8,16]
Learning rate le —5,5e —6,5e — 7
LLM.int8() Batch size [2,4,8,16]
Learning rate le—5,5e —6,5¢ — 7
MeZO Batch size [8,16]
Learning rate le —4,5¢ —5,5e — 6
QuzO Batch size [4,8,16]

Learning rate le —4,5e — 5,5e — 6

Modeling and implementation The model and
prompt-tuning process follows a structured ap-
proach tailored for RoBERTa-large, OPT, and
LLaMa-2 models across various tasks. For
RoBERTa, a masked language model (MLM) fine-
tuning paradigm is used, where prompts incor-
porate [MASK] tokens that the model learns to
predict, with specific label word mappings defin-
ing classification outputs. Tasks such as sen-
timent classification (SST-2, SST-5), topic clas-
sification (TREC), and natural language infer-
ence (MNLI, SNLI, RTE) utilize template-based
prompts adapted from prior works (Gao et al.,
2021).

For OPT and LLaMa-2, the tuning process fol-
lows GPT-3-style prompting (Brown et al., 2020b)
and encompasses three task categories: classifi-
cation, multiple-choice, and question answering
(QA). Classification tasks rely on cross entropy
loss for label prediction, while multiple-choice and
QA tasks utilize teacher forcing to train on cor-
rect outputs. During inference, classification and
multiple-choice predictions are determined using
the average log-likelihood per token, whereas QA
responses are generated through greedy decoding.
Additionally, in-context learning with 32-shot ex-
amples is employed to maintain stable results.

For classification tasks, ROBERTa uses linear prob-
ing, while OPT and LLaMa employ LM head tun-
ing to refine task-specific representations. This
fine-tuning framework ensures consistent evalua-
tion across datasets and models, leveraging struc-
tured prompts to enhance adaptability in both low-
data and fully supervised settings.

Full Parameter Tuning Performance of QuZO
on OPT Models We further evaluate our method
on the OPT-1.3B model using quantization-aware
training. The activation functions of OPT models
are generally more sensitive to quantization errors

compared to the LLaMA model, posing some chal-
lenges for LLM quantization. In Table 12, our
QuZO0O method outperforms quantization methods
such as QLLM and SmoothQuant in 8 out of 11
tasks under the INT W8AS quantization.

B Quantization Methods

In this section, we present our weight-activation
quantization method. Since per-channel activa-
tion quantization is incompatible with efficient
GEMM kernels, we employ per-tensor static acti-
vation quantization as our coarsest-grained quanti-
zation method and per-channel weight quantization
as our finer-grained quantization scheme. For post-
training quantization (PTQ) methods, we adopt
the quantization configuration from SmoothQuant
and evaluate their W8AS8 quantization under our
low data resource setting. Additionally, we re-
produce LLM-FP4 (Liu et al., 2023b) using their
open-source codebases and evaluate the same tasks
within their frameworks, noting that it requires sig-
nificant time for datatype searching. To ensure a
fair comparison, we reduce the calibration size to
8.

B.1 Weight-only Quantization

Throughout this work, we focus initially on both
weight and activation quantization. This approach
can introduce significant quantization errors and
lead to accuracy degradation. To address this, we
further evaluate weight-only quantization on sev-
eral tasks, as detailed in Table 13. Our findings
indicate that weight-only quantization yields better
performance compared to combined weight and
activation quantization. There are some related
work that only do weight quantization for LLMs
(i.e GPTQ (Frantar et al., 2022)). But it converts
the quantized weight to FP16 on the fly during
inference and lead to speed up.

B.2 Hybrid Datatype Support

Mixed Datatypes Support. Assigning the same
low-bit datatype to both weights and activations
in QuZO can lead to accuracy degradation due to
the limited precision of 4-bit integers compared
to floating-point formats, with activation functions
being particularly sensitive to quantization errors.
While QLoRA introduced the NF4 datatype to mit-
igate this issue, our QuZO framework takes it a
step further by assessing quantization errors (Jung
et al., 2019) for hybrid formats at the same preci-
sion. This mixed-datatype fine-tuning in quantized
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Table 12: Performance comparisons for weights and activations quantization on the OPT-1.3B model.

OPT-1.3B Model |

Classification

‘ Multiple-Choise ‘ Generation

Data Precision | Method | SST-2 | RTE | CB | BoolQ | WSC | WIC | MultiRC | COPA | ReCoRD | SQuAD | DROP
QLLM 8245 5559 66.07 63.00 6346 5235 5681 | 71.01 5990 | 6149 1580
INT LLM.int8 | 53.66 5379 41.07 4632 4231 5846 4572 | 7500 7022 | 67.14 1033
W8A8 SmoothQuant | 75.01 5234 37.51 4820 4423 5783 5341 | 71.03 6881 | 6942  11.22
QuZO(FT) | 91.38 5561 67.85 6230 6346 60.03 5591 | 7400  70.81 | 73.88  21.82
Table 13: Weight-only Quantization experiments conducted on LLaMa-2 7B model.
LLaMa-2 7B Model | Classification | Multiple-Choise |  Generation

Data Precision | Method | SST-2 | RTE | CB | BoolQ | MultiRC | COPA | ReCoRD | SQuAD | DROP

INT-W4A32 | QuZO(FT) | 92.43 60.28 60.71
INT-W8A32 | QuZO(FT) | 92.77 62.81 71.42
FP-W8A32 | QuZO(FT) | 93.69 61.37 66.07

65.50 59.60 83.00 79.00 82.78 3731
64.00 60.70 83.00 81.00 80.93  40.25
63.72 60.91 81.01 79.60 8093  37.86

Z0 training effectively preserves performance even
under 4-bit quantization. Existing works (Liu et al.,
2023c; Zhou et al., 2023) also incorporate this into
their quantization strategy but require customized
hardware to support the specific datatype. In our
quantization algorithm, we use a set of quantization
grids b = {b1,bo, ..., b;} and apply the quantiza-
tion operation Qp(w) to map a full-precision scalar
w to a quantized value as follows:

Qp(w) = b;,i = argmin | w — b; | .

This notation indicates the parameter w is quan-
tized to the closest quantization grid point b;. We
denote the corresponding quantization error as
Ey(w) = Qp(w) — w. We use the mean squared
error (MSE) as the metric to calculate the quantiza-
tion loss:

MSE = E[(w — Qu(w))?] (16)
where w are the FP32 value, and p(w) stands for
the probability density function. The neural net-
work weights are a random variable w ~ p,,(w).
The quantization range is defined between b, and
bmax- Our framework selects the data type that min-
imizes the MSE for each layer and executes the
searching algorithm only once before fine-tuning.
Based on our data-type search algorithm, we found
that INT quantization is more suitable for weight
quantization, offering better hardware efficiency.
On the other hand, FP quantization is primarily
chosen for activation quantization to maintain good
accuracy. This quantization selection offers a more
accurate QuZO fine-tuning process.

Underflow severely impacts low-bit quantization in

LLMs (Lee et al., 2023), associated with rounding
zero values that further degrade model performance.
Therefore, we propose a hybrid datatype search in
Section 4.2 during quantized zeroth-order training,
using existing data formats, including integers and
floating-points, which are widely used in hardware
platforms. We evaluate the LLaMA-2 model using
the hybrid datatype detailed in Table 14. Through
coarse layer-wise datatype selection, QuZO can
boost around 1 to 2% average performance across
these 11 tasks in both W4A8 and W8AS8 quantiza-
tion.

B.3 Quantized Perturbation

We now explore the ZO gradient quantization,
which can accelerate model training without com-
promising convergence. Using a fully quantized
I-BERT (Kim et al., 2021) as an example, we as-
sign low-bit perturbation to update the INT8 model,
as shown in Table 15. The accuracy drop is less
than 1%, but the memory reduction is around 4-
16 x for the random perturbation parameters. In the
RoBERTa-Large model, we found that 2-bit per-
turbation performs better, indicating that quantized
perturbation does not significantly affect training
performance. This is a huge benefit for ZO training
since the perturbations are generated and calculated
four times for one training step. Current works only
focus on sparse parameter perturbations (Liu et al.,
2024) for reducing gradient estimation variance in
RGE. It introduces the masks and applies them to
weight perturbations per step. However, we now
consider on hardware-efficient side and use low-
precision weight perturbation to do ZO gradient
estimation in LLM fine-tuning. We further analyze
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Table 14: Compared to pure-INT or FP quantized zero-order training, our hybrid datatype (INT and FP) searching
algorithm boosts accuracy by 1-2% for most tasks on the LLaMa-2 7B model.

LLaMa-2 7B Model Classification Multiple-Choise Generation Avg

Method Datatype | Precision | SST-2 ‘ RTE ‘ CB ‘ BoolQ ‘ WSC ‘ WIC ‘ MultiRC | COPA ‘ ReCoRD | SQuAD ‘ DROP | Performance
QuZO(Ours) INT W4A8 | 89.10 54.87 6250 66.60 6442 5799  60.60 83.00 78.20 78.12  31.80 66.10
QuZO(Ours) | INT/FP W4A8 | 90.59 59.92 63.71 6840 6450 59.70  59.30 80.00 78.60 79.89  33.55 67.10
QuZO(Ours) INT WBA8 | 93.00 61.01 64.18 80.00 6346 5282  60.01 81.00 79.00 77.71 31.11 67.58
QuZO(Ours) | INT/FP WSA8 | 93.08 6595 64.28 81.10 64.57 5517  60.11 83.00 79.60 80.74  36.58 69.47

Table 15: Evaluate the impact of low-bit perturbation on
QuZO training for SST-2 tasks using different models.

Model Model Precision Perturbgnon Performance
(#bit)

[-BERT INT W8AS8 8 92.77
I-BERT INT W8AS8 4 92.48
I-BERT INT W8AS8 2 91.89
RoBERTa-Large INT W8AS 8 92.48
RoBERTa-Large INT W8AS8 4 91.51
RoBERTa-Large INT W8AS8 2 93.07
LLaMa-2 7B ‘ INT W4A8 ‘ 8 ‘ 91.32

the memory costs of the perturbation parameters
u € R At each step, QuZO reuses u four times
in Algorithm 1. We evaluated the quantized pertur-
bation experiments on the ROBERTa-Large model,
and it costs around 1.63 GB of memory to store
each u during one step. However, quantized per-
turbation would only cost 110 to 410 MB if we
quantize it to 2-bit or 8-bit, respectively. Since
these results are estimated based on the number of
perturbations and storage datatype, a real hardware
implementation is required to demonstrate the full
advantage. We will address this in future work.

Handling outliers. The outliers mainly occur in
the activations of transformers and can severely
degrade quantization performance if not addressed
efficiently (Liu et al., 2023c,a; Lin et al., 2023).
To simplify the quantization process without intro-
ducing overhead, we propose an outlier detector
that can distinguish outliers from normal values.
Our outlier detector can automatically select the
outlier threshold to determine a suitable ratio «
(Outliers/All data), which is normally around 1%.
We quantize the normal data using a pre-defined
quantization datatype and quantize the outlier data
using the same precision FP type. As a signed
INTS8 quantization example, we designate the bi-
nary code 100000002 as an outlier label to identify
outlier values in the selected tensor array. Conse-
quently, the valid data range becomes [—127,127],
and we utilize an 8-bit floating-point scheme with
adaptive biased bits to efficiently quantize these
outlier values. It enables efficient quantization of
LLMs across various hardware platforms such as

W32A32

Figure 5: The loss landscape of the RoBERTa-large
model under different quantization bits. The notations
W and A mean the bits for weights and activation.

CPU and FPGAs using the QuZO method.

Loss Landscape. The effectiveness of ZO fine-
tuning for LLMs arises from starting near the op-
timal loss region. Theoretical analysis in (Malladi
et al., 2024) [Lemma 3] links ZO convergence to
the low effective rank of Hessian matrix. In quan-
tized training, the Lipschitz smoothness constant L
significantly impacts performance (Frumkin et al.,
2023). Fig. 5 (See Appendix B) demonstrates the
stability of the smoothness of loss function across
weight and activation quantization levels, under-
scoring the effectiveness in low-bit ZO training.

B.4 ZO Gradient Accumulation

Gradient accumulation is a technique for train-
ing models where data samples are divided into
several batches and calculated sequentially. To
fine-tune large models on a single GPU, especially
for datasets like DROP that require small batch
sizes, we implemented a zeroth-order accumula-
tion method for performing weight updates. Ini-
tially, we calculate the gradient without updating
the network parameters at each step, accumulating
the projected gradient information. After reach-
ing the predefined accumulation steps, the accu-
mulated gradient is used to update the parameters.
We also incorporate prevalent efficiency-enhancing
tricks adopted in current zeroth-order optimizers,
following the first-order approach to implement
our zeroth-order method effectively. This approach
allows efficient fine-tuning of large models on a
single GPU, leveraging the advantages of gradient
accumulation within a QuZO optimization frame-
work.
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Table 16: Comparison of peak memory consumption
during full-model fine-tuning. Note: model storage
(Weight Mem.) and dynamic allocations for gradients
(Dynamic Mem.). |w| and |a| denote memory usage for
model parameters and intermediate parameters, respec-
tively, with [ representing a specific layer.

Method ‘ Weight Mem. ‘ Dynamic Mem
Full Precision Optimizer
FO-SGD |w| > max {|a|,|w]|}
MeZO |w| max; |w|

Table 17: Memory Consumption (GB) Across Mod-
els and Methods for Five Tasks. This table compares
the memory requirements of different methods (e.g.,
LLM.int8, QuZO, and QLoRA) across various tasks
using two models: OPT1.3B and LLaMa-2 7B.

Model Methods SST-2 MultiRC ReCoRD SQuAD DROP

. LLM.int8()  9.01 23.97 6.76 22.09 31.29
8-bit OPT 1.38 QuZO 343 12.61 4.82 7.50 16.42
. QLoRA 4.76 18.15 4.42 20.48 27.23
4-bit OPT 1.38 QuZO 1.72 6.30 241 3.74 11.70
LLM.int8() 31.47 OOM 19.06 OOM OOM

8-bit LLaMa-27B -y 994  25.11 13.04 1669  31.66

Optimizer with Low Precision Model

FO(8-bit) lw|/4 >, max {8 ™y

FO(4-bit) lw|/8 >, max {121 2y
QuZO(8-bit) lw| /4 max; ¥
QuZO(4-bit) lw|/8 max; ¥

Sequence Length = 512 Sequence Length = 1024

—— FO(FP16)-1.3B
—e— FO(INTS)-1.3B
FO(FP16)-2.7B
—e— FO(INT8)-2.7B
—=— QuZO(INT8)-1.3B
—— QuZO(INT8)-2.7B

—*— FO(FP16)-1.3B
—e— FO(INT?)-1.3B
FO(FP16)-2.7B
—&— FO(INTS)-2.7B
—#— QuZO(INT8)-1.3B
—— QuZO(INTS)-2.7B

30000

25000
20000

15000

30000

25000

20000

15000

Memory (MB)

10000 10000

5000 5000

)

0 10 20 30 0 10 20 30
Batch size Batch size

Figure 6: Peak memory usage of FP16 and INTS train-
ing on the OPT 1.3B/2.7B model with sequence lengths
of 512 (left) and 1024 (right).

C Hardware Efficiency of QuZO

To demonstrate the hardware efficiency of QuZO,
we employ the Cutlass INT8 Kernel to showcase
memory efficiency. To fine-tune large models effi-
ciently with limited GPUs, we assess the first-order
(FO) method using Fully Sharded Data Parallelism
(FSDP) (Zhao et al., 2023) for distributed training.
Besides, we believe it can be further reduced if
we fully apply the INT engine in each linear and
non-linear layer. This could be our next step in
the CUDA optimization. Finally, we provide the
memory cost of our QuZO method using INT8
CUDA kernels and compare it with the peak mem-
ory usage of INT8 and FP16 tensor-core GEMM
implementations on full parameter tuning. As the
batch size increases from 1 to 32, the memory re-
duction reaches up to 7.8 x when running with an
INT8 model compared to FP16 training in Fig. 6.

C.1 Memory Efficiency

Table 17 presents a comprehensive comparison of
memory consumption (in GB) across multiple NLP
tasks for quantized fine-tuning methods, including
QuZO, LLM.int8(), and QLoRA. All methods use
LoRA with rank 8. Notably, QuZO employs 4-bit
perturbations to reduce memory overhead while
maintaining strong fine-tuning performance signif-
icantly. In the 4-bit OPT-1.3B model, QuZO re-
duces memory usage by 2.8x on SST-2 (1.72 GB
vs. 4.76 GB for QLoRA) and by 5.47x on SQuAD
(3.74GB vs. 20.48 GB). On the 8-bit OPT-1.3B
model, QuZO also achieves a 1.4x memory re-
duction on MultiRC (12.61 GB vs. 23.97 GB for
LLM.int8). In the more challenging 8-bit LLaMA-
2 7B model, where LLM.int8 encounters out-of-
memory (OOM) errors on several tasks, QuZO
completes fine-tuning successfully. For example,
on SST-2, QuZO requires only 9.94 GB compared
to 31.47 GB for LLM.int8(), a 3.2x reduction.
These results demonstrate that QuZO enables effi-
cient low-memory fine-tuning of large quantized
models using lightweight 4-bit perturbations.

C.2 Runtime Comparison

We benchmark QuZO on the OPT-30B model us-
ing the DROP dataset with 40GB A100 GPUs. FO
(FP32) requires 45.61 seconds per step on 8 GPUs,
while FO (4-bit, SGD) reduces this to 22.80 sec-
onds on 2 GPUs. MeZO further improves runtime
to 4.27 seconds per step using 2 GPUs. Remark-
ably, QuZO (4-bit) achieves 2.84 seconds per step
on a single GPU. Despite using more training steps
(e.g., 5120 for QuZO vs. 320 for FO), the per-step
efficiency and reduced GPU usage lead to lower
total GPU-hours. Specifically, QuZO matches FO
(4-bit) in total GPU-hours (~4.04 vs. ~4.05) while
requiring only half the hardware, and achieves a
4 x reduction compared to FO (FP32), demon-
strating QuZQO’s strong practicality for memory-
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and compute-constrained fine-tuning of large-scale
LLMs.

Table 18: Runtime Comparison on OPT-30B using the
DROP Dataset.

D.2 Large-size LLMs

Table 20 presents the performance comparison
of QuZO fine-tuning against other methods with
LoRA, including First-Order (FO) and MeZO, on
the LLaMa-2 13B model under 8-bit and 4-bit

Method GPUsUsed  Time/Step(s)  Steps  Est. GPU-Hours quantization. The evaluation is conducted on three
FO (FP32, Adam) 8 x A100 45.61 320 16.21 . .

FO (b SGD) 2% A100 80 o0 405 datasets: ReCoRD, SQuAD, and DROP, which as-
MeZ0 2 A100 427 5120 1214 sess reading comprehension and reasoning ability.
QuZO (4-bit) 1 x A100 2.84 5120 4.04

D Ablation Study of QuZO

Additionally, we compare different
backpropagation-free (BP-free) training meth-
ods and extend our evaluation to larger-scale
models such as LLaMA-2 13B. This provides a
comprehensive assessment of various ZO variants.

Table 19: Comparison with other gradient-free methods
on 4-bit LLaMA2-7B model.

Method | Model (bits)

LLaMA-7B (4-bit)
LLaMA-7B (4-bit)
LLaMA-7B (4-bit)

| SST-2 | SNLI | RTE

85.01 | 49.65 | 51.21
89.96 | 53.56 | 48.24
91.62 | 64.40 | 54.87

In-Context Learning
One-Point Estimator
QuZO (Ours)

D.1 Gradient-Free Fine-Tuning Comparision

While few existing approaches have been directly
applied to large-scale language model (LLM) fine-
tuning, we compare QuZO with the One-Point Esti-
mator (Zhang et al., 2022b), a relevant zeroth-order
method. Although Black-Box Tuning (BBT) (Sun
et al., 2022) adopts gradient-free optimization
via evolutionary strategies, its scalability to high-
dimensional full-model tuning in LLMs remains
limited. As shown in Table 19, the One-Point Esti-
mator achieves lower computational cost (about 2 x
faster than QuZO) but suffers significant accuracy
drops across all tasks. In contrast, QuZO demon-
strates strong stability and superior performance,
highlighting its robustness in low-bit, gradient-free
fine-tuning scenarios.

Table 20: Performance Comparison of QuZO on the
LLaMa-2 13B Model

The results indicate that QuZO consistently out-
performs MeZO and FO, particularly in SQuAD
and DROP, demonstrating its ability to better retain
performance in a quantized setting. In the 8-bit
setting, QuZO achieves a significant improvement.
In the 4-bit setting, the trend remains similar, high-
lighting the robustness of QuZO in handling more
aggressive quantization.

Model (#Bit) | Methods | ReCoRD | SQuAD | DROP
FO 81.70 6323 | 25.90

LLaMa2-13B | MeZO 82.10 63.71 | 25.20
(8-Bit) Quzo 82.20 7819 | 37.61
FO 82.00 6227 | 2531

LLaMa2-13B | MeZO 82.30 62.62 | 2533
(4-Bit) Quzo 82.10 7379 | 27.32
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