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Abstract

For Relation Extraction (RE), the manual an-
notation of training data may be prohibitively
expensive, since the sentences that contain the
target relations in texts can be very scarce and
difficult to find. It is therefore beneficial to
develop an efficient method that can automati-
cally extract training instances from unlabeled
texts for training RE models. Recently, large
language models (LLMs) have been adopted in
various natural language processing tasks, with
RE also benefiting from their advances. How-
ever, when leveraging LLMs for RE with pre-
defined relation categories, two key challenges
arise. First, in a multi-class classification set-
ting, LLMs often struggle to comprehensively
capture the semantics of every relation, lead-
ing to suboptimal results. Second, although
employing binary classification for each rela-
tion individually can mitigate this issue, it in-
troduces significant computational overhead,
resulting in impractical time complexity for
real-world applications. Therefore, this pa-
per proposes a framework called M-BRe to
extract training instances from unlabeled texts
for RE. It utilizes three modules to combine
the advantages of both of the above classifi-
cation approaches: Relation Grouping, Rela-
tion Extraction, and Label Decision. Extensive
experiments confirm its superior capability in
discovering high-quality training samples from
unlabeled texts for RE.

1 Introduction

Relation Extraction (RE) aims to identify specific
relation categories between pairs of entities in texts.
It is an essential part of information extraction and
has been widely used in knowledge mining (Zhong
et al., 2024; Wei et al., 2016), Q&A systems (Sri-
hari and Li, 1999), etc. Although existing RE mod-
els (Paolini et al., 2021; Zhou and Chen, 2022;
Chen et al., 2022b) have performed well on many
benchmarks, the scarcity of high-quality training
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Figure 1: Evaluation metrics across three different Rela-
tion Extraction frameworks. The mathematical formula-
tion of each metric is detailed in “§4.2 Evaluation™.

data remains a major problem due to the variety of
relation categories in different application domains.
Since the sentences that contain the target relation
types can be scarce in unlabeled texts, the cost of
manually annotating a large training set may be-
come prohibitively expensive when many relation
categories are concerned.

To address this problem, some studies focus on
zero- or few-shot scenarios, and exploit techniques
such as meta-learning (Qu et al., 2020) and pro-
totypical networks (Liu et al., 2022). Apart from
these techniques, Large language models (LLMs)
have also been employed for implementing RE
with limited training data. Two main types of ap-
proaches have been investigated. One is to conduct
RE directly with LL.Ms through prompt engineer-
ing (Xu et al., 2023). Another is to use LLMs to
generate training examples, which can then be used
to learn RE models (Liu et al., 2024; Li et al., 2025).
In this paper, we also focus on applying LLMs to
automatically produce training data for RE. How-
ever, instead of direct generation, we prompt LLMs
to discover relation instances from unlabeled texts.
This can typically be achieved by calling LLMs to
perform a relation classification for each sentence
in the texts. However, we observe that directly
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asking LL.Ms to conduct multi-class classification
would make it difficult for them to understand the
semantics of all the relation categories, therefore
leading to low-quality prediction results. Another
approach is to prompt the model with only one re-
lation type at a time, asking it to perform a binary
classification and determine whether this relation
exists between the two queried entities in the sen-
tence. However, this approach requires to run the
LLM N times for every sentence when there are
N target relation categories, which substantially
increases the time cost. Figure 1 demonstrates the
prediction quality and the time cost of these two
approaches.

We therefore focus on how to reduce the time
cost for LLMs to annotate the unlabeled sentences,
while maintaining the correctness. To this end, we
propose the M-BRe framework, which partitions
all predefined relation types into multiple groups
and ensures that the relations within each group
are as distinguishable as possible. For an input ex-
ample, it performs multi-class classification to dif-
ferentiate the relations within each group and then
further validates each predicted label using binary
classification. This two-stage approach enables
M-BRe to handle easily distinguishable relations
via multi-class classification and more challenging
cases via binary classification, thereby combining
the strengths of both classification strategies. As
shown in Figure 1, M-BRe achieves comparable
performance to binary classification while requir-
ing less than half the running time.

To comprehensively evaluate our framework, we
conducted extensive experiments on standard re-
lation extraction benchmarks, including SemEval
and three variants of TACRED. Our results demon-
strate that combining the original few-shot manu-
ally labeled samples with the framework-generated
training samples significantly improves the perfor-
mance of conventional RE models. In addition, we
apply our approach to Fine-grained Entity Typing,
showing its adaptability to other tasks.

Our main contributions are:

* We investigate a novel approach of using
LLMs to discover RE training instances from
unlabeled texts.

* We propose the M-BRe framework, which
offers a novel strategy for LLMs to automati-
cally annotate RE labels with both efficiency
and accuracy.

* We conduct comprehensive experiments to
demonstrate the effectiveness of the M-BRe
framework and the benefit of the extracted
training samples for RE.

Our code is available at https://github.com/Lzx-
7ZBC/M-BRe.

2 Related Work

2.1 Relation Extraction

Relation Extraction (RE) aims to identify relation
categories between head and tail entity pairs in text.
As a fundamental natural language processing task,
it has been traditionally addressed through machine
learning approaches such as Bootstrap and Snow-
ball (Batista et al., 2015; Gao et al., 2020). Sub-
sequent advancements in deep learning led to the
adoption of pipeline architectures employing CNN,
RNN and LSTM (Zeng et al., 2015; Miwa and
Bansal, 2016; Zhou and Chen, 2022; Zhang et al.,
2017), along with joint End2End framework and
graph neural network model (Zhang et al., 2018;
Guo et al., 2019, 2020) for RE. Since the emer-
gence of Pre-trained Language Models (PLMs)
like BERT, PLMs-based RE models (Devlin et al.,
2019; Huang et al., 2019; Moreira et al., 2020;
Chen et al., 2022b) have become the dominant
paradigm due to their superior performance.

Recent research has demonstrated growing inter-
est in employing Large Language Models (LLMs)
for direct RE. Xu et al. (2023) introduced a prompt-
ing strategy that incorporates comprehensive re-
lation category definitions and annotated exam-
ples, enabling LLMs to better comprehend RE task
specifications. Their empirical results confirm that
LLMs can generate highly accurate RE predictions.
Zhang et al. (2023) developed QA4RE, a novel
framework that formalizes RE as a Question An-
swering (QA) task. Additionally, Li et al. (2023)
proposed SUMASK, an advanced prompting tech-
nique that reformulates RE through task decompo-
sition into text summarization and QA components,
thereby enhancing LLMs’ compatibility.

2.2 Data Generation

The scarcity of high-quality data has long been a
key factor constraining model performance, mak-
ing data generation an emerging hotspot. There
were already some studies on this topic before in-
struction tuned LL.Ms become popular (Ye et al.,
2022; Meng et al., 2022; Gao et al., 2023). Meng
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Figure 2: Workflow of the M-BRe Framework, which consists of three modules: Relation Grouping Module,

Relation Extraction Module and Label Decision Module.

et al. (2022) prompts the PLMs to create training
data for natural language understanding tasks. Chia
et al. (2022) presents a framework that leverages
language models to generate structured text for
synthesizing unseen relation categories. Recently
LLMs have demonstrated strong language genera-
tion capabilities, providing a viable alternative for
synthetic data generation (Hartvigsen et al., 2022;
Sahu et al., 2022). Xu et al. (2023) use the LLMs to
generate data for assisting the models themselves
on RE. Long et al. (2024) pointed out that effective
prompts consist of three key elements: Task Spec-
ification, Generation Conditions, and In-Context
Demonstrations. By clarifying these elements, the
accuracy and diversity of generated data can be sig-
nificantly improved. For complex data generation
tasks, Multi-Step Generation has emerged as an im-
portant strategy. By breaking down the generation
process into multiple simpler subtasks, complex
data structures can be generated step by step.

These results show that using LLMs to generate
data can effectively enhance the performance of RE
models. However, they primarily focus on leverag-
ing the intrinsic knowledge base of LLMs, without
attempting to construct data from large-scale real-
world unlabeled texts.

3 The M-BRe Framework

In this section, we present the architectural details
of the M-BRe framework, which comprises three
key modules as illustrated in Figure 2: Relation
Grouping, Relation Extraction, and Label Decision.

The framework starts by partitioning all the pre-

defined relation types into K groups with Rela-
tion Grouping Module, where the relations in each
group should be as distinguishable as possible.
Consequently, it decomposes the single large-scale
multi-class classification task into K smaller-scale
multi-class classification subtasks. For an input
example, each subtask is completed with the multi-
class classification prompt of Relation Extraction
Module, thereby yielding K relation labels. To fur-
ther select from these K labels, we consider each
of them individually, and leverage the binary clas-
sification prompt of Relation Extraction Module
K times to infer whether each of them is a valid
label. Finally, Label Decision Module is used to
determine the final labels for the input example.

3.1 Relation Grouping Module

We first construct an explanation for each prede-
fined relation category in the RE dataset that fol-
lows the form “"org:founded": The founding time
of an organization.” The details of the explanations
for all relation categories are provided in Appendix
A.4. We then vectorize them and compute their
cosine similarities, deriving a matrix that quantifies
the semantic disparities between different relation
labels. To partition the relations based on this ma-
trix, the two most dissimilar relation categories are
used as initial seed groups. Then, the remaining
relations are iteratively assigned to the group that
minimizes the maximum similarity of the group
using a greedy strategy, while keeping the size of
each group balanced. The pseudo code for this
process is shown in Appendix C.
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Figure 3: Construction of Multi-Prompt and Binary-Prompt, which consists of three component: Task Description
Component, Sample Demonstration Component and Target Query Component.

Given N predefined relation categories, we set
the number of groups to |N/6]. This grouping
strategy and its empirical validation are systemati-
cally analyzed in “§5.3 Number of Groups”.

3.2 Relation Extraction Module

This module focuses on the prompt design for both
multi-class classification and binary classification.
Both prompts consist of three fundamental compo-
nents: Task Description, Sample Demonstration,
and Target Query. The details of the prompts are
shown in Figure 3.

Task Description Component. This component
consists of two basic parts. At the beginning of
the prompt, we instruct the LLM that the objective
is to identify the entity relation within a sentence.
Then, following a few demonstrations, the model
is told that the target sentence along with given
head-tail entity pairs will be provided. The output
format is also explicitly specified. In multi-class
classification settings, the LLMs are required to
predict the relation category directly. For binary
classification, the LLMs are expected to output
“Yes. (Head Entity, Relation Category, Tail Entity)”
if they think that the current relation category does
exist in the input unlabeled sentence, otherwise
they should output “No.”.

Sample Demonstration Component. We use
each grouping result obtained in “§3.1 Relation
Grouping Module” to construct the multi-class clas-
sification prompt, and employ In-Context Learning
(ICL) (Brown et al., 2020; Wan et al., 2023) to pro-
vide definition and demonstrations for each relation
category in the group, so that LLMs can distinguish
the relation types within the group more easily. The
binary classification prompt also applies ICL to
provide 3 correct and 4 incorrect examples for the
current relation category.

Target Query Component. We extract all en-
tities from unlabeled sentence-level text and ran-
domly sample two of them to form a head-tail en-
tity pair. Finally, it can be injected into the prompt,
which will enhance the LLMs’ ability to discern
potential relation categories.

3.3 Label Decision Module

With “§3.2 Relation Extraction Module”, we will
get |[N/6] “Yes” or “No” results. In order to
determine the final relation extraction results, a
Confidence-based label decision strategy is intro-
duced to handle the following three scenarios that
may occur. The confidence for LLM-generated
content is formulated as follows:

M

1 .
Confidence = ™M Zl max (softmax(logits;)),
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where M is the number of tokens generated.

Case 1: Without-Yes. The result of binary clas-
sification are all “No.”, indicating that the LLMs
consider that the unlabeled text does not have any
relation categories, so we set the relation category
between the head-tail entity pairs of the current un-
labeled text to “NA” or “no_relation” or “Others”.

Case 2: Single-Yes. The result of the binary clas-
sification is only one “Yes. (Head Entity, Relation
Category, Tail Entity)”, indicating that the LLMs
consider that one of | N/6 | relation categories, R,
exists in the current unlabeled text, and we set the
relation category between the head-tail entity pairs
of the current unlabeled text to 2.

Case 3: Multi-Yes. There are several “Yes.
(Head Entity, Relation Category, Tail Entity)” re-
sults of the binary classification, indicating that
the LLMs consider that there are more than one
of | N/6] relation categories in the current unla-
beled text, [R1, Ra, ..., Ri]. We calculate the confi-
dence of LLMs’ binary classification predictions
for each relation category and set the relation cat-
egories between the head-tail entity pairs of the
current unlabeled text to [Ri,Rao,...,Rj] (j <),
where Confidence (Rj) > 1—¢, ¢ = 1072

In our current implementation, we set the confi-
dence threshold to a fixed value # = 1072 based
on preliminary experiments and empirical obser-
vations, which showed that this value provided a
good balance between precision and recall in our
label decision process.

* If we significantly reduce the 1 — 0 value dy-
namically, the subsequently constructed train-
ing samples would include relation categories
less suitable for the current entity pairs. The
more the 1 — 6 value decreases, the greater
the noise in the training samples regarding
relation categories.

e If we only make minimal dynamic adjust-
ments to the 1 — @ value, the results would
be close to those obtained with the current
1 — 0 setting.

To give a better visualization of this phe-
nomenon, we dynamically adjusted 6 to take values
in [0.001, 0.01, 0.02, 0.05, 0,1] and the experimen-
tal results are shown in Tabel 1. It can be seen
that, in most settings, variations of ¢ in the range

Dataset Tacred SemEval
0 Qwen?2.5-7B-Instruct-1M Qwen2.5-7B-Instruct-1M
Mi-FI Ma-F1 S_A_Fl ‘ Mi-F1 Ma-FI S_A_Fl
0.001 | 55.07 58.80 36.28 34.07 31.73 25.64
0.01 53.14  56.08 35.05 43.66  43.36 33.68
0.02 56.04 60.28 33.65 47.25  46.59 35.53
0.05 59.90 61.98 32.72 43.96 4272 28.57
0.1 58.94  60.16 33.17 36.26 3491 23.44
0 Qwen2.5-14B-Instruct-1M  Qwen2.5-14B-Instruct-1M
Mi-FI Ma-Fl S_A_Fl1|Mi-Fl MaFl S_A_Fl
0.001 | 59.90 63.71 34.37 52.75  51.77 37.55
0.01 5894  63.95 33.86 52.75 51.14 38.64
0.02 58.12  62.48 33.93 5495 5295 36.63
0.05 59.08  62.55 30.76 56.04  56.47 34.80
0.1 61.50 65.08 31.39 5495 5479 36.26
0 Qwen3-14B Qwen3-14B
Mi-F1 Ma-F1 S_A_Fl ‘ Mi-FI Ma-F1 S_A_Fl
0.001 | 75.36  76.72 40.75 20.88  20.88 16.67
0.01 76.33 7746 39.58 21.98 22.28 16.85
0.02 76.33  77.81 37.79 19.78  19.12 15.56
0.05 76.33  77.05 36.51 19.78  19.16 14.84
0.1 7778  78.97 37.60 17.58  16.05 12.27

Table 1: Performance results of the M-BRe framework
under different threshold 6. Mi-F1, Ma-F1 and S_A_F1
represent Micro F1, Macro F1 and Special_Avg_F1.

of [0.001, 0.01, 0.02, 0.05, 0,1] do not have a sen-
sitive effect on the M-BRe framework, especially
when 14B models are used. In general, our setting
of § = 102 allows the approach to achieve good
performance results in most experimental setups.

4 Experimental Settings

4.1 Datasets

We conducted experiments on SemEval and three
versions of TACRED: SemEval 2010 Task 8 (Se-
mEval) (Hendrickx et al., 2010), TACRED (Zhang
et al., 2017), TACRED-Revisit (Alt et al., 2020),
Re-TACRED (Stoica et al., 2021). Statistical de-
tails are given in Appendix A.1.

4.2 Evaluation

For M-BRe Framework. We randomly select
5 test samples for each relation category from the
TACRED and SemEval test datasets. Since some
relation categories have fewer than 5 test samples,
the final number of samples used for testing is 207
for TACRED and 91 for SemEval. As long as the
predicted relation list includes the ground truth, the
prediction of the M-BRe framework is considered
correct. In this way, Micro F1, Macro F1, Macro
precision, Macro recall, and Elapsed time are used
as preliminary evaluation metrics. Meanwhile, in
order to reflect the absoluteness of the correct pre-
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W TACRED TACRED-Revisit Re-TACRED SemEval
Method K=2 K=4 K=8 | K=2 K=4 K=8 | K=2 K=4 K=8 | K=2 K=4 K=8
. Knowprompt | 5.91 1124 22.07 | 1244 14.04 2631 | 1235 1448 4477|1571 38.18 61.39
== Mix 4 1495 1873 2820 | 19.72 20.85 27.36 | 20.89 34.73 3934 | 3297 43.74 66.98
v & Mix P 20.32 2536 30.13 | 24.52 25.59 28.96 | 27.48 35.07 53.25 | 37.81 44.71 68.13
Q3
55 RetrievalRE | 1534 13.34 28.14 | 17.35 19.53 2895 | 9.76 1754 33.72 | 3895 52.92 72.53
£ Mix 4 16,71 20.56 27.25|21.18 2656 29.61 | 18.10 25.19 35.13 | 40.12 53.27 68.94
&
Mix P 20.44 2537 3030 | 2225 26.84 31.27 | 21.72 2644 3630 | 42.71 56.89 73.33
, Knowprompt | 5.91 1124 2207 | 1244 14.04 2631 | 1235 1448 4477 | 1571 38.18 61.39
E‘;g Mix 4 1226 1930 25.65 | 14.55 19.18 26.06 | 19.03 26.55 36.28 | 34.28 3833 45.18
- 0 Mix P 16.76 21.94 27.05 | 17.44 21.41 30.00 | 20.20 41.86 50.97 | 44.88 54.37 71.38
S
§ & RetrievalRE | 1534 1334 28.14 | 1735 1953 2895 | 976 1754 3372|3895 5292 72.53
55 Mix 4 17.19 2194 26.71 | 19.40 2334 30.02 | 20.78 25.16 39.00 | 50.77 59.01 64.60
Mix P 18.80 23.78 28.91 | 21.51 2648 30.25 | 21.24 25.84 40.79 | 56.09 61.00 76.20
Knowprompt | 5.91 1124 2207 | 1244 14.04 2631 | 1235 1448 44.77 | 1571 38.18 61.39
2 Mix 4 19.14 2534 2924 | 2330 27.01 30.10 | 22.67 33.46 4825|3143 33.01 53.98
ry Mix P 21.14 2596 30.12 | 24.77 29.22 31.23 | 27.66 38.84 51.15 | 35.44 45.89 62.67
§ RetrievalRE | 1534 13.34 28.14 | 17.35 19.53 2895 | 976 17.54 33.72 | 3895 52.92 72.53
& Mix 4 1634 21.82 27.81 | 21.04 2178 29.46 | 18.39 23.86 40.02 | 40.98 53.41 66.76
Mix P 19.73 22.14 28.64 | 21.54 25.69 29.72 | 21.19 31.52 47.46 | 41.18 58.54 72.54

Table 2: Micro F1 (%) of few-shot performance.

Knowprompt and RetrievalRE mean the performance of

manually labeled training samples only. Mix 4 and Mix P mean the performance of combining the use of manually
labeled training samples and constructed training samples when relation categories are divided into 4 and P groups,
where P = | N/6] and N is the total number of relation categories for each RE dataset.

LLMs Model Tacred Tacrev Retacred SemEval
Qwen2.5- 9.80 11.61  14.03 19.15
7B- P 1752 1903 2036 19.70
Instruct- - 1323 15.10  13.82 18.97
1M © 1657 2060  17.53 19.46
Qwen2.5- 958 1143 1134 28.99
14B- P~ 964 1560 1531 37.64
Instruct- Rt 1292 1386  12.04 31.98
1M 1769 1622 1413 32.77
K 1342 1469  13.68 11.88

Qwen3- P 17.99 1667 19.54 26.53
14B Rt 1250 1177 977 11.56
© 1653 1638  15.13 29.99

Table 3: Micro F1 (%) of few-shot performance using
constructed training samples only. The first and second
line of each model correspond to Pure 4 and Pure P.

diction of the M-BRe framework, we introduce
the Special_Avg_F1 metric, which takes into ac-
count the length of the predicted relation list. The

formula is specified as follows:
| N (PredictionSet;, ReferenceSet;)|

Precison; = —
|PredictionSet;| ’

| N (PredictionSet;, ReferenceSet;)|

Recall; =
eea |ReferenceSet;|

)

1 iv: 2 - Precision; - Recall;

Special_Avg_F1 = —
beclal_Ave— N — Precision; + Recall;
where for each test sample i, Precision; and
Recall; take 107!0 only if the intersection of

PredictionSet; and ReferenceSet; is &.

For Generated Training Samples. Considering
that the quality of the generated training samples
is difficult to directly assess, we put the generated
training samples into KnowPrompt (Chen et al.,
2022b) and RetrievalRE (Chen et al., 2022a) for
training. KnowPrompt achieves satisfying perfor-
mance through Knowledge Injection and Syner-
gistic Optimization, while RetrievalRE improves
the model’s generalization ability by combining
retrieval enhancement and prompt tuning. Their
performance on the test dataset reflects the qual-
ity of the framework-generated training samples.
The better the performance of them, the higher the
quality of the framework-generated training sam-
ples. Finally, we follow the existing RE studies and
adopt Micro F1 as the main evaluation metric.
Meanwhile, in order to further evaluate the qual-
ity of the relation extraction training samples gener-
ated by the M-BRe framework, we reformat them
into Supervised Fine-Tuning (SFT) datasets for
multi-class classification to fine-tune LLMs. The
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W TACRED TACRED-Revisit Re-TACRED SemEval
Method K=2 K=4 K=8 | K=2 K=4 K=8 | K=2 K=4 K=8 | K=2 K=4 K=8
Migq Réndom | 1465 1849 27251649 1683 2581 [ 1801 3077 37282912 3799 3658
Ours | 1495 1873 30.46 | 1972 20.85 27.36 | 2089 34.73 3934 | 3297 4374 66.98
Migp Random | 1908 2306 2601|2143 2177 2711|2265 2663 4295|2166 23.87 2993
Ours | 2032 2536 30.13 | 2452 2559 2896 | 2748 3507 5325 | 37.81 4471 68.13

Table 4: Micro F1 (%) of different algorithm of M-BRe framework on KnowPrompt. Random and Qurs mean
random and Algorithm 1-based Relation Grouping. Mix means hybrid training samples combining constructed and
manually annotated samples, where P = | N/6] and NN is the total number of relation categories for each RE dataset.

Method Tacred Tacrev Retacred SemEval
Pure 4 Random | 7.71 9.25 8.38 17.05
ure Ours | 9.80 11.61 1403  19.15
Pure P Random | 12.21 12.66 16.39 8.63
v Ours 17.52 19.03 20.36 19.70

Table 5: Micro F1 (%) of different algorithm of M-
BRe framework on KnowPrompt. Pure means purely
constructed training samples.

observed improvement in the LLMs’ multi-class
classification performance post-SFT confirms the
effectiveness of the generated samples.

5 Results and Analysis

5.1 Main Results

For M-BRe framework, we adopt 4-grouping and
| N/6]-grouping strategies to extract the relation
categories from unlabeled sentence-level texts,
which are then used to construct RE training sam-
ples. The sample sizes of RE datasets constructed
by each LLM on identical unlabeled sentence-level
texts are summarized in Appendix A.3. The main
results are detailed in Table 2 and Table 3.

Comparing to Manually Labeled Training Sam-
ples. In Table 3, Pure 4 and Pure P mean only
using framework-constructed samples for train-
ing, and they differ in the number of groupings in
“Multi-Part”, while Knowprompt and RetrievalRE
mean only using manually labeled training sam-
ples in Table 2. K denotes the number of man-
ually labeled training samples for each relation
category. The performance of Pure 4 and Pure P
on all datasets can only match or exceed that of
KnowPrompt and RetrievalRE when K = 2 or 4.
We first analyze that the unlabeled sentence-level
texts have not undergone a thorough data cleaning
and screening process. The second point is that the
distribution of relation categories extracted by the

M-BRe framework is highly imbalanced, exhibit-
ing a long-tail issue.

Comparing to Mixed Training Samples. We
mix manually labeled training samples with con-
structed training samples and use them to train RE
models. This corresponds to Mix 4 and Mix P in
Table 2. We observe that RE models’ performance
is higher than when only pure manually labeled
training samples or constructed training samples
are used under all settings. The results indicate
that incorporating the constructed training samples
with existing manually labeled training samples can
strongly enhance the performance of RE models.
However, the efficacy of the constructed training
samples diminishes as the volume of manually la-
beled training data increase. Our analysis suggests
that synthetically constructed training samples can
effectively improve RE models’ understanding of
relation categories when manually labeled train-
ing data are scarce. As the volume of manually
labeled data increase, the quality variability of the
generated training samples introduce noise, due
to uncleaned text sources. This results in poten-
tial misinterpretation of relation categories by RE
models, ultimately leading to a slow performance
improvement when using mixed training data.

Comparing to Number of Groups. We estab-
lish relation category groupings with sizes 4 and
P, corresponding to Mix 4 and Mix P in Table 2,
along with Pure 4 and Pure P in Table 3. The ex-
perimental results demonstrate that Pure P consis-
tently outperforms Pure 4 across all datasets. We at-
tribute this superiority to Pure P’s larger number of
groupings, which provides greater discriminability
among relation categories, thereby enabling LLMs
to make more accurate judgments. Moreover, un-
der all few-shot settings, Mix P outperforms Mix
4, although the performance gap diminishes with
increasing K. We attribute this to the reduced con-
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Qwen2.5-7B-Instruct-1M

Qwen2.5-14B-Instruct-1M

Method
Macro-P  Macro-R  Macro-F1  Micro-F1 | Macro-P  Macro-R  Macro-F1 ~ Micro-F1
Base 41.54 27.94 24.64 24.37 57.00 53.25 47.80 47.36
Only Generated 50.72 47.64 45.32 43.95 61.84 57.37 58.22 56.22
Only Manual 64.97 61.59 60.33 64.73 71.46 70.20 68.00 66.85
Manual—Generated 58.94 56.87 58.14 55.73 64.73 66.38 63.72 61.42
Generated—Manual 69.21 66.36 64.82 69.08 73.43 76.47 73.81 72.32

Table 6: Micro F1 (%) of each LLM with different SFT routes. Base means LLM without SFT. Only Generated
means only using LLMs-generated training samples for SFT. Only Manual means only using manually labeled
training samples for SFT. Manual—Generated means using LLMs-generated training samples first and then
manually labeled training samples for SFT. Generated—Manual means using manually labeled training samples

first and then LLMs-generated training samples for SFT.

tribution of LLMs-generated training samples in
RE model training as more manually labeled data
become available, where certain inevitable noise
even exerts negative effects on model training. This
phenomenon demonstrate that the number of group-
ings significantly impacts RE performance of M-
BRe framework. Therefore, we conduct a com-
prehensive experimental analysis into the effect of
grouping quantity in “§5.3 Number of Groupings”.

5.2 Ablation Analysis

In order to verify the effectiveness of Relation
Groupings Algorithm, we conduct comprehensive
ablation experiments: relation categories were di-
vided into 4 and P groups using both the Relation
Grouping Algorithm and other grouping ways. As
demonstrated in Figure 5 and Appendix B.3, our
method significantly enhances the relation extrac-
tion capability of the M-BRe framework across all
evaluation metrics, while simultaneously achieving
faster processing speed than the random grouping
approach.

To further validate the effectiveness of our ap-
proach, we employed random-based M-BRe frame-
work on the same unlabeled sentence-level texts to
extract relation categories and construct RE train-
ing samples with Qwen2.5-7B-Instruct-1M. These
samples were subsequently utilized to train Know-
Prompt for comparative performance evaluation.
As shown in Table 4 and 5, Ours (Pure 4, P) con-
sistently outperform Random (Pure 4, P), demon-
strating that the constructed RE training samples
with Algorithm 1-based Relation Grouping achieve
higher quality than those with random Relation
Grouping, under both grouping sizes of 4 and P.
Ours (Mix 4, P) also consistently exhibit superior
performance to Random (Mix 4, P) in all settings,
further validating the aforementioned conclusions.

5.3 Number of Groups

Evidently, the number of relation category groups
significantly impacts the overall performance of
the M-BRe framework. Therefore, we conducted
comprehensive experiments while controlling this
variable as shown in Figure 4 and Appendix B.1.
The relation extraction performance of the M-BRe
framework gradually improves with increasing
number of groups. At | N/6] groups, the perfor-
mance essentially peaks, matching that of the bi-
nary classification approach while achieving more
than twice the processing speed. Our analysis
shows that at [ N/6] groups, the M-BRe frame-
work combines the advantages of both multi-class
and binary classification, enabling rapid relation ex-
traction from unlabeled sentence-level texts while
maintaining accuracy. However, the framework’s
performance begins to gradually degrade as the
number of groupings continues to increase. We
attribute this to the lengthened output list in the
Multi-prompt phase as group numbers increase,
leading to accumulated error propagation. This
phenomenon demonstrates the existence of an in-
flection point for group numbers, confirming that
more groups do not necessarily yield better results.

54 Cold Start for SFT

We reconstruct the training samples generated by
the M-BRe framework and the 8-shot manually
labeled training samples into an SFT dataset, then
fine-tune Qwen2.5-7B-Instruct-1M and Qwen2.5-
14B-Instruct-1M through the following four routes:

* Using only LLMs-generated training samples.

* Using only manually labeled training samples.

* Using LLMs-generated training samples first
and then manually labeled training samples.
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Figure 4: Micro F1 (%) and Special_Avg_F1 (%) of different number of groupings on each LLM.
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Figure 5: Comparative evaluation of the two methods’
effects on M-BRe framework performance. Ours and
Random represent Algorithm 1-based and random Re-
lation Grouping in the M-BRe framework.

* Using manually labeled training samples first
and then LLMs-generated training samples.

As shown in Table 6, all SFT routes significantly
improve the performance of LLMs on direct multi-
class relation extraction, further demonstrating the
effectiveness of LLMs-generated training samples.
Admittedly, the performance after SFT with man-
ually labeled training samples surpasses that with
LLMs-generated training samples, which we at-
tribute to the two major characteristics of LLMs-
generated training samples mentioned in “§5.1
Main Results”. Meanwhile, it is encouraging to
observe that the performance after two-stage fine-
tuning (first with LLMs-generated then manually
labeled samples) slightly outperforms using only
manually labeled samples. We posit that the LLMs-
generated training samples serve as a cold start for
the second-stage fine-tuning, thereby effectively
enhancing LLMs’ performance.

6 Conclusion

In this paper, we propose a novel M-BRe frame-
work for constructing RE training samples with
LLMs. This framework effectively combines the
advantages of multi-class and binary classifica-
tion to efficiently utilize unlabeled texts to acquire
sentence-level RE training samples, particularly
through the Relation Grouping Module and the La-
bel Decision Module. The former enables LLMs
to rapidly comprehend and distinguish different
relations while making an accurate classification
judgment. The latter allows LLMs to verify their
judgments while accommodating cases where sin-
gle head-tail entity pair may correspond to multiple
valid relations. Experimental results prove the ef-
fectiveness of RE training samples constructed by
the M-BRe framework in few-shot scenarios.

In future work, we plan to explore the follow-
ing directions: (1) more rational and effective ap-
proaches for Relation Grouping; (2) alternative
methods for relation category judgment that outper-
form Confidence-based approaches.

Limitations

Despite our best efforts, the proposed M-BRe
framework in this paper still has several limitations.

Long-Tail Issue: Constrained by the nature of
unlabeled sentence-level texts, the distribution of
RE training samples constructed by B-MRe frame-
work exhibits a long-tail issue, where the scarcity of
instances for certain relation categories may limit
the performance of RE models.
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LLMs: Although we have enabled the M-BRe
framework to efficiently construct RE training sam-
ples, the quality of these constructed samples re-
mains significantly influenced by the inherent ca-
pabilities of the open-source LLMs themselves.
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A Experimental Details

A.1 Datasets

For comprehensive experiments, we conducted ex-
periments on four relation extraction datasets: TA-
CRED, TACRED-Revisit, Re-TACRED and Se-
mEval 2010 Task 8 (SemEval). The statistics of
the RE datasets are shown in Table 7. A brief intro-
duction to these data is given below:

TACRED: a large-scale sentence-level relation
extraction dataset from the annual TACBP4 chal-
lenge, containing over 106,000 sentences. It in-
volves 42 different relation categories, including
41 common relation categories and a special “no
relation” relation category.

TACRED-Revisit: a dataset constructed on the
basis of the TACRED dataset. The researchers
found errors in the development and test sets of
the original TACRED dataset and corrected them
while keeping the training set intact.

Re-TACRED: another version of the TACRED
dataset, which addresses some of the shortcomings
of the original TACRED dataset by reconstructing
the training, validation and test sets. Meanwhile,
this dataset removes the original 6 relation cate-
gories and adds 4 new relation categories to the
TACRED dataset, so that a dataset with 40 relation
categories is finally obtained.

SemEval: atraditional relation extraction dataset,
containing 10,717 annotated samples, covers 9 bi-
directional relation categories and a special “no
relation” relation category.

Dataset Train Val Test Relation
SemEval 6,507 1,493 2,717 19
TACRED 68,124 22,631 15,509 42
TACRED-Revisit 68,124 22,631 15,509 42
Re-TACRED 58,465 19,584 13,418 40

Table 7: Statistics of the RE datasets. Including the
numbers of instances in different splits and the numbers
of relation categories.

A.2 Implementation Details

For KnowPrompt and RetrievalRE. We follow
(Chen et al., 2022b,a) and use ROBERTA_LARGE
(Liu et al., 2019) in all experiments for comparison.

For Large Language Models. Considering the
cost requirements and the strength of the different

LLMs themselves, we used Qwen2.5-7B-Instruct-
1M, Qwen2.5-14B-Instruct-1M (Yang et al., 2025),
Qwen3-14B in our experiments, setting tempera-
ture = 0.6. For post-processing, since the unla-
beled text has not been filtered, the following two
data distributions appear after extracting relation
categories with the B-MRe framework: (1) Most
sentence-level texts are meaningless, so the num-
ber ratio of “NA” to “non-NA” is relatively large.
(2) In sentence-level text, the frequency of differ-
ent “non-NA” relation categories is different, so
their number shows a long-tailed distribution. To
combat this, we calculated the average number of
“non-NA” relation categories. This number of sam-
ples are randomly selected from the “NA” relation
category and combined with the “non-NA” relation
category to form the final training data.

For Supervised Fine-Tuning. All models are
fine-tuned using the LLaMA-Factory framework
(Zheng et al., 2024) on 8§ NVIDIA RTX 3090 GPUs.
We employ Low-Rank Adaptation (LoRA) (Hu
et al., 2022) with rank r» = 16 applied to all linear
layers. Other hyperparameters include a batch size
of 4, a learning rate of 10~4, and 3 training epochs.

A.3 Statistics on the number of samples
constructed by each LLM

The number of unlabeled sentences used in our ex-
periments is 4401. Tabel 8 details the number of
generated RE training samples for each LLM, it
can be seen that the existence of relations within
unlabeled sentences is indeed very sparse. Table
9 details the number of constructed RE training
samples for each LLM. Our analysis reveals that in-
dividual LLMs with stronger performance exhibit
enhanced capability in constructing RE training
samples from unlabeled text, whereas the group-
ing factor demonstrates no statistically significant
impact on the yield of RE training instances.

A4 Relation Explanation

We give explanations for each relation in the four
datasets. The detailed explanation for each relation
is shown in Table 14.

B Experimental Results

B.1 Number of Groupings

Table 13 details the concrete relation extraction
performance of the M-BRE framework, evaluating
the comprehensive metrics under different number
of groupings. Regarding the Tacred and SemEval
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LLMs Dataset Number of non-NA Relevant ratio  Relevant quantity
Qwen2.5-7B-  Tacred 4/P 807/799 151/146 5/6
Instruct-1IM  Semeval 4/P 628/498 152/144 3/3
Qwen2.5-14B-  Tacred 4/P 855/974 102/253 32
Instruct-IM  Semeval 4/P 1561/1657 403/224 0/0
Tacred 4/P 890/827 122/110 6/6
Qwen3-14B acre
Semeval 4/P 803/1041 330/197 5/4

Table 8: Number of non-NA represents the number of non-NA relation categories, relevant ratio represents
the number ratio of relations with maximum generated quantities to relations with minimum generated quantities,
relevant quantity represents the number of relations generated with a quantity of 0.

LLMs Tacred Tacrev Retacred SemEval
Qwen2.5-7B- 411 411 376 670
Instruct-1M 429 429 383 531
Qwen2.5-14B- 476 476 448 1648
Instruct-1M 510 510 445 1749
915 915 833 865
Qwen3-148 851 851 759 1115

Table 9: Number of samples constructed by each LLM.
The first and second rows of each LLM correspond to
group 4 and group p, where p = | N/6] and N is the
total number of relation categories for each RE dataset.

datasets, our experimental configurations employ
group sizes of [2, 13] and [2, 9] respectively.

B.2 Case Study

In response to the special phenomenon of “Multi-
Yes” mentioned in §3.3 Confidence Judgement
Module, we conduct a case study on RE training
samples constructed by the M-BRe framework.

As shown in Figure 6, some head-tail entity pairs
from unlabeled texts can be plausibly explained by
multiple relation categories. Our M-BRe frame-
work does not restrict the LLMs to output single
relation category or “NA/no_relation/Others”. By
granting the LLMs greater creative diversity, more
and more valid high-quality RE training samples
can be constructed from single sentence-level unla-
beled text.

B.3 Other Grouping Methods

We have supplemented experiments on the rela-
tion grouping algorithms, including K-Means and
hierarchical clustering. The experiments were con-
ducted with the number of clusters set to 4 and
| N/6], using Qwen2.5-7B-Instruct-1M, Qwen?2.5-
14B-Instruct-1M, and Qwen3-14B. The primary

evaluation metrics were Micro-F1, Macro-F1, and
Special_Avg_F1. As shown in Table 10. Our rela-
tion grouping algorithm outperforms both K-Means
and hierarchical clustering across most experimen-
tal conditions. This further validates the superiority
of our proposed approach.

C Relation Grouping Algorithm

The detailed Relation Grouping Algorithm is given
in Algorithm 1.

Algorithm 1: Relation Grouping
Input: Relation list R, k < ||R|/6]
Output: Groups G = {g1, ..., gk }
1: V < TF-IDF(R) {Vectorize relations}
2: S « cosine(V),
D <+ 1 — S {Similarity matrices}
3: G + {@}* {Initialize groups}
4: (i,7) < argmax(D) {Select seeds}
5091 < {Ri}, g2 < {R;}
6: while 3 unassigned relations do
7
8
9

for r,, € unassigned do
g* < argming, max; eg, S[ru][rg]

: end for
10:  g* < g* U {r*} {Assign best candidate}
11: end while
12: G « sort(R]indices])

{Recover original relations}

13: return G

D Resource Consumption

The detailed Resource Consumption is given in
Table 12.

5234



Qwen2.5-7B-Instruct-1M for Tacred Qwen2.5-7B-Instruct-1M for SemEval
Method

Mi-F1 Ma-F1 S_A_Fl Mi-F1 Ma-F1 S_A_FI

K-Means 4/P | 48.79/51.21 50.65/53.02 40.71/37.80 | 20.88/37.36 18.38/31.64 19.78/31.07
Hierarchical 4/P | 48.31/50.72 50.72/52.62 40.39/38.58 | 28.57/26.37 23.97/23.21 26.37/25.64
Ours 4/P 57.10/60.50 54.05/57.86 42.19/38.91 | 30.98/39.52 34.74/38.95 27.29/32.05

Method Qwen2.5-14B-Instruct-1M for Tacred Qwen2.5-14B-Instruct-1M for SemEval
etho

Mi-F1 Ma-F1 S_A_Fl Mi-F1 Ma-F1 S_A_FI

K-Means 4/P | 54.11/57.97 58.30/62.08 42.09/35.36 | 47.25/51.65 44.05/47.72 30.29/32.86
Hierarchical 4/P | 53.62/58.94 57.79/62.71 42.24/38.23 | 50.04/46.15 51.61/41.98 33.92/35.77
Ours 4/P 61.35/65.55 59.76/63.10 45.22/38.27 | 51.12/52.75 54.74/56.84 37.07/39.56

Method Qwen3-14B for Tacred Qwen3-14B for SemEval

Mi-F1 Ma-F1 S_A_Fl Mi-F1 Ma-F1 S_A_FI

K-Means 4/P | 67.63/71.01 70.29/73.68 42.46/40.90 | 19.57/20.88 17.79/18.74 14.65/16.21
Hierarchical 4/P | 64.73/70.53 68.08/74.66 42.82/40.92 | 18.27/20.47 21.58/22.49 19.01/20.88
Ours 4/P 70.68/76.89 70.95/76.19 46.07/41.15 | 19.76/21.16 24.21/25.26 15.38/17.22

Table 10: Performance Results of Different Relation Grouping Methods for group 4 and group p, where p = | N/6]
and N is the total number of relation categories for each RE dataset. Mi-F1, Ma-F1 and S_A_F1 represent Micro
F1, Macro F1 and Special_Avg_F1.

E M-BRe for Fine-Grained Named Entity
Recognition

We applied the M-BRe framework (Qwen2.5-14B-
Instruct-1M) to Fine-Grained Named Entity Recog-
nition. Experimental results on two datasets are
shown in Table 11. It can be observed that the
M-BRe framework also demonstrates high perfor-
mance with low computational and time cost.

Datasets Methods Precison Recall S_A_F1 Time(h)

Multi 28.10 1.27 2.39 0.14
BNN M-BRe 30.20 40.00 32.04 2.52
Binary 26.09 94.05 37.93 5.18

Multi 31.48 0.70 1.36 0.22
OntoNotes M-BRe 3091 23.81 24.03 4.12
Binary 2797 79.80 37.73 7.55

Table 11: Performance comparison of M-BRe Frame-
work on Fine-Grained Named Entity Recognition.
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Index

Sentence-Level Open-domain Text

August 25, 2001, Aaliyah y;; was killed in an airplane accident in the Bahamas ., when the badly
overloaded aircraft she was traveling in crashed shortly after takeoff, killing all nine on board.

Relation Category
per:origin
per:city_of death
per:country_of death
per:title
per:employee of
per:children

per:other family

org:city of branch
org:stateorprovince_of branch
per:origin
per:country of birth
per:spouse
per:other family
org:city of branch

org:stateorprovince_of branch

D Elon Reeve Musk ,;, is a CEO and product architect of Tesla, Inc .

3 She 1. is the eldest child of Dina | and Michael Lohan.

4 The oldest continuing partnership in the United States is that of Cadwalader , Wickersham & Taft .,
founded in 1792 , in New York City 5.

5 In the first round of elimination, she faced 39th-ranked Deonne Bridger ;: of Australia .

6 Later Begum Abida Ahmed i, wife of the late President Fakhruddin Ali Ahmed 1, supported many very
costly productions.

7 Moving their entire operations to New Jersey v, the brothers continued to struggle with recordings , and
eventually formed T-Neck Records y;; in 1964.

8 He saw service in 1794 in the Flanders Campaign 1 of the French Revolutionary Wars .

9 Fellow Belgian y;; Johan Museeuw - had escaped to a solo victory.

10 In August 2004 , "Nemesis" 1y at Alton Towers ;; broke the record with 32 riders.

Message-Topic(e2,el)
Component-Whole(e2,el)
Member-Collection(e2,e1)

Entity-Origin(el,e2)
Product-Producer(e2,e1)
Component-Whole(e2,el)

Figure 6: A case study of relation extraction on sentence-level unlabeled text with the M-BRe framework, where
HE and TE represents the head entity and the tail entity.

LLMs Method Average Tokens Processed (Tacred/Semeval) GPU Type
Multi-Class 1920/860 NVIDIA RTX 3090*1
Qwen2.5-7B- M-BRe 4 3560/2400 NVIDIA RTX 3090*1
Instruct-1IM ~ M-BRe | N/6| 4655/2100 NVIDIA RTX 3090*1
Binary-Class 14070/5700 NVIDIA RTX 3090*1
Multi-Class 1920/860 NVIDIA RTX 3090%2
Qwen2.5-14B- M-BRe 4 3560/2400 NVIDIA RTX 3090%2
Instruct-1IM  M-BRe | N/6| 4655/2100 NVIDIA RTX 3090%2
Binary-Class 14070/5700 NVIDIA RTX 3090%2
Multi-Class 1920/860 NVIDIA RTX 3090*2
M-BRe 4 3560/2400 NVIDIA RTX 3090*2

Qwen3-14B

M-BRe | N/6] 4655/2100 NVIDIA RTX 3090*2
Binary-Class 14070/5700 NVIDIA RTX 3090*2

Table 12: Resource consumption of various LLMs under different frameworks.
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Qwen2.5-7B-Instruct-1M for Tacred Qwen2.5-7B-Instruct-1M for SemEval
Ma-P Ma-R Ma-F1 Mi-F1 S_A_F1 Time(h) ‘ Ma-P Ma-R Ma-F1 Mi-F1 S_A_F1 Time(h)

Mix2 | 44.44 5449 4452 4551 38.81 0.22 34.07 3759 3263 32.08 28.94 0.09
Mix3 | 50.24 68.79 50.24 5220  42.11 0.33 40.66 47.06 38.95 39.52  32.05 0.13
Mix4 | 54.11 70.70 54.05 57.10 42.19 0.46 36.26 3525 3474 30.98 27.29 0.16
Mix5 | 55.55 72.11 5548 5848 39.61 0.53 2747 2613 2632 2347 20.37 0.21
Mix6 | 56.04 7033 5595 57.86  40.53 0.69 2747 24.04 2632 21.52 19.93 0.24
Mix7 | 57.97 7397 57.86 60.50 38.91 0.72 28.57 31.43 2737 24.85 19.34 0.27
Mix8 | 56.04 71.68 5595 5841 37.92 0.84 31.87 2372 3053 2528 19.93 0.28
Mix9 | 56.04 7435 5595 59.37 37.04 0.93 30.77 3598 2947  26.35 18.92 0.32
Mix10 | 55.07 67.38 55.00 56.15 35.33 1.17 - - - - - -
Mix11 | 57.00 74.66 5690 59.74 35.47 1.18 - - - - - -
Mix12 | 5797 7385 57.86 61.27 36.06 1.23 - - - - - -
Mix13 | 57.97 73.60 57.86 61.51 33.89 1.49 - - - - - -

Qwen2.5-14B-Instruct-1M for Tacred Qwen?2.5-14B-Instruct-1M for SemEval
Ma-P Ma-R Ma-FI Mi-FI S_A_Fl Time(h) Ma-R Ma-FI Mi-F1 S_A_Fl Time(h)

Mix2 | 57.00 68.32 5690 57.75 51.37 0.87 4945 5344 4737 46.19  40.29 0.27
Mix3 | 56.52 68.03 56.43 58.19 4549 1.27 5495 55.75 56.84 5275  39.56 0.42
Mix4 | 59.90 73.86 59.76 61.35 45.22 1.66 57.14 5848 5474 51.12 37.07 0.63
Mix5 | 5942 69.12 5929 59.76 4147 2.26 59.34 65.61 61.05 59.25 38.72 0.71
Mix6 | 62.32 81.09 62.14 6537  41.76 3.02 61.54 5450 5895 54.93 35.90 0.73
Mix7 | 63.29 77.79 63.10 65.55  38.27 3.08 63.74 61.05 61.05 5841 39.35 0.87
Mix8 | 63.29 8042 63.10 65.09 37.15 3.77 63.74 7258 61.05 61.22 30.97 1.03
Mix9 | 63.77 8445 63.57 67.65 34.96 3.87 64.84 7798 6632 6591 27.35 1.18
Mix10 | 62.80 80.64 62.62 65.88 31.26 4.27 - - - - - -
Mix11 | 6522 85.64 65.00 68.87 31.65 4.50 - - - - - -
Mix12 | 64.25 8497 6405 67.80 3023 5.57 - - - - - -
Mix13 | 66.67 85.19 6643 70.14 30.15 6.33 - - - - - -

Qwen3-14B for Tacred Qwen3-14B for SemEval
Ma-P Ma-R Ma-F1 Mi-F1 S_A_F1 Time(h) ‘ Ma-P Ma-R Ma-F1 Mi-F1 S_A_F1 Time(h)

Mix2 | 68.12 77.20 68.57 69.43 56.84 0.34 15.38 24.85 1474 14.23 14.29 0.11
Mix3 | 69.57 77.15 69.29 70.03 51.21 0.56 2198 30.50 25.26 21.16 17.22 0.17
Mix4 | 70.53 7691 70.95 70.68 46.07 0.61 20.88 28.06 2421 19.76 15.38 0.25
Mix5 | 71.98 81.21 7238 72.83 43.41 0.80 13.19 1122 1263 7.84 9.30 0.31
Mix6 | 72.46 87.53 72.86 74.73 42.87 0.85 1538 21.12 1474 11.69 11.02 0.41
Mix7 | 7585 84.19 76.19 76.89 41.15 0.87 12.08 24.01 11.58 10.38 6.69 0.45
Mix8 | 77.29 89.87 77.62 79.32 37.96 0.99 1099 17.00 1053 827 5.07 0.51
Mix9 | 75.85 86.52 76.19 77.74 35.46 1.08 1538 15.65 1895 1287 6.79 0.44
Mix10 | 76.33 89.20 76.67 78.45 35.82 1.23 - - - - - -
Mix11 | 76.33 8586 7595 77.47 31.88 1.28 - - - - - -
Mix12 | 76.33 86.08 76.67 78.49 31.27 1.73 - - - - - -
Mix13 | 77.29 88.28 77.62 79.25 3042 1.75 - - - - - -

Group

Group

=z
®
!

Group

Table 13: Comprehensive assessment of different Number of Groupings. Ma-P, Ma-R, Ma-F1, Mi-F1 and S_A_F1
respectively represent Macro Precision, Macro Recall, Macro F1, Micro F1 and Special_Avg_F1. Bold denotes the
optimal trade-off point.

5237



Relation

Explanation

Component-Whole (e2,e1)

Tail entity e2 is the component of head entity el, and head entity el is
the whole of tail entity e2.

Instrument-Agency (e2,el)

Tail entity e2 is the instrument of head entity el, and head entity el is
the agency of tail entity e2.

Member-Collection (el,e2)

Head entity el is the member of tail entity €2, and tail entity e2 is the
collection of head entity el.

Cause-Effect (e2,el)

Tail entity e2 is the cause of head entity el, and head entity el is the
effect of tail entity e2.

Entity-Destination (el,e2)

Head entity el is the entity of tail entity e2, and tail entity e2 is the
destination of head entity el.

Content-Container (el,e2)

Head entity el is the content of tail entity e2, and tail entity e2 is the
container of head entity el.

Message-Topic (el,e2)

Head entity el is the message of tail entity e2, and tail entity e2 is the
topic of head entity el.

Product-Producer (e2,el)

Tail entity e2 is the product of head entity el, and head entity el is the
producer of tail entity e2.

Member-Collection (e2,el)

Tail entity e2 is the member of head entity el, and head entity el is the
collection of tail entity e2.

Entity-Origin (el,e2)

Head entity el is the entity of tail entity e2, and tail entity e2 is the
origin of head entity el.

Cause-Effect (el,e2)

Head entity el is the cause of tail entity e2, and tail entity e2 is the
effect of head entity el.

Component-Whole (el,e2)

Head entity el is the component of tail entity €2, and tail entity e2 is
the whole of head entity el.

Message-Topic (e2,el)

Tail entity e2 is the message of head entity el, and head entity el is the
topic of tail entity e2.

Product-Producer (el,e2)

Head entity el is the product of tail entity e2, and tail entity e2 is the
producer of head entity el.

Entity-Origin (e2,e1)

Tail entity e2 is the entity of head entity el, and head entity el is the
origin of tail entity e2.

Content-Container (e2,el)

Tail entity e2 is the content of head entity el, and head entity el is the
container of tail entity e2.

Instrument-Agency (el,e2)

Head entity el is the instrument of tail entity e2, and tail entity e2 is
the agency of head entity el.

Entity-Destination (e2,e1)

Tail entity e2 is the entity of head entity el, and head entity el is the
destination of tail entity e2.

Other

There is no relationship or unrecognized relationship between the head
and tail entities.

org:founded

The founding time of an organization.

org:subsidiaries

The subsidiaries of an organization.

per:date_of_birth

The date of birth of a person.

per:cause_of_death

The cause of death of a person.

per:age

The age of a person.

per:stateorprovince_of_birth

The state or province of birth of a person.
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Relation

Explanation

per:countries_of_residence

The countries where a person resides.

per:country_of_birth

The country of birth of a person.

per:stateorprovinces_of_residence

The states or provinces where a person resides.

org:website

The website of an organization.

per:cities_of_residence

The cities where a person resides.

per:parents

The parents of a person.

per:employee_of

The organization where a person is employed.

NA/no_relation

Unknown or non-existent relation.

per:city_of_birth

The city of birth of a person.

org:parents

The parent company of an organization.

org:political/religious_affiliation

The political or religious affiliation of an organization.

per:schools_attended

The schools attended by a person.

per:country_of_death

The country where a person died.

per:children

The children of a person.

org:top_members/employees

The top members/employees of an organization.

per:date_of_death

The date of death of a person.

org:members

The members of an organization.

org:alternate_names

The alternate names of an organization.

per:religion

The religion of a person.

org:member_of

The organization to which a member belongs.

org:city_of_headquarters

The city where the headquarters of an organization is located.

per:origin

The origin of a person.

org:shareholders

The shareholders of an organization.

per:charges

The charges against a person.

per:title

The occupation of a person.

org:number_of_employees/members

The number of employees/members in an organization.

org:dissolved

The date of dissolution of the organization.

org:country_of_headquarters

The country where headquarters of an organization is located.

per: alternate_names

The alternate names of a person.

per:siblings

The siblings of a person.

org:stateorprovince_of_headquarters

The state or province where headquarters of an organization is located.

per:spouse

The spouse of a person.

per:other_family

Other family members of a person.

per:city_of_death

The city where a person died.

per:stateorprovince_of_death

The state or province where a person died.

org:founded_by

The founder of an organization.

org:country_of_branch

The country where a branch of an organization is located.

org:city_of_branch

The city where a branch of an organization is located.

org:stateorprovince_of_branch

The state or province where branch of an organization is located.

per:identity

The identity information or characteristics of a person.

Table 14: Explanation of each relation in the four datasets.
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