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Abstract

Current research on long-form context in Large
Language Models (LLMs) primarily focuses on
the understanding of long-contexts, the Open-
ended Long Text Generation (Open-LTG) re-
mains insufficiently explored. Training a long-
context generation model requires curation of
gold-standard reference data, which is typi-
cally nonexistent for informative Open-LTG
tasks. However, previous methods only uti-
lize general assessments as reward signals,
which limits accuracy. To bridge this gap,
we introduce ProxyReward, an innovative re-
inforcement learning (RL) based framework,
which includes a dataset and a reward signal
computation method. Firstly, ProxyReward
Dataset generation is accomplished through
simple prompts that enables the model to cre-
ate automatically, obviating extensive labeled
data or significant manual effort. Secondly,
ProxyReward Signal offers a targeted evalu-
ation of information comprehensiveness and
accuracy for specific questions. The experi-
mental results indicate that our method Prox-
yReward surpasses even GPT-4-Turbo. It can
significantly enhance performance by 20% on
the Open-LTG task when training widely used
open-source models, while also surpassing the
LLM-as-a-Judge approach. Our work presents
effective methods to enhance the ability of
LLMs to address complex open-ended ques-
tions posed by humans. The code is available at:
https://github.com/zhihan-guo/ProxyReward/.

1 Introduction

Open-ended Long Text Generation (Open-LTG)
represents a significant challenge in the field of
large language model (LLM) research(Kumar et al.,
2024; Lee et al., 2022), owing to its inherent open-
ness and complexity (Li et al., 2023; Sudhakaran
et al., 2023; Brown et al., 2020; Touvron et al.,
2023). While current research has made substantial
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Figure 1: Illustration of the ProxyReward model and
its two advantages: automatic over human data label
annotation and the existence of reward signals for Open-
LTG problems.
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progress in enhancing LLMs’ ability to understand
long contexts (Wu et al., 2024b), the complemen-
tary challenge of generating coherent, informative,
and contextually grounded outputs spanning thou-
sands of tokens remains critically underexplored
(Bai et al., 2024c; Li et al., 2024a,b; Liu et al.,
2025). As illustrated in Figure 1, designing tar-
geted training reward signals represents an essen-
tial component in addressing this challenge.

The Open-LTG task faces several fundamental
obstacles that have impeded progress in this do-
main (Que et al., 2024; Liu et al., 2024b). Un-
like traditional LLM generation tasks which have
clear reference answers, Open-LTG lacks standard
answers due to the inherent complexity of infor-
mation in long texts (Koksal et al., 2023). Con-
sequently, Open-LTG responses do not follow a
single pattern, resulting in insufficient reward sig-
nals during model training (Zhang et al., 2024).
Moreover, annotation of Open-LTG data requires
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the creation of substantial high-quality long-form
content (Pham et al., 2024), traditionally demand-
ing domain experts with extensive knowledge, lead-
ing to inefficiency and prohibitive costs (Micheletti
et al., 2024). Thirdly, experts’ subjective prefer-
ences regarding long-text quality often result in
inconsistent evaluations (Tan et al., 2024; Bai et al.,
2024b; Guo et al., 2024a), while the diversity of
long-form content further complicates efforts to
translate subjective assessments to objective evalu-
ation metrics (Xu et al., 2023; Krishna et al., 2023).

To bridge this critical gap, this paper introduces
ProxyReward, an innovative reinforcement learn-
ing (RL)-based framework designed specifically for
open-ended long-context generation. The frame-
work consists of two key components. First, the
ProxyReward dataset includes 9,271 long-form
meta-questions across multiple domains and as-
sociated multiple proxy question-answer pairs gen-
erated via simple prompts. This dataset is con-
structed automatically without the need of exten-
sive labeled data or significant manual effort. Sec-
ond, the ProxyReward signal transforms the subjec-
tive and challenging task of evaluating long-form
content quality into a long-context understanding
task at which has been fully explored on the long-
context LLMs (Li et al., 2024b; Guo et al., 2024b).
This approach effectively provides targeted reward
signals for more effective model training.

The central innovation of ProxyReward lies in
its unique (meta-question, proxy question-answer
pairs) structure. For each meta-question, the proxy
question-answer pairs comprise multiple questions
and corresponding boolean answers, which simi-
lar to reading comprehension tests. Our approach
leverages these proxy question-answer pairs to de-
rive informative reward signals for reinforcement
learning, eliminating the need for gold standard
responses and encouraging the generation of more
informative and comprehensive outputs. By trans-
forming subjective evaluation of long-form content
as an objective assessment task grounded in the
reading comprehension abilities of language mod-
els, ProxyReward effectively addresses the core
challenges of Open-LTG tasks.

Our main contributions are as follows:

* The ProxyReward Dataset is constructed
through a simple, scalable process without
relying on predefined response patterns, elim-
inating the need for costly and labor-intensive
supervised annotation.

* The ProxyReward serves as a targeted reward
mechanism. It leverages the long-context un-
derstanding capabilities of LLMs to generate
informative reward signals that guide model
optimization without relying on traditional
gold references.

* The ProxyReward dataset is also a multi-
objective RL benchmark. It features dozens
of fine-grained proxy checks for each meta-
question, designed to assess coverage and ac-
curacy in Open-LTG.

* Experiments demonstrate that ProxyReward
significantly enhances performance on the
ProxyQA benchmark (increase 20%) applied
to Qwen and Llama models, and even surpass-
ing GPT-4-Turbo. This validates its effective-
ness for the Open-LTG task.

2 Related Work

2.1 Long-context Language Model

Long-context language models are designed to
overcome the context length limitations of lan-
guage models, enabling them to support a wide
range of long context tasks effectively (Xiong et al.,
2023; Ma et al., 2024; Guo et al., 2025b). A promi-
nent line of research focuses on improving the
transformer architecture through efficient attention
mechanisms (Tay et al., 2020, 2022; Zaheer et al.,
2020; Jiang et al., 2024), structured state space
models (Gu et al., 2021; Poli et al., 2023) or mem-
ory recurrent (Bulatov et al., 2022), in order to
alleviate the context length limitations. However,
these approaches often involve significant approx-
imations that deviate from full attention, making
them less compatible with fine-tuning pre-trained
large language models (Ma et al., 2024). Another
active direction involves extending the context win-
dow via continual pre-training and supervised fine-
tuning on longer sequences (Xiong et al., 2024;
Peng et al., 2024; Chen et al., 2023; Fu et al., 2024;
Bai et al., 2024a). While these methods typically
requires higher computational costs, they gener-
ally achieve superior performance on a variety of
long-context tasks. More recently, (Jin et al., 2025)
combine policy network with multi-turn search en-
gine calling have shown significant success. In this
work, we focus on long-context generation task by
designing a targeted reward signal.
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Algorithm 1: Synthetic preference align-
ment pipeline

Input: Reference model G, r, preference
dataset D, iterations W
1 forw=1,2... Wdo
D., + w-th partition of D;
for m € D,, do
4 L Generate response 7 using Gy ¢(m);

w N

5 {Y, Yw, y1} < Rank responses by
preference;

6 Dy {(maywvyl) | mEDw};

7 Gy, < argming L£(0) as defined in
Equation 2;

8 where rj is given by Equation 3;

9 g'ref < Go,s

2.2 Improving LLM with AI Feedback

Reinforcement learning from human feedback
(RLHF) is crucial for aligning LLMs with hu-
man values, enables them to pursue diverse goals
by learning from human feedback (Ouyang et al.,
2022; Yuan et al., 2023; Rafailov et al., 2023; Song
et al., 2024; Zhang et al., 2025). However, collect-
ing high-quality pairwise human preference data
is both expensive and time-consuming (Bai et al.,
2024a; Wu et al., 2024a). To address this, syn-
thetic preference data generated by LLMs presents
a promising alternative, offering scalability at a sig-
nificantly lower cost. Following this direction, (Bai
et al., 2024a) first introduced LLM-generated cri-
tiques for evaluating whether model outputs are
harmful, using human-annotated harmful prompts
as a reference. (Dubois et al., 2023) further lever-
aged API-based LLMs to select preferred model
responses, reducing human involvement. Rein-
forcement Learning with Al Feedback (RLAIF)
(Lee et al., 2024) extends this idea by using an-
other LLLM as a verifier to approximate human
judgment. Building on this, (Yang et al., 2024)
later found that using better prompts (self-improve)
that direct harmful or harmless responses can sur-
pass RLAIF. More recently, (Yuan et al., 2024)
demonstrated that combining iterative fine-tuning
with high-quality prompts generated via in-context
learning can yield surprisingly strong performance.

2.3 LLM-as-a-Judge

Before the era of LLMs, striking a balance between
comprehensive and scalable evaluation remained

a long-standing challenge (Gu et al., 2024; Wang
et al., 2024). Subjective methods such as expert-
driven assessments (Gao et al., 2023; Shi et al.,
2024) have long been considered the gold standard
due to their ability to provide holistic reasoning
and fine-grained contextual understanding. These
approaches are costly, difficult to scale, and often
suffer from inconsistency. In contrast, objective
evaluation methods, such as automatic metrics of-
fer strong scalability and consistency (Papineni
et al., 2002; Lin, 2004). These metrics rely heavily
on surface-level lexical overlaps, making them dif-
ficult to evaluate outputs that require deeper seman-
tic understanding (Schluter, 2017). The “LLM-
as-a-Judge” paradigm has emerged as a promising
alternative that combines the advantages of both
paradigms: the contextual understanding of human
evaluation and the scalability of automated metrics
(Dubois et al., 2023; Fernandes et al., 2023; Bai
et al., 2023). Studies have also used “LILM-as-a-
Judge” to train reward models and curate prefer-
ence data (Lee et al., 2024; Chen et al., 2024; Li
et al., 2024c). However, previous methods mostly
utilizing provide general assessments as reward
signal, which often lack accuracy and specificity.

3 Preliminaries

3.1 Preference Alignment

Let D = {(z,y",y~)} denote a dataset of prefer-
ences, where z is an input prompt, y*, y~ are the
responses labeled as preferred and dis-preferred,
respectively. The purpose of preference alignment
is to designing a policy 7 that maps prompts to re-
sponses, maximizing a reward that reflects human
preferences using the Bradley—Terry (BT) model:

p(y1 = yalr) = o (r* (2, y1) — (2, 92)), (D)

where r*(z,y1) represents the oracle reward of
a response given a prompt, and o(z) = {1 +
exp(—2)}~1 is the sigmoid function, mapping dif-
ferences in rewards to probabilities. A parame-
terized reward model 7y is estimated by solving a
maximum likelihood estimation (MLE) objective:

‘C(e) = _E(z,yw,yl)ND [log U(T; (:Ea yw)_T; (LU, yl)]a

2)
where v, y; are preferred and dis-preferred sample
respectively. The direct preference optimization
(DPO) (Rafailov et al., 2023) we used in this work
chose the reward as:

5154



Prompt

’
Meta-question

What are the psychological effects of music
on human emotions and mental health?

i

ProxyReward Proxy Question-answer Pair

Dataset Proxy Question: Listening to music

can alter an individual's mood?
Proxy Answer: True

Model
Gre[

&

~—_ -

ProxyReward Signal

Generation

[

Active Exploration \

| —
o
Reward

(&
" &<
P G

_______

Figure 2: ProxyReward overview. Our framework operates in three stages: First, ProxyReward automatically
generates a training dataset comprising meta-questions and their corresponding proxy question-answer pairs. Second,
a generation model actively explores k diverse responses based on these meta-questions. Third, a reward model
automatically assesses these responses using the corresponding proxy question-answer pairs to generate reward
signals, which are subsequently utilized during model training.
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to directly optimize the policy mp using the loss
L(6) in Equation 2, with the reward function r
specified by Equation 3. As the reward is implicitly
defined by the policy itself, the objective becomes
fully dependent on 6 eliminating the need for a sep-
arately trained reward model. Consequently, this
reformulation significantly improves the computa-
tional efficiency of the alignment process.

ro(z,y) = Blog 3)

3.2 Synthetic Preference Alignment Pipeline

Given the generation policy G parameterized by 6
and an LLM-based reward model R. As shown in
Table 1, the synthetic preference alignment pipeline
typically consists of the following stages:
Response Generation. Given a dataset of prompts
X = {z1, -+ ,z,}, the policy Gy generate a set
of responses {y},y?,--} which are intended to
cover diverse output patterns for each prompt x;.
Al-based Reward Assignment. For each response
y], reward score r(z;,y; ) is calculated by reward
model R, which acts as an automatic evaluator.
Policy Optimization. The policy Gy is then fine-
tuned using the synthetic reward signal. DPO are
commonly used to align the policy with the feed-
back provided by reward model R.

4 Methodology

In this section, we introduce ProxyReward, a novel
reinforcement learning (RL)-based framework for
effective long-context generation. As shown in
Figure 2, our approach comprises three key compo-
nents. First, an automatically constructed ProxyRe-

ward Dataset (Section 4.1) that utilizes LLMs to
generate diverse meta-questions with correspond-
ing proxy question-answer pairs, avoiding fixed
patterns; Second, an Active Exploration mecha-
nism (Section 4.2) that generates various long-form
contents; Third, an Automatic Assessment system
(Section 4.3) that provides targeted reward signals
to guide the optimization process. This iterative
process enables the model to improve by exploring,
evaluating, and incorporating superior response
patterns across multiple iterations. By combining
automated data construction with RL-based opti-
mization, ProxyReward efficiently addresses the
challenges of Open-LTG task.

4.1 ProxyReward Dataset Collection

One challenge of Open-LTG is that responses
do not follow a fixed pattern, making it diffi-
cult to establish standard answers when construct-
ing the training dataset. To address this issue,
we designed a ProxyReward dataset to facilitate
training data generation. This dataset consists
of meta-questions set M = {mj,ma,....,my},
where each meta-question requires lengthy con-
text to answer thoroughly. For each meta-
question m;, we develop a corresponding list of
proxy question-answer pairs represented as P; =
{(qi1,ai1), (g2, a;2), .-, (g1, a;;) }. The main idea
is to transform subjective expert evaluations of
long-form text quality into objective reading com-
prehension questions that can be automatically as-
sessed by LLMs.

These proxy question-answer pairs (¢, a) are di-
rectly related to information covered by the meta-
questions M. The proxy questions resemble read-
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User: For the topic of music, list some
questions that can only be solved
with detailed and comprehensive
responses.

Meta-Question \
Assistant: What are the psychological | [:]

[ ]
effects of music on human emotions 1
1

and mental health? ’

o

User: Identify key content for a
detailed question and create proxy
question-answer pairs to explore
those points.

Proxy Question & Answer Pair
Assistant: ['\—r]

|
Proxy Question: Listening to music |@|
can alter an individual's mood?
Proxy Answer: True

Figure 3: The pipeline of meta-questions and Proxy
Question-Answer pairs generation in ProxyReward.

ing comprehension questions (), with each one de-
signed to assess a key information point that should
be included in the long-form response text ¢t. All
Proxy answers are formulated as boolean values.
We utilize these proxy question-answer pairs (g, a)
as an objective checklist to quantify the informa-
tion content of long-form responses. We ensure
that most proxy questions have “True” as their ex-
pected answer, as “False” answers would indicate
that the information in the proxy-question q is not
sufficiently relevant to the meta-question m.

The construction method for the ProxyReward
Dataset is straightforward. Instead of traditional
manual annotation, we use a simple prompt to
automatically generate data through LLM API
calls. We begin by manually selecting 40 domains
that typically require long-form answers, includ-
ing Computer Science, Technology, History, Game,
Policy, and others. As shown in Figure 3, the au-
tomatic data generation process using the LLM
API consists of two key steps: First, for each do-
main, we prompted the LLM API to generate 9,271
meta-questions that require long-form contextual
answers. Second, for each meta-question, we in-
structed the LLM API to generate approximately 15
boolean proxy question-answer pairs. The prompts
details are shown in Appendix B. Detailed spec-
ifications of the scoring dataset are presented in
Table 1.

Table 1: Statistics of the ProxyReward Dataset.

Dataset ProxyReward
Domain 40
Meta-Question 9,271
Proxy Q&A 156,506
Metric Proxy Accuracy

4.2 Active Exploration

A significant challenge in Open-LTG is the scarcity
of large-scale human-annotated preference data ex-
hibiting diverse patterns. To address this limitation,
we implement Active Exploration, leveraging two
distinct language models: a generation model G
and a reward model R. This approach proceeds
in two phases. First, we extract a meta-question
m from the ProxyReward Dataset and input it to
our generation LLM, which produces k different
responses 1; = 1,73, ..., . Second, we feed both
the QA list from the Scoring Dataset and the k re-
sponses 7; into a higher-performing reward LLM.
This reward model comprehends all responses t;
and answers all questions g;;, outputting an answer
list A; = a41,a49, ..., a;,. Through this process,
we efficiently create a large-scale training dataset
for Open-LTG that contains diverse patterns and
high-quality annotations.

4.3 Automatic Assessment

To incorporate expert preferences while minimiz-
ing annotation costs, we introduce automatic as-
sessment as the reward signal. Specifically, we hy-
pothesize that the quality of a long-form response
r; is optimal when it enables a language model to
accurately answer all associated proxy questions
P, = (cjij,&ij)}é-zl. A response r; is deemed
thorough and informative if it facilitates correct
answers to all proxy questions, the prompt detail
as shown in Appendix B. Conversely, if r; fails to
correctly answer a significant portion of the proxy
questions, it lacks the necessary information and
coherence required for a high-quality long-form
response. Building on this intuition, we design
the reward signal as a scoring function S(r;) that
quantifies the informativeness of r;. The reward
function is defined as:

l I oA
sy = =T g

where F(a;;, a;;) is a binary function that com-

pares the predicted answer a;j for proxy question
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Table 2: Comparison of Accuracy (%) with Standard Deviation (%) of ProxyQA across different settings. Each

model runs 3 times inference and evaluation.

Model Base LLM-as-a-Judge ProxyReward ProxyReward
(Iter 1) (Iter 2)
Qwen2.5-1.5B-Instruct  18.30+0.27 12.88+x035 22.10025 21.54 1090
Qwen2.5-3B-Instruct 27.00-x0.29 16.69+042 27.58+033 28.54 103
QWGH2.5—7B-InSt1‘uCt 32.371012 25.73 10024 33.23 1045 35.07 +0.10
Llama-3.2-1B-Instruct  18.49+0.3 11.84 058 19.97 +032 20.08-0.41
Llama-3.2-3B-Instruct  25.16+032 21.16x026 26.96-+030 28.59 103
Llama-3.1-8B-Instruct  25.02+0.1 23431033 29.38+024 30.11 05

qi; with the reference answer a;;:

1, ifd); = ay
Flajag) =<7 0770 (5)
W O, 1fagj7éaij.

Here, agj = R,cs(t;, Gi;) represents the predicted
answer generated by the reward model R,..; when
evaluating the response r; against the proxy ques-
tion g;;. The reference answer a;; serves as the
ground truth for ¢;;.

The function S(r;) measures the proportion of
correctly answered proxy questions, replacing rigid
evaluation metrics for long-form text quality with a
more adaptable framework. This flexible approach
enables the reward signal to effectively steer the
reinforcement learning process, fostering the gener-
ation of responses that are not only informative but
also deeply aligned with the context of the tasks.

S Experiment

5.1 Setup

Baseline Models For trainable baselines, we
use Llama (including Llama-7B (Touvron et al.,
2023), Llama-2-7B (Touvron et al., 2023), Llama-
2-13b (Touvron et al.,, 2023), Llama-3.2-1B-
Instruct (Grattafiori et al., 2024), Llama-3.2-3B-
Instruct (Grattafiori et al., 2024) and Llama-3.1-
8B-Instruct (Grattafiori et al., 2024)), and Qwen
Instruct (including Qwen2.5-1.5B-Instruct (Team,
2024), Qwen2.5-3B-Instruct (Team, 2024), and
Qwen2.5-7B-Instruct (Team, 2024)) as backbone
models. Training-free baselines include GPT
(including GPT-3.5-Turbo, GPT-4, GPT-4-Turbo,
GPT-40-mini (OpenAl, 2024a) and GPT-40 (Ope-
nAl, 2024b)), DeepSeek (including DeepSeek-
V3 (Liu et al., 2024a) and DeepSeek-R1 (Guo
et al., 2025a)), Bing (Bing, 2023). We also com-
pare out method with LL.M-as-a-Judge (Gu et al.,

2024). The LLM-as-a-Judge prompt is shown in
Appendix B.

Evaluation and Metrics We assess performance
using the ProxyQA benchmark (Tan et al., 2024),
an innovative dataset designed for evaluating long-
text generation. ProxyQA consists of in-depth,
human-curated meta-questions across various do-
mains, each accompanied by specific proxy ques-
tions and pre-annotated answers.

Model Settings We utilize the GPT-40-mini API
to construct the ProxyReward dataset. All methods
are trained using consistent hyperparameters across
the board. Training is conducted on 4 x L40 GPUs.
The learning rate for DPO is set at Se-7, with a
batch size of 2 and a gradient accumulation step
of 8. The maximum completion length is 2048
tokens, and we train for 5 epochs. To enhance the
diversity of the outputs generated by the LLMs,
we implement a temperature setting of 0.8 for the
trainable models. For the reward model, we employ
GPT-40-mini (OpenAl, 2024a) to compute training
rewards. For evaluation purposes, we utilize GPT-
40 (OpenAl, 2024b) to determine the ProxyQA
score.

5.2 How does ProxyReward Performance
Compare to Trainable Baselines?

Our proposed ProxyReward demonstrated substan-
tial improvements on open-source models. The
experimental results clearly demonstrate the effec-
tiveness of our ProxyReward method across differ-
ent model architectures and parameter scales. As
shown in Table 2, ProxyReward consistently out-
performs both the base models across all tested con-
figurations. Notably, when applied to the Qwen2.5-
7B-Instruct model, our method achieves a remark-
able score of 35.07, surpassing even GPT-4-Turbo
(33.94) which is a significantly larger proprietary
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Table 3: Comparison of ProxyQA Accuracy (%) be-
tween ProxyReward and closed-source LLMs. We use
Iter 2 ProxyReward results for both Qwen and Llama.

Model ACC
Qwen2.5-7B-Instruct 35.07
Llama-3.1-8B-Instruct 30.11
GPT-3.5-Turbo 23.94
GPT-4-0613 27.19
GPT-4-Turbo 33.94
GPT-40-mini 37.57
GPT-40 44,98
DeepSeek-V3 42.93
DeepSeek-R1 48.65
ReAct (GPT-4) 17.15
ReAct (GPT-4-Turbo) 21.19
Bard (Gemini Pro) 25.00
New Bing (Creative Mode) 39.37

model. This performance superiority highlights
the efficiency of our approach in enhancing model
capabilities without requiring the massive compu-
tational resources typically associated with larger
models.

The improvement pattern is consistent across
different model scales. For smaller models
like Qwen2.5-1.5B-Instruct, ProxyReward boosts
performance from 18.30 to 22.10, represent-
ing a 20.8% relative improvement. Similarly,
for medium-sized models such as Qwen2.5-3B-
Instruct, our method increases the score from 27.00
to 28.54. The enhancement is equally evident in the
Llama series, where Llama-3.1-8B-Instruct shows
a substantial improvement from 25.02 to 30.11,
demonstrating a 20.3% relative gain.

These results validate that ProxyReward pro-
vides an efficient framework for enhancing model
performance across architectures and scales, offer-
ing a viable approach to achieve state-of-the-art
performance with smaller models.

Our analysis reveals that long-form texts in sci-
entific domains (computer science, medicine) con-
sistently receive higher scores than those in human-
ities (literature, history). This discrepancy arises
because scientific questions typically have more
standardized answers with clear evaluation criteria,
while humanities questions involve more subjective
interpretation and diverse perspectives.

Llama 35.0

29.38 | 30.11 32.5
30.0

Qwen

7B - ﬁ 35.07 8B -
3B- ﬁ 27.5
25.0

1.5B - ikeEEl) 1B - gL 225

0 1 2 0 1 2 20.0
Training Iteration Training Iteration

Model Size
Model Size
w
@
Accuracy (%) of ProxyQA

Figure 4: Effects of model size and iteration on Prox-
yQA score for 3x3.

5.3 How does ProxyReward Performance
Compare to LLM-as-a-Judge
Performance?

Compared to the LLM-as-a-Judge approach, the
ProxyReward signal offers a targeted evaluation of
information comprehensiveness and accuracy for
specific questions, resulting in higher performance.
To evaluate the effectiveness of our proposed Prox-
yReward signal, we conducted comparative exper-
iments against the conventional LLM-as-a-Judge
approach using Qwen2.5 models at 1.5B, 3B and
7B parameter scales. The results demonstrate a sub-
stantial performance advantage for ProxyReward
across all model sizes.

As shown in Table 2, across both Qwen and
Llama families, ProxyReward outperforms LLM-
as-a-Judge at all parameter scales. For Qwen2.5
models (1.5B, 3B, 7B), ProxyReward improves
absolute scores by 9.22, 11.85, and 9.34 points,
corresponding to relative gains of 71.6%, 71.1%,
and 36.3%. Similarly, for Llama models (1B, 3B,
8B), ProxyReward achieves gains of 1.59, 3.43, and
5.09 points, with relative improvements of 8.6%,
13.6%, and 20.4%.

These results confirm our hypothesis that un-
like LLLM-as-a-Judge approaches, which provide
general assessments of text quality, the ProxyRe-
ward signal delivers more targeted evaluation of
information comprehensiveness and accuracy for
specific questions. This approach appears partic-
ularly advantageous when scaling to larger model
sizes, indicating better alignment with the evalua-
tion criteria required for our task.

5.4 How does ProxyReward Performance
Compare to Closed-source Baselines?

Our method can improve small size models to ex-
ceed GPT-4-Turbo. As shown in Table 3, Qwen?2.5-
7B-Instruct achieves an accuracy of 35.07% on
the ProxyQA benchmark, surpassing GPT-4-Turbo
(33.94%) despite having a substantially smaller pa-
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Table 4: Ablation study of ProxyQA Accuracy (%) in
the Qwen 2.5 series.

Model 1.5B 3B 7B
ProxyReward 12.57 17.49 2567
- Precision

ProxyReward 2210 27.58 33.23
- Accuracy (Iter 1)

ProxyReward ), 5/ 2854 35.07
- Accuracy (Iter 2)

rameter count. This is a remarkable achievement
considering the vast resource difference between
these models.

The performance gap is even more pronounced
when comparing to GPT-3.5-Turbo (23.94%) and
GPT-4-0613 (27.19%), with our Qwen2.5-7B-
Instruct outperforming them by 11.13 and 7.88
percentage points respectively. While Llama-3.1-
8B-Instruct achieves a lower accuracy of 30.11%,
it still exceeds GPT-3.5-Turbo and GPT-4-0613,
demonstrating the effectiveness of our approach
across different model architectures.

6 Ablation Study

In this section, we conduct an ablation study to
systematically investigate the impact of various fac-
tors on the performance of our proposed model.
We address two critical questions: first, we ex-
plore whether multiple training iterations with
ProxyReward can enhance model performance Sec-
tion (6.1); second, we evaluate the effectiveness of
different ProxyReward metrics to identify the most
suitable one for our tasks Section (6.2).

6.1 Can ProxyReward Multiple Training
Iterations Improve Performance?

The results reveal a consistent pattern of improve-
ment when applying ProxyReward, especially with
multiple training iterations. Across all tested mod-
els, multiple iterations of ProxyReward consis-
tently outperform single iterations. For exam-
ple, Qwen2.5-3B-Instruct improves from 27.58 to
28.54, while Llama-3.1-8B-Instruct increases from
29.38 to 30.11. Even the smallest models bene-
fited, with Qwen2.5-1.5B-Instruct and Llama-3.2-
1B-Instruct showing improvements of 21.54 and
20.08, respectively.

Interestingly, the conventional LLM-as-a-Judge
approach consistently underperformed compared to
both baseline models and our method, suggesting

limitations in directly applying judgment signals
without our proposed proxy mechanism. This per-
formance gap was especially pronounced in smaller
models, highlighting the scalability advantages of
our approach across model sizes.

These results collectively validate that ProxyRe-
ward not only enhances model performance but can
achieve state-of-the-art results that exceed those of
much larger models when applied iteratively, offer-
ing an efficient pathway to improved capabilities
without the computational costs associated with
scaling model size.

6.2 Which ProxyReward Metric Should We
Choose?

The results demonstrate that accuracy-based met-
rics consistently outperform precision-based met-
rics across all model scales. In particular, accu-
racy measurements after multiple iterations show
the most substantial performance gains for larger
models. As shown in Table 4, based on our ab-
lation study examining different evaluation met-
rics across varying model sizes (1.5B, 3B, and 7B
parameters), we established a systematic method-
ology for metric selection. When comparing the
metrics directly, we observe that accuracy after the
second iteration yields the best overall performance
for the 7B parameter model (35.0), representing a
significant improvement over precision-based eval-
uation (25.67). For mid-sized models (3B parame-
ters), second-iteration accuracy also demonstrates
superior performance (28.54), though with a less
pronounced advantage compared to first-iteration
accuracy (27.58).

Interestingly, for the smallest model (1.5B pa-
rameters), first-iteration accuracy (22.10) slightly
outperforms second-iteration accuracy (21.54), sug-
gesting that additional iterations may introduce
noise rather than refinement at smaller parameter
scales. This pattern indicates that optimal metric
selection should be calibrated to model size, with
larger models benefiting from extended iterative
evaluation approaches.

6.3 Whether higher ProxyReward scores
correlate with human preference?

The results demonstrate that accuracy-based met-
rics consistently outperform precision-based met-
rics across all model scales.

Setup We evaluated the correlation among our
ProxyReward metric, LLM-as-a-Judge and human
judgments through pairwise comparisons. We sam-

5159



ProxyQA Score vs. Proxy Number

N
w
L

29.38+0.24

N
@
L

26.93+£0,23

ProxyQA Score
N
~

N
[=2]
L

25.02£0.11  24.76+0,09

257

0 (Base) 1 8 Full (15-20)

Proxy Number

Figure 5: Effect of proxy-question count on ProxyQA
performance. Increasing the number of proxy questions
per meta-question improves accuracy, with the full set-
ting (15-20 proxies) achieving the highest score (29.38
+ (0.24) versus the base (25.02 £ 0.11). Error bars denote
+1 standard error across runs.

Table 5: Comparison of LLM-as-a-Judge and ProxyRe-
ward

LLM-as-a-Judge
50.00

ProxyReward

80.00

pled 10 meta-questions from the ProxyReward
dataset and used Qwen2.5-1.5B-Instruct to gen-
erate two long text responses for each. ProxyRe-
ward scores were generated using GPT-40-mini.
Three Al experts evaluated the long text responses,
with the majority vote determining the preferred
response.

Result ProxyReward demonstrated strong align-
ment with human judgment, achieving an 80.00%
agreement rate with majority human decisions. For
comparison, a standard LLM-as-a-Judge approach
using GPT-40-mini achieved only a 50.00% agree-
ment rate. These findings provide robust evidence
that the proposed ProxyReward can effectively as-
sess LLMs’ capabilities in generating long-text con-
tent.

6.4 How Does the Number of Proxy Questions
per Meta-Question Affect Performance?

Experimental results show that increasing the num-
ber of proxy questions leads to higher performance.
We conduct the ablation study on Llama-3.1-8B-
Instruct. As shown in Figure 5, using a single proxy
question decreases performance, as it cannot com-
prehensively verify long text quality. Eight proxy
questions show improvement over the baseline but
remain less effective than the full set. The results

demonstrate the effectiveness of ProxyReward.

6.5 How Does Filtering Mechanisms Affect
Performance?

Setup The quality of responses automatically gen-
erated by the generation model varies consider-
ably, which significantly impacts training outcomes.
To address this challenge, we implement data
selection based on scores. First, we recognize
that meta-questions vary in difficulty—for simpler
questions, consistently produces high-scoring re-
sponses, while for more challenging questions, the
scores of generated responses show greater vari-
ance. Consequently, we prioritize meta-questions
that exhibit higher variance in scores for the same
response. This approach prevents our dataset from
being dominated by simple questions, which would
reduce training efficiency. Second, to avoid model
optimization direction contrast, we filter cases
where a single meta-question has multiple pref-
erence indicators. From the remaining data, we
select the highest and lowest scoring responses to
create preference pairs, which serve as reference
responses for training model. The selection details
are in Table 7.

Result We compare the performance of proposed
data selection method and random selection on
Llama-3.1-8B-Instruct. Our filtering method sig-
nificantly outperforms random selection, as shown
in the Table 6.

7 Conclusion

We tackle Open-LTG by addressing two obsta-
cles—limited gold references for training and the
weakness of generic assessment signals. To address
these challenges, we introduced ProxyReward, a
novel reinforcement learning (RL)-based frame-
work that comprises two main components. First,
our dataset generation methodology eliminates the
need for extensive labeled data or manual effort by
employing automatic creation of training examples.
Second, our ProxyReward signal design provides
precise evaluation of information comprehensive-
ness and accuracy, moving beyond the limitations
of general assessment methods. Experiments show
improvements of up to 20% on Open-LTG with
open-source models, surpassing LLM-as-a-Judge
and even GPT-4-Turbo. ProxyReward provides a
practical path to more coherent, informative, and
contextually grounded long-form responses to com-
plex queries.
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Limitations

While ProxyReward demonstrates significant im-
provements in open-ended long text generation,
several limitations remain. The reliance on LLM-
generated proxy question-answer pairs introduces
potential biases and errors inherent to the underly-
ing models, which may affect the objectivity and
coverage of the reward signals. Additionally, the
framework’s effectiveness depends on the qual-
ity and diversity of automatically generated meta-
questions, which may not fully capture the com-
plexity of real-world user queries across all do-
mains. Finally, although ProxyReward reduces the
need for manual annotation, it still requires access
to high-performing LLMs for reward computation,
which may pose computational and cost challenges
for some practitioners.
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A Appendix

A.1 How Transferable Is the Proposed
Method to Other Tasks?

Experimental results show that ProxyReward has
good transferability on other tasks. We have added
the evaluation results to our paper.

Setup We evaluated ProxyReward on the Web-
based Question Answering (WQA) benchmark (Be-
rant et al., 2013), which is widely recognized
for short-term answer evaluation. We employed
Qwen2.5-7B-Instruct as our response generator.
Our comparison includes seven established base-
lines: Zero-shot, Few-shot Prompting, Chain-of-
Thought (CoT) (Wei et al., 2023), Self-Consistency
(SC) (Wang et al., 2023), Tree of Thoughts
(ToT) (Yao et al., 2023), Auto-Chain-of-Thought
(Auto-CoT) (Zhang et al., 2022), and Least-to-
Most prompting (Zhou et al., 2023).

Result ProxyReward demonstrates exceptional
transferability to short-term answer tasks, achiev-
ing a 47.34% F1 score that surpasses all baseline
methods. The performance improvement is partic-
ularly notable compared to the next best method
(Few-shot at 44.70%), representing a 5.9% rela-
tive improvement. Our method shows consistent
gains across different question types within the
WQA benchmark, with particularly strong perfor-
mance on factual queries (+7.2% over Few-shot)
and definitional questions (+6.3% over Least-to-
Most). These results provide compelling evidence
that ProxyReward effectively generalizes to the
short-term answer task.
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Table 6: Filtering mechanisms comparison between
Random and ProxyReward.

You are a data scientist. Your task is to generate proxy

Random ProxyReward : : | )
question-answer pairs based on given meta-question.

24.71 29.38

Meta-questions are defined as questions that require
detailed and comprehensive responses.

For a given meta-question, please identify the key
content necessary for formulating a detailed question
and create more than 15 proxy question-answer pairs
to explore these points.

B Prompts g .

Each proxy question should incorporate a key aspect

of the meta-question.

The corresponding proxy answers should be one
of the following: {True, False, Not Mentioned},
. . . indicating the correctness and relevance of each
In this part, we first introduce a response generation proxy question to the meta-question.
prompt.

Meta-question: { META-QUESTION }

Here is an example:

Input:

Meta-question: Contrastive learning has greatly
promoted the progress of the learning of sentence
Please introduce some effective

Write a well-structured and extensive report to answer
the question below.

Question: { META-QUESTION}

Second, we present the prompts used in the

embeddings.
contrastive learning methods in sentence embedding.

Output:

1. Question: The hierarchical sampling strategy first
selects a subset of negative samples based on their
relevance to positive samples, then randomly samples
from this subset to form hard negatives.

Answer: True

2. Question: Given a sentence, EDA (Easy Data
Augmentation) randomly chooses and applies one

of four simple operations: Synonym replacement
(SR), Random insertion (RI), Random swap (RS),
and Random deletion (RD).

Answer: True

two main components of ProxyReward dataset
construction: meta-question and proxy question-
answer pair generation.

You are a data scientist. For the specified topic,
please provide a list of questions that require detailed
and comprehensive responses. Your tone should be
formal.

Topic: {TOPIC}

Here is an example:

Input:
Topic: Computer Science

Output:

Data parallelism, model parallelism, and pipeline par-
allelism play a vital role in the training of large-scale
language models. What are the representative works
and frameworks among these technologies? Please in-
troduce these technologies and frameworks in detail.

3. Question: SBERT (Sentence-BERT) relies on
siamese and triplet network architectures to learn
sentence embeddings such that the sentence similarity
can be estimated by cosine similarity between pairs
of embeddings.

Answer: True

4. Question: BERT-flow was proposed to transform
the embedding into a smooth and isotropic Gaussian
distribution via normalizing flows.

Answer: True

5. Question: IS-BERT (Info-Sentence BERT) adopts
a self-supervised learning objective based on mutual
information maximization to learn good sentence
embeddings in an unsupervised manner.

Answer: True

Thirdly, we present the prompt of ProxyReward

automatic assessment.
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Read the provided document and determine whether
the question or statement below is "True", "False" or
"Not mentioned".

Use only the information in the text to make
your decision. Do not rely on prior knowledge or

information outside of the given text.

If the text does not provide enough information to
make a decision, respond with "Not mentioned".

Your are required to explain how you answer the
question, and then select the final answer from "True",
"False" and "Not Mentioned".

Document: {DOCUMENT}

Question: {QUESTION}

Finally, we show the prompts used in LLM-as-a-
Judge baseline.

Evaluate the quality of the given response to the
question.

Rate the response on four dimensions: accuracy,

coherence, factuality, and comprehensiveness. Use a
scale from 1 (worst) to 10 (best).

* Accuracy: Assess how well the response ad-
dresses the question and provides correct infor-
mation.

* Coherence: Evaluate the clarity and logical flow
of the response.

* Factuality: Check for the presence of verifiable
facts and data.

» Comprehensiveness: Determine if the response
covers all relevant aspects of the question.

Be strict in your evaluation, and aim to use the full
scale. Consider the following criteria for scoring:
* A score of 1-3 indicates major flaws in multiple
dimensions.

¢ A score of 4-6 indicates moderate issues or in-
consistencies.

* A score of 7-8 reflects generally good quality
with minor flaws.

* A score of 9-10 is reserved for exemplary re-
sponses that excel in all dimensions.

Question: {META-QUESTION}

Response: {DOCUMENT}
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Table 7: Statistical characteristics (%) of response quality distributions across different models and reward ap-
proaches.

Method Base Model Low Reward High Reward Mean Reward
Qwen2.5-1.5B-Instruct 50.53 80.98 73.00-008
LLM-as-a-Judge Qwen2.5-3B-Instruct 78.88 99.92 99.02+004
Qwen2.5-7B-Instruct 39.22 77.58 62.42011
Qwen2.5-1.5B-Instruct 3.35 99.24 82.80+024
ProxyReward-Precision = Qwen2.5-3B-Instruct 6.87 99.24 84.90+020
Qwen2.5-7B-Instruct 1.25 99.92 84.1810024
Qwen2.5-1.5B-Instruct 18.70 63.53 37.94 1012
Qwen2.5-3B-Instruct 27.77 70.05 49121012
ProxvReward-Accurac Qwen2.5-7B-Instruct 28.19 72.57 50.65+0.12
Y Y Llama-3.2-1B-Instruct 34.45 62.01 48.0200s
Llama-3.2-3B-Instruct 7.58 53.51 23.341012
Llama-3.1-8B-Instruct 9.52 62.54 30.84+0.15
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