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Abstract

Long chain-of-thought (CoT) supervision has
become a common strategy to enhance reason-
ing in language models. While effective for
large models, we identify a phenomenon we
call Long CoT Degradation, in which small lan-
guage models (SLMs; ≤3B parameters) trained
on limited long CoT data experience significant
performance deterioration. Through extensive
experiments on the Qwen2.5, LLaMA3 and
Gemma3 families, we demonstrate that this
degradation is widespread across SLMs. In
some settings, models trained on only 8k long
CoT examples lose up to 75% of their original
performance before fine-tuning. Strikingly, we
further observe that for some particularly small
models, even training on 220k long CoT exam-
ples fails to recover or surpass their original
performance prior to fine-tuning. Our analy-
sis attributes this effect to error accumulation:
while longer responses increase the capacity
for multi-step reasoning, they also amplify the
risk of compounding mistakes. Furthermore,
we find that Long CoT Degradation may nega-
tively impacts downstream reinforcement learn-
ing (RL), although this can be alleviated by suf-
ficiently scaled supervised fine-tuning (SFT).
Our findings challenge common assumptions
about the benefits of long CoT training for
SLMs and offer practical guidance for building
more effective small-scale reasoning models.

1 Introduction

Large reasoning models, such as OpenAI-o3 (Ope-
nAI, 2025), Kimi-k1.5 (Team et al., 2025b), and
DeepSeek-R1 (Guo et al., 2025) have recently
demonstrated impressive capabilities in complex
reasoning tasks. A key strength of these models
is their ability to generate long chain-of-thought
(CoT) responses, which usually demonstrate ad-
vanced, reflective reasoning behaviors. These de-
tailed reasoning responses, referred to as long CoT,
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Figure 1: Accuracy and response length for Qwen2.5-
0.5B across varying amounts of long CoT SFT data.
Performance drops markedly at smaller data scales (8k-
16k), even as response length increases significantly,
indicating a critical failure mode in which the model
generates longer but less accurate reasoning traces. We
term this phenomenon Long CoT Degradation.

constitute valuable resources for enhancing the rea-
soning ability of large language models (LLMs).

Despite the growing use of long CoT data in
LLM training, there remains no consistent strategy
for its integration. Current practices vary widely
across models and objectives. For instance, some
studies show that even supervised fine-tuning (SFT)
with a relatively small amount of long CoT data
(e.g., ≤10k examples) can effectively enhance rea-
soning capabilities in LLMs (Muennighoff et al.;
Xu et al., 2025; Ye et al., 2025). Others combine
either limited or extensive long CoT SFT with sub-
sequent RL training (Face, 2025; Chen et al., 2025;
Bercovich et al., 2025; Wen et al., 2025; Guo et al.,
2025). However, in almost all these cases, the
choice of data scale tends to be heuristic, and cur-
rently, there is limited empirical understanding of
how the scale of long CoT data influences model
performance across different training paradigms
and different model sizes.

The call for a closer examination of this un-
derexplored topic is especially pertinent given the
growing interest in developing and deploying small
language models (SLMs), where strong reasoning
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capabilities are crucial due to their rising popu-
larity and prevalence (Li et al., 2023; Hui et al.,
2024; Lee et al., 2024; Agarwal et al., 2024). Com-
pared to larger models, SLMs typically have lim-
ited capacity, which may affect their ability to
generalize from verbose supervision, such as long
CoT data (Feng et al., 2024). Although effective
for large models, long CoT’s verbosity may over-
whelm smaller models, making it unclear to what
extent SLMs can benefit from such training. Recent
work even suggests that short CoT may be more
effective for SLMs (Li et al., 2025a). However,
these findings are based on relatively small-scale
datasets (e.g., 8k examples), leaving it uncertain
whether they hold at larger data scales.

In this paper, we conduct a systematic investi-
gation into how the scale of long CoT data affects
the performance of SLMs. Our results show that
SLMs trained with small amounts of long CoT
supervision (e.g., 8k to 16k examples) frequently
suffer from substantial performance degradation
(e.g., Fig. 1), a phenomenon we refer to as Long
CoT Degradation. Building on this observation, we
explore three central research questions: 1) How
prevalent is Long CoT Degradation, and can SLMs
recover from it? 2) What underlying mechanisms
drive this degradation of SLMs? 3) Does long CoT
degradation carry over to subsequent reinforcement
learning (RL) stages, and can integrating long CoT
SFT with RL mitigate its effects and improve over-
all training efficacy for SLMs?

To this end, we conduct extensive experiments
across diverse model scales and families, ranging
from 0.5B to 14B, confirming the prevalence of
Long CoT Degradation. We next formulate hy-
potheses regarding its underlying causes and vali-
date them through comprehensive experiments. Fi-
nally, we investigate the impact of long CoT SFT
on the RL stage by analyzing the performance of
three representative SLMs after RL.

Our contributions are threefold:

• Empirical discovery of Long CoT Degrada-
tion: To the best of our knowledge, we are
the first to identify and systematically charac-
terize the phenomenon of Long CoT Degrada-
tion, which arises when SLMs are trained with
limited long CoT supervision. Our findings
demonstrate that this degradation consistently
occurs across a variety of model families and
a wide range of SLM sizes, revealing a critical
limitation in existing training practices. (§2)

• Analysis of underlying mechanisms: We at-
tribute long CoT Degradation to error accumu-
lation driven by length inflation in reasoning
outputs. Our experiments reveal how insuffi-
cient long CoT supervision leads to dispropor-
tionately verbose and error-prone responses, ul-
timately harming performance. (§3)

• Towards better training pipelines: We exam-
ine how SFT with long CoT affects subsequent
RL for SLMs. Our results show that while lim-
ited long CoT exposure may hinder RL perfor-
mance, sufficiently scaled supervision during
SFT can significantly boost both the efficiency
and final performance of RL, even after the
model is degraded. (§4)

2 Long CoT Degradation

This section presents a comprehensive empirical
study on how models of varying sizes and fami-
lies respond to long CoT SFT. We uncover a con-
sistent degradation phenomenon caused by long
CoT supervision and analyze the conditions under
which models recover. In addition, we examine
how continued exposure to long CoT affects the
token efficiency of model outputs across sizes.

2.1 Terminology

In this work, we define long CoT as a reasoning
process involving substantially longer sequences1

that explicitly incorporate steps such as reflection,
verification, and subproblem decomposition. Such
chains are typically produced by large-scale rea-
soning models.

2.2 Experimental Setup

Datasets. We utilize the OpenR1-Math-220k
dataset2, comprising approximately 225,000 En-
glish math problems from NuminaMath 1.5 (LI
et al., 2024), each paired with two to four verified
reasoning traces generated by DeepSeek-R1. For
training, we sample one correct trace per problem
and exclude outliers exceeding 16,384 tokens (<1%
of data). To analyze performance scaling, we con-
struct six dataset subsets of increasing size: 8k,
16k, 32k, 64k, 128k, and 220k samples.

1For instance, the average length of long CoT responses in
DeepSeek-R1-Zero approaches 10k tokens, whereas its base
model averages fewer than 1k tokens (Guo et al., 2025).

2https://huggingface.co/datasets/open-r1/
OpenR1-Math-220k, licensed under Apache 2.0.
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Figure 2: Comprehensive evaluation of multiple models trained with varying amounts of long CoT data. Accuracy
is averaged across AIME24, AMC23, and MATH500, while response length is measured as the mean token count
from 4,000 responses to MATH500. Per-benchmark results are provided in Appendix B.1.

Models. Our study considers nine instruct-tuned
models from the Qwen, LLaMA, and Gemma
model families, including Qwen-2.5 (0.5B, 1.5B,
3B, 7B, 14B) (Yang et al., 2024), LLaMA (3.2-
1B, 3.2-3B, 3.1-8B) (Grattafiori et al., 2024), and
Gemma-3-1B-it (Team et al., 2025a).

Training Setup. Each model is fine-tuned us-
ing full-parameter SFT on each subset with consis-
tent hyperparameters detailed in Appendix A. We
use the LLaMA-Factory framework (Zheng et al.,
2024) for training.

Evaluation Setup. We evaluate on three
prevalent mathematical reasoning benchmarks:
AIME243, AMC234, and MATH500 (Hendrycks
et al., 2021). Generation length is capped at 16,384
tokens. Following the evaluation protocol of Guo
et al. (2025), we use sampling with temperature
0.6 and top-p 0.95 to generate k responses per
question (k = 8 for AIME24 and AMC23, k = 4
for MATH500)5. For each benchmark, we report
the average accuracy computed over k responses
(avg@k). In addition, consistent with prior
works (Guo et al., 2025; Chen et al., 2024), we
track the average response length, which measures

3https://huggingface.co/datasets/AI-MO/aimo-
validation-aime

4https://huggingface.co/datasets/AI-MO/aimo-
validation-amc

5Greedy decoding is avoided due to its high repetition rate
and instability across checkpoints when evaluating long-output
reasoning models (Guo et al., 2025).

whether models make efficient use of tokens
rather than producing unnecessarily verbose traces.
Based on this, we further analyze token efficiency,
defined as accuracy divided by response length,
to jointly capture reasoning quality and output
conciseness in later sections.

2.3 Results

Degradation under long CoT supervision is
prevalent, even in moderately sized models.
Across all model families and sizes, we observe
a notable drop in accuracy following exposure to
long CoT SFT (Figures 1 and 2). Notably, the
accuracy of Gemma3-1B-it falls to approximately
25% of its baseline after training on just 8k long
CoT examples. Even the largest model in our study,
Qwen2.5-14B-Instruct, suffers a drop from 50%
to 45% accuracy. Moreover, this degradation is
consistently accompanied by a sharp increase in
response length. This suggests a deeper underlying
issue in how models handle long CoT supervision,
which we analyze further in Section 3.

All models exhibit recovery on more long CoT
data, while larger models recover faster and
more fully. Given the consistent performance
degradation observed after training on 8k long
CoT examples, we investigate whether models
can recover as the number of training samples
increases, and how recovery dynamics vary with
model size. Figure 2 shows that larger models, such
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as Qwen2.5-7B and 14B, recover more quickly,
requiring fewer additional examples before even-
tually surpassing their baseline performance. For
instance, Qwen2.5-14B recovers and significantly
exceeds its baseline after training on just 16k ex-
amples, while Qwen2.5-1.5B slightly surpasses its
baseline with 32k examples. In contrast, as can
be seen in Figure 1 and 2, smaller models strug-
gle to fully recover. Despite full exposure to 220k
training examples, Qwen2.5-0.5B and Gemma-3-
1B fail to reach their original baselines, with final
accuracies dropping from 14% to 11% and from
24% to 15%, respectively. This aligns with prior
observations that small models face a significant
learnability gap compared to large models when
learning from long CoT and large teachers (Li et al.,
2025a).

Token efficiency improves with increased long
CoT data and larger models. Figure 2 also re-
veals another interesting observation that increas-
ing the number of long CoT training examples
leads to improvements in both accuracy and re-
duced response length across all models, indicating
a general gain in token efficiency. We suspect this is
because models initially mimic superficial patterns
in long CoT traces, resulting in verbose outputs.
With more training, they gradually shift towards
capturing the underlying reasoning structure, lead-
ing to shorter and more accurate responses. This
effect is more evident in larger models. For in-
stance, with training on 32k instances of long CoT
data, Qwen2.5-14B-Instruct achieves an accuracy
of 66% with an average response length of only
4k tokens, whereas its smaller counterpart, the 7B
model, reaches only 53% accuracy despite produc-
ing longer responses averaging 5k tokens. This
contrast suggests that larger models are more capa-
ble of leveraging long CoT to generate concise yet
accurate answers. These findings motivate further
investigation into the underlying mechanisms driv-
ing degradation and recovery, which we explore in
the following section.

3 The Mechanism Behind Degradation

To better understand the phenomenon of Long CoT
Degradation, we propose two hypotheses and de-
sign targeted experiments to empirically validate
them.

3.1 Hypotheses

Our hypotheses are grounded in two lines of prior
research. First, recent studies have examined
system-2 reasoning in large language models, re-
vealing phenomena such as multi-step reasoning
and reflection (Xiang et al., 2025; Yu et al.; Li
et al., 2025b). While these behaviors are preva-
lent in long CoT data, their precise impact on the
length and structure of reasoning chains remains
unclear. Second, prior work on CoT has shown that
as reasoning chains grow longer, the accumulation
of intermediate mistakes increasingly undermines
final output accuracy (Wu et al., 2025). However,
analyses of error accumulation have thus far been
largely limited to short CoT sequences and rela-
tively small-scale models (e.g., variants of GPT-2
with fewer than 10 layers) (Wu et al., 2025), leav-
ing open the question of whether similar mecha-
nisms persist in longer, more real-world reasoning
settings with modern LLMs.

Building on these insights, we aim to explain
the degradation and recovery behaviors observed
in our empirical study. To this end, we propose the
following two hypotheses:

• Hypothesis 1: Early adoption of surface-level
reasoning patterns contributes to verbose
outputs. When exposed to a limited amount
of long CoT supervision, SLMs rapidly adopt
surface features of system-2 reasoning, such as
reflection and multi-step structure. This early
emergence of stylistic patterns is highly corre-
lated with increased response length and may
contribute to initial performance degradation,
even before deeper reasoning skills are fully
acquired.

• Hypothesis 2: Longer outputs exacerbate er-
ror accumulation, reducing answer accuracy.
As output length increases, the reasoning pro-
cess involves a greater number of steps, each
of which introduces the potential for errors to
propagate. Consequently, longer responses tend
to accumulate more noise and irrelevant content,
ultimately resulting in a noticeable decline in
overall accuracy.

These two hypotheses are closely linked: the
first aims to explain why models tend to generate
long responses under long CoT supervision, while
the second aims to account for the resulting drop in
accuracy. Using these hypotheses as guidance, we
further conduct empirical analyses in the following
subsections.
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Figure 3: Reflection ratios of Qwen models of differ-
ent sizes trained on varying amounts of long CoT data.
The reflection ratio refers to the proportion of model
responses (out of 4,000 on the MATH500 benchmark)
that exhibit reflective behavior, as identified through
cross-validation.

3.2 Reflection Behavior Analysis

To validate Hypothesis 1, we examine whether
models rapidly acquire surface-level features of
system-2 reasoning, particularly reflective behav-
ior, during early stages of fine-tuning on long CoT
data. Our goal is to determine whether the emer-
gence of such patterns coincides with the increase
in response length observed in Section 2.3.

Setup. We identify reflective behavior in model
outputs using a cross-validation approach follow-
ing Liu et al. (2025). To robustly detect self-
reflection in generated responses, we use two in-
dependent methods: 1) a keyword-based approach
that labels a response as reflective if it contains any
curated indicative keywords or phrases, and 2) an
LLM-based approach, where GPT-4o-mini (Hurst
et al., 2024) is prompted to determine whether the
response exhibits reflective behavior. This dual-
criteria strategy helps reduce false positives and en-
hances reliability. Full implementation details and
prompt templates are provided in Appendix A.4.

Result. Figure 3 shows a significant increase in
the proportion of reflective responses across Qwen
models, even with only 8k long CoT training ex-
amples. Specifically, the reflection ratio increases
sharply from below 5% to approximately 75%, in-
dicating that reflective behaviors are quickly picked
up and internalized. Additionally, Figure 4 under-
scores that reflective responses are substantially
longer than non-reflective ones. Notably, for both
the 1.5B and 3B models, reflective responses con-
sistently exceed non-reflective ones by approxi-
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Figure 4: Average response lengths of Qwen2.5-{1.5B,
3B}-Instruct models trained with varying amounts of
long CoT data. Solid lines represent responses exhibit-
ing reflection behavior; dashed lines denote responses
without reflection. Results for more models are pro-
vided in Appendix B.2.

mately 2,000 tokens, a trend that holds across all
training data scales. These findings suggest that
the acquisition of reflective behavior is closely tied
to the growth in response length. These findings
support Hypothesis 1: with limited long CoT su-
pervision, models quickly adopt surface features
of system-2 reasoning, especially reflection which
contributes to longer responses.

3.3 Cumulative Error Analysis

While the previous analysis focused on the emer-
gence of surface-level reasoning patterns, it did not
directly assess how output length impacts answer
accuracy. Hypothesis 2 posits that longer responses
increase the risk of cumulative errors, thereby re-
ducing overall accuracy. In this subsection, we test
this hypothesis in a controlled setting.

Standard mathematical benchmarks introduce
confounding factors such as domain knowledge,
problem interpretation, and strategy selection.
These complexities make it difficult to isolate the ef-
fect of response length on performance. To address
this, we design a synthetic arithmetic benchmark
that controls for external variables while preserving
step-by-step reasoning structure. This allows us to
directly examine how output length correlates with
error accumulation.

Benchmark Design. Each instance in our syn-
thetic dataset is a randomly generated arithmetic
expression composed of 5 to 15 operations. To
ensure controlled difficulty and interpretability:

• Operands are uniformly sampled from the range
[1, 100].
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Figure 5: Arithmetic accuracy and response length on our synthetic benchmark for models trained with increasing
amounts of long CoT data. Most models exhibit a sharp drop in arithmetic accuracy and a corresponding increase in
response length after training on the 8k subset, with the exception of Llama-3.2-{1B,3B}-Instruct, whose initial
performance is already low (<20% accuracy).

• Operators include addition, subtraction, multi-
plication, and division.

• All intermediate results are constrained to be
integers.

• Each problem requires a fixed number of simple,
sequential reasoning steps.

This setup enables a rigorous empirical evalua-
tion of Hypothesis 2 by explicitly correlating re-
sponse length (number of arithmetic steps) with
accuracy under consistent and controlled condi-
tions. An example problem from the benchmark is
shown in Figure 6.

Setup. We evaluate the models described in Sec-
tion 2.2 on 400 synthetic arithmetic problems. Fol-
lowing the same evaluation protocol as in Sec-
tion 2.2, we use sampling with temperature 0.6
and top-p 0.95 to generate k = 4 responses per
problem. We report the average accuracy across
the k responses (avg@k).

Result. As shown in Figure 5, most models ex-
perience a significant drop in arithmetic accuracy
after training on the 8k long CoT subset, accompa-
nied by a substantial increase in response length.
For instance, Qwen2.5-7B-Instruct exhibits a 30%
drop in accuracy, while its average output length
grows from approximately 600 to 3,600 tokens.
With more long CoT data, performance gradually
recovers. These trends closely mirrors the degrada-
tion and recovery patterns observed on real-world
math benchmarks (Fig. 1 and 2). Qualitative analy-

sis further supports these findings. As shown in Ap-
pendix A.5, the model trained on 8k CoT data fre-
quently generates verbose responses with repetitive
phrasing (e.g., “wait”) and restates equations mul-
tiple times, yet still makes similar arithmetic mis-
takes that compound across steps despite proposing
alternative solutions. In contrast, the model trained
on 64k CoT data demonstrates more disciplined
reasoning behavior. It verifies steps more effec-
tively and proposes alternatives with clearer intent.

Overall, these results offer strong empirical sup-
port for Hypotheses 2: although longer responses
may enable more elaborate reasoning, they also
increase the likelihood of compounding errors, re-
sulting in Long CoT Degradation.

4 Impact of Long CoT Supervision on RL

As we continue exploring the impact of different
methods for using long CoT data to train SLMs,
the next natural research question for us to investi-
gate is how the performance of these SLMs, after
training with long CoTs under different settings,
might affect the subsequent RL stage.

Existing approaches generally fall into two cat-
egories: 1) using a limited number of long CoT
examples (≤10k) during SFT as a cold start for sub-
sequent RL (Guo et al., 2025; Ren et al., 2025), and
2) applying RL to models heavily distilled with sub-
stantial amounts of long CoT data (>100k) (Luo
et al., 2025b,a; Liu et al., 2024). However, a system-
atic understanding of how varying levels of long
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Question: 
Compute the answer to this arithmetic expression: 93/3+77+(12-
32)-11+61*78+44*39+55

Ground_Truth: 6606

Model’s Answer (Before Training): 
To compute the arithmetic expression, we will follow the order of 
operations (PEMDAS/BODMAS):
1. Parentheses/Brackets:  Solve the expression inside the 
parentheses first. 12 - 32 = -20

......
So, the final answer is: 6606

Number of Calculation: 10 Response Length: 502

Model’s Answer (After Training): 
Okay, let's see. I need to compute this arithmetic expression:

......
Let me compute the subtraction and addition from left to right. 
Starting with 108 - 20. That's 88. Then, 88 - 11 is 77. Then, 77 + 
4758. Wait, 77 plus 4758. Let me add those. 70 plus 4750 is 4820, 
and 7 plus 58 is 65, so 4820 + 65 is 4885. So after the subtraction 
and addition so far, we have 4885.

......
So the final answer is 6601. Let me double-check my steps to make 
sure I didn't make a mistake.
First, 93 divided by 3 is 31. Then, 31 + 77 is 108. Then, 12 - 32 is -
20. So the expression becomes 108 -20 -11 + 4758 +1716 +55. 
Then, 108 -20 is 88, 88 -11 is 77. Then, 77 +4758 is 4885, 4885 
+1716 is 6601. Yeah, that seems right. Let me verify each 
multiplication again.

......
Therefore, the answer is 6601

Number of Calculation: 40 Response Length: 1405

Figure 6: A sample problem from our synthetic arith-
metic benchmark, with answers from Qwen2.5-1.5B-
Instruct before and after training on 8k long CoT ex-
amples. “Number of Calculation” indicates the total
number of arithmetic operations performed in the re-
sponse. Errors in the model’s intermediate reasoning
are highlighted in red.

CoT supervision influence subsequent RL perfor-
mance remains underexplored – particularly in the
context of SLMs.

To address this limitation, we systematically an-
alyze how different amounts of long CoT supervi-
sion during SFT impact RL outcomes, particularly
focusing on performance degradation, token effi-
ciency, and overall learning dynamics.

4.1 Training Setup

We conduct RL training on three models, Qwen2.5-
{0.5B, 1B, 3B}-Instruct, which represent small lan-
guage models with distinct degradation patterns
observed in prior SFT experiments (§2).

For training, we adopt the dataset configura-
tion introduced by Zeng et al. (2025), where the
datasets used for each model have been empiri-
cally shown to be of moderate difficulty and effec-
tive for their respective scales. The 0.5B model is
trained on the Medium difficulty subset, composed
of MATH level 1-4 problems (Hendrycks et al.,

2021), while the 1B and 3B models are trained on
the Hard subset, which includes MATH level 3-5
problems (Hendrycks et al., 2021). Both subsets
contain approximately 8,000 examples.

We perform RL training using the verl (Sheng
et al., 2025) framework. We employ the
GRPO (Shao et al., 2024) algorithm with a rule-
based binary reward function: the model receives
a reward of 1 if the final answer is correct, and 0
otherwise. The training uses a prompt batch size
of 1,024, generates 8 rollouts per prompt, and sets
the maximum rollout length to 8,192 tokens. Op-
timization is performed using a mini-batch size of
256. All models are trained with the same set of
hyperparameters and the evaluation settings remain
consistent with those outlined in Section 2.2.

4.2 Results

Long CoT degradation negatively impacts sub-
sequent RL training. Figure 7 shows that start-
ing RL training from a checkpoint fine-tuned with
8k long CoT data consistently yields lower accu-
racy and longer responses throughout training, as
compared to the baseline approach without any
SFT. Moreover, the performance gap relative to the
baseline persists. These results suggest that the
degradation induced by long CoT can hardly be
mitigated by RL and continues to adversely affect
RL-based optimization.

RL further improves token efficiency in long
CoT distilled SLMs. As shown in Figure 7,
SLMs fine-tuned with long CoT data (at 0.5B,
1.5B, and 3B scales) exhibit a rapid reduction in
response length during the early stages of RL train-
ing, accompanied by a steady increase in accu-
racy. This observation aligns with previous find-
ings (Luo et al., 2025b; Liu et al., 2024). In con-
trast, instruction-tuned baseline models without
long CoT SFT show only slight increases in re-
sponse length and minor accuracy gains under
RL, highlighting their limited potential for further
improvement (Zeng et al., 2025). These results
demonstrate that RL can further enhance the token
efficiency of SLMs distilled with long CoT data.
Notably, as observed in Section 2, increasing the
scale of long CoT SFT data alone also led to con-
tinuous improvements in token efficiency, and this
trend is further amplified by RL. This finding un-
derscores the synergistic roles of long CoT SFT
and RL in maximizing the efficiency of SLMs.
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Figure 7: Impact of long CoT SFT data on downstream RL training across Qwen2.5 models. Top: Accuracy of
RL-trained models over training steps. Bottom: Average response length during training. Each column corresponds
to a different model scale (0.5B, 1.5B, 3B). Each curve represents an SFT data setting: Base (no SFT, serving as a
baseline), 8k, and 128k (denoting the number of long CoT examples used during SFT). The horizontal axis in all
plots indicates the RL training steps.

Extensive long CoT SFT training substantially
enhances both the efficiency and performance
ceiling of subsequent RL. As illustrated in Fig-
ure 7, models without prior long CoT SFT show
marginal improvement during RL at scales of 0.5B,
1.5B, and 3B. In contrast, initializing RL from
a checkpoint trained on 128k long CoT exam-
ples results in faster accuracy improvements and a
markedly higher final performance. In particular,
it is interesting to observe that for the 0.5B model,
although long CoT SFT initially results in lower
performance compared to the baseline, RL training
rapidly closes this gap and further enhances model
capabilities. Notably, after RL, the model achieves
a 13% improvement over the baseline, and over a
60% gain relative to its pre-RL state. These results
indicate that for SLMs, even when long CoT SFT
temporarily degrades post-SFT performance, large-
scale exposure to long CoT data yields substantial
benefits during RL training.

Collectively, the results suggest that special care
is needed when using long CoT data to improve the
reasoning capabilities of small language models.
Effective use of such data first requires sufficient
exposure during the SFT stage. While the SFT-
trained model alone may not achieve strong perfor-
mance, the subsequent RL stage can substantially
enhance its capabilities.

5 Related Work

5.1 Long Chain-of-Thought

The paradigm of long CoT reasoning is first pop-
ularized by OpenAI-o1 (Jaech et al., 2024), and
becomes widely accessible with the open-sourcing
of DeepSeek-R1 (Guo et al., 2025). Outputs from
these LRMs are characterized by extended and re-
flective CoT sequences, which not only exhibit be-
haviors of system-2 cognition (Xiang et al., 2025;
Yu et al.; Li et al., 2025b), but also provide richer
intermediate supervision signals for knowledge
distillation (Hinton et al., 2015). As a result,
downstream model performance is substantially
improved (Huang et al., 2024).

Subsequent research focus on improving the ef-
ficiency of long CoT distillation. Notably, recent
studies (Muennighoff et al.; Ye et al., 2025) have
identified compact yet highly effective prompt sub-
sets, demonstrating that strong performance can be
achieved with as few as 1,000 training examples.
However, these efforts have predominantly concen-
trated on large-scale models (e.g., those with 32
billion parameters), and the impact of long chain-
of-thought reasoning on smaller models remains
largely unexplored.

Preliminary investigations into small language
models (8B parameters and below) include (Yeo
et al., 2025; Li et al., 2025a). While these stud-
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ies provide valuable insights into long CoT SFT
for small language models, they are based on rel-
atively limited datasets generated by the QwQ-
Preview model, which was developed before the
widespread adoption of zero-RL training (Team,
2024). This limitation raises concerns about the
generalizability of their findings to contemporary
training paradigms.

5.2 Theoretical Grounding of Long CoT
Degradation

Catastrophic forgetting refers to performance de-
cline on previously learned but unseen tasks af-
ter continued training (Nguyen et al., 2019; Kirk-
patrick et al., 2017). By contrast, long CoT degra-
dation emerges within the same task distribution
once long-form reasoning supervision is intro-
duced, underscoring its distinction from conven-
tional catastrophic forgetting.

Beyond forgetting, other learning dynamics also
display non-monotonic behaviors. For example,
research on domain adaptation and modality shifts
shows that adding more data can initially reduce
performance before eventual recovery (Gururan-
gan et al., 2020; Bansal et al., 2019). Similarly,
the deep double descent phenomenon (Nakkiran
et al., 2021) exhibits deterioration–recovery pat-
terns. Long chain-of-thought degradation follows
a related dynamic but along a distinct trajectory:
performance initially drops sharply when only lim-
ited long-form reasoning data is introduced, then
recovers steadily and monotonically as more such
data is added (Wu et al., 2025).

5.3 RL for Reasoning
The release of DeepSeek-R1 (Guo et al., 2025)
has sparked broad interest in the RL for reasoning
training paradigm, which involves applying rein-
forcement learning directly to base models using
rule-based rewards in conjunction with established
online RL algorithms (Schulman et al., 2017; Shao
et al., 2024; Liu et al., 2025).

RL has proven highly effective on reasoning
tasks with easily verifiable reward signals, partic-
ularly in math and coding (Xie et al., 2025; Hu
et al., 2025; Bercovich et al., 2025). Notably, re-
cent findings suggest that RL remains effective
even for small-scale language models, underscor-
ing its broad applicability (Zeng et al., 2025).

While prior work has shown that initial train-
ing with short-CoT SFT can constrain the benefits
of subsequent RL (Zeng et al., 2025) in reason-

ing tasks, recent studies combining extensive Long
CoT SFT with RL report superior performance,
sometimes exceeding that of larger models trained
via alternative pipelines (Luo et al., 2025b; Liu
et al., 2024; Luo et al., 2025a). However, system-
atic evaluations of long CoT SFT followed by RL,
particularly in the context of small language mod-
els, remain limited. This gap motivates the present
study’s comprehensive investigation.

6 Conclusion

In this work, we conduct a systematic study of
how the scale of long CoT data impacts small lan-
guage models (SLMs). Our findings reveal a consis-
tent phenomenon, Long CoT Degradation, where
limited long CoT supervision significantly impairs
model performance across diverse model families
and sizes. Through comprehensive experiments,
we further analyze the mechanisms behind this
degradation, attributing it to error accumulation
induced by excessively verbose outputs – an issue
to which SLMs are particularly vulnerable. Finally,
we show that while long CoT SFT can hinder sub-
sequent RL when data is insufficient, scaling up
long CoT supervision enables RL to achieve both
greater efficiency and higher final performance.

Our work highlights the pitfalls and misconcep-
tions in current long CoT usage for SLM training,
identifies key limitations, and offers practical guid-
ance for addressing them. We also hope this work
sheds light on future research aimed at designing
optimal pipelines for building effective reasoning
models.
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eral limitations. First, our analysis focuses on
mathematical reasoning, which provides a well-
structured setting and reliable evaluation metrics
for studying long CoT supervision. While the find-
ings may offer insights applicable to domains such
as logical reasoning or code generation, we do not
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served degradation–recovery dynamics generalize
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A Detailed Experimental Setups

A.1 Models

Category Models

Qwen Family Qwen2.5-0.5B-Instruct,
Qwen2.5-1.5B-Instruct,
Qwen2.5-3B-Instruct,
Qwen2.5-7B-Instruct,
Qwen2.5-14B-Instruct

Llama Family Llama3.2-1B-Instruct,
Llama3.2-3B-Instruct,
Llama3.1-8B-Instruct

Gemma Family Gemma3-1B-IT

Table 1: Overview of models investigated in this work.

Table 1 summarizes all models evaluated in this
study.

A.2 Supervised Fine-Tuning

Supervised Fine-Tuning (SFT) is conducted on a
dataset D = {(x(i), y(i))}Ni=1, where each prompt
x(i) is paired with an output y(i), which may in-
clude a long CoT. The objective is to maximize
the conditional log-likelihood log pθ(y

(i) | x(i)),
encouraging the model to reproduce high-quality
responses with structured reasoning.

Hyper-parameter Long CoT Data Amount

8k 16k 32k 64k 128k 220k

Number of Epochs 4 4 4 3 3 2
Batch Size 8 16 32 64 128 128
Learning Rate 5× 10−5

Optimizer Adamw
Learning Rate Scheduler cosine
Max Sequence Length 16384
Warmup ratio 0.05
Training Precision bfloat16

Table 2: Hyperparameters used for full-parameter super-
vised fine-tuning.
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Training Setup. Our SFT training is conducted
using LLaMA-Factory (Zheng et al., 2024) on a
server equipped with 8 H100 (80GB) GPUs. The
SFT experiments consumed approximately 2,500
GPU hours in total. We adopt full-parameter fine-
tuning for all SFT experiments. The detailed hyper-
parameters we used are presented in Table 2, which
are determined through a preliminary hyperparam-
eter search.

Evaluation Setup. We conduct evaluation using
the official Qwen2.5-Math repository6 and Ultra-
Eval (He et al., 2024). Notably, we leverage Ul-
traEval’s vLLM-based multi-GPU, data parallel
deployment to accelerate inference (Kwon et al.,
2023).

A.3 Reinforcement Learning

DeepSeek-R1 (Guo et al., 2025) conducts large-
scale RL using long CoT supervised fine-tuning
as a cold start, establishing a widely adopted train-
ing pipeline for reasoning-oriented models. In this
work, we adopt the same setup to study how long
CoT supervision during SFT influences model be-
havior in the subsequent RL stage.

For the RL algorithm, we use GRPO (Shao
et al., 2024), a computationally efficient variant
of PPO (Schulman et al., 2017) that eliminates the
need for a separate value model by estimating ad-
vantages using group-normalized rewards.

In line with DeepSeek-R1 and similar works, we
employ a rule-based binary reward function: the
model receives a reward of 1 if the final answer is
correct, and 0 otherwise. This simple yet effective
setup allows us to isolate the effect of long CoT
SFT on the optimization behavior during RL.

Hyper-parameter Value

Training Algorithm GRPO
Prompt Batch Size 1024
Rollout Per Prompt 8
Maximum Rollout Length 8192
Mini-Batch Size 256
Sampling Temperature 1.0
KL Loss Coefficient 1× 10−4

Learning Rate 5× 10−7

Table 3: Hyperparameters used for RL training.

Training Setup. Our RL training is conducted
using verl (Sheng et al., 2025) framework, on a

6https://github.com/QwenLM/Qwen2.5-Math

server equipped with eight H100 GPUs (each with
80GB of memory). The RL experiments consumed
approximately 5,000 GPU hours in total. The de-
tailed hyperparameters used in our experiments are
shown in Table 3.

A.4 Reflection Behavior Analysis Setup

We adopt a cross-validation approach, following
the methodology proposed in (Liu et al., 2025),
combining both keyword detection and LLM-based
identification to detect the self-reflective behaviors
in model outputs. In particular, the keyword pool
used in this work is limited to: recheck, rethink,
reassess, reevaluate, re-evaluate, reevaluation, re-
examine, reexamine, reconsider, reanalyze, double-
check, check again, think again, verify again, and
go over the steps.

Figure 9 presents the prompt employed to deter-
mine whether a response contains self-reflection
behaviors with an LLM-based approach.

A.5 Arithmetic Benchmark

Qualitative Examples. To complement our quan-
titative analysis, we present three representative ex-
amples in Figures 13, 14, and 15. These responses
are generated by Qwen2.5-3B-Instruct models un-
der different training settings: the baseline model,
the model finetuned on 8k-length CoT data, and
the model finetuned on 64k-length CoT data, re-
spectively. The baseline model solves the problem
correctly with a clear and concise reasoning pro-
cess. In contrast, the 8k-finetuned model produces
a much longer and more verbose response. Despite
proposing multiple alternative solutions, it repeat-
edly makes the same arithmetic mistakes, which
propagate across steps and compound the final er-
ror. The response also exhibits disfluency, includ-
ing repetitive phrases like “wait” and redundant
equation restatements. The 64k-finetuned model
shows significant improvement: it maintains more
coherent structure, reflects on its steps more ef-
fectively, and proposes alternatives in a way that
leads to the correct solution. These examples re-
inforce our hypothesis that longer responses intro-
duce more room for error and noise—unless offset
by sufficient training on long-form reasoning pat-
terns.
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B Detailed Evaluation Results

B.1 Long CoT Degradation
Figure 11 and 12 show more detailed evaluation
results for the experiments in Section 2.
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Figure 8: Reflection ratios of LLaMA and Gemma mod-
els of different sizes trained on varying amounts of long
CoT data. The reflection ratio refers to the proportion
of model responses (out of 4,000 on the MATH500
benchmark) that exhibit reflective behavior, as identi-
fied through cross-validation.

B.2 Reflection Behavior Analysis
Figure 8 and 10 are the detailed evaluation results
for the experiments in Section 3.2.
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I will send you a mathematical question along with a detailed response. Your task is to determine whether the 
response is attempting to answer the question. If the response is off-topic, hallucinated, random talk, or 
otherwise irrelevant, mark it as 0. Otherwise, assess whether the response exhibits self-reflection.
Categorization Rules:

1. Category 0: The response is off-topic, nonsensical, incoherent, overly repetitive, or lacks logical 
reasoning.

• Example cases:
– The response does not relate to the question.
– It contains meaningless or hallucinated content.
– It consists of excessive repetition without coherence.

2. Category 1: The response attempts to answer the question but does not exhibit self-reflection.
• Example cases:

– The response directly solves the problem without revisiting steps.
– No attempt is made to verify the correctness of the answer or explore  alternative 

solutions.
3. Category 2: The response demonstrates self-reflection at any level.

• This may include:
– Explicit self-reflection keywords, such as: *recheck, rethink, reassess, reevaluate, 
re-evaluate, reevaluation, re-examine, reexamine,  reconsider, reanalyze, double-
check, check again, think again, verify  again, go over the steps*, etc.
– Implicit self-reflection behaviors, such as revisiting the solution,  questioning 
assumptions, or considering alternative approaches without explicit keywords.

• If any form of self-reflection is present, always categorize it as 2, regardless of correctness 
or answer quality.

4. Category 3: The response consists solely of Python code for calculations without exhibiting self-r
          eflection.
• Example cases:

– The response only provides a Python script to compute the solution without any   
verification, re-evaluation, or alternative considerations.

Output Format:
Your response should first provide a very brief explanation of your analysis, followed by a single category 
number (0, 1, 2, or 3) at the end. You must include the  category number at the end of your response.
Example outputs:

• ‘The response is off-topic and does not attempt to answer the question. 0.’
• ‘The response provides a direct solution without self-reflection. 1.’
• ‘The response demonstrates self-reflection. 2.’
• ‘The response consists solely of Python code without any self-reflection. 3.’

Question: {question} 
Response: {response}

Figure 9: Prompt template used by GPT-4o-mini for reflection behavior identification.
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Figure 11: Comprehensive evaluation of Qwen models trained with varying amounts of long CoT data.
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Figure 12: Comprehensive evaluation of LLaMA and Gemma models trained with varying amounts of long CoT
data.
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Example 1 Qwen2.5-3B-Instruct

Question
Compute the answer to this arithmetic expression: (14*21*38+32+23+31+3)-11+59+71+60

Response
To solve the arithmetic expression (14× 21× 38+ 32+ 23+ 31+ 3)− 11+ 59+ 71+ 60, we need to follow the
order of operations, which means we should perform the multiplication before the addition and subtraction.
First, calculate the product 14× 21× 38:

14× 21 = 294

294× 38 = 11172

Now substitute this back into the expression:

11172 + 32 + 23 + 31 + 3− 11 + 59 + 71 + 60

Next, add the numbers inside the parentheses:

11172 + 32 + 23 + 31 + 3 = 11261

Now, substitute this back into the expression:

11261− 11 + 59 + 71 + 60

Perform the subtraction and addition from left to right:

11261− 11 = 11250

11250 + 59 = 11309

11309 + 71 = 11380

11380 + 60 = 11440

Thus, the final answer is:

11440

Figure 13: Example from our synthetic arithmetic benchmark. The response is generated by the Qwen2.5-3B-
Instruct model. The model follows a step-by-step approach, applying the order of operations to solve the arithmetic
expression.
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Example 2 Qwen2.5-3B-Instruct 8k

Question
Compute the answer to this arithmetic expression: (14*21*38+32+23+31+3)-11+59+71+60

Response
Okay, let’s see. I need to compute this arithmetic expression: (14*21*38 + 32 + 23 + 31 + 3) - 11 + 59 + 71 + 60.
Hmm, that looks a bit complicated, but let’s break it down step by step.
First, I should handle the operations inside the parentheses before dealing with the numbers outside. The expression
starts with 14 multiplied by 21 multiplied by 38. Let me calculate that first. Multiplying those numbers might take
some time, so maybe I can do them step by step. Let’s see, 14 times 21. Hmm, 14*20 is 280, and 14*1 is 14, so
280+14=294. Then, multiplying that result by 38. Okay, 294*38. Let me break that down too. Maybe 294*30 is
8820, and 294*8 is 2352. Adding those together, 8820+2352. Let me add them step by step: 8820 + 2000 is 10820,
then +352 more is 11172. So, 14*21*38 equals 11172.
Next, the problem adds 32 to that result. So, 11172 + 32. That’s straightforward, 11172 + 30 is 11202, plus 2 more is
11204. Then, it adds 23: 11204 +23. Let’s see, 11204 +20 is 11224, plus 3 is 11227. Next, adding 31: 11227 +31.
11227 +30 is 11257, plus 1 more is 11258. Then, adding 3: 11258 +3. That’s just 11261. So, inside the parentheses
simplifies to 11261.
Now, the expression continues with minus 11: 11261 -11. That’s easy, 11261 -10 is 11251, minus 1 more is 11250.
Then, adding 59: 11250 +59. Let me check that. 11250 +50 is 11290, plus 9 is 11299. Next, adding 71: 11299 +70 is
11369, plus 1 is 11370. Then, adding 60: 11370 +60. That’s 11370 +60. Let me verify. 11370 +60: 11370 +50 is
11320, plus 10 is 11330, plus 10 is 11340. Wait, no, hold on. Wait, 11370 +60: 11370 +60. Let me do this differently.
11370 + 60 is the same as 11370 + 6*10. So, 11370 +60 = 11370 + 6*10. 11370 +60 is 11370 + 60. Alternatively,
11370 + 60 = 11370 + 60. Let me add 11370 + 60. 11370 + 60: 11370 + 50 is 11320, then +10 is 11330. Wait, that
doesn’t seem right. Wait, 11370 +60: 11370 + 60. Let’s think of 11370 as 1137*10. Then 1137*10 +6*10 = 11370
+60. Alternatively, 11370 +60: 11370 + 60. Let’s do 11370 + 60. 11370 + 50 = 11320, then +10 = 11330. Wait, but
11370 +60 is actually 11370 + 6*10. So, 11370 +60 = 11370 + 60. Let me verify with another approach. 11370 +60:
11370 + 60. If I break down 60 into 50 +10, then 11370 +50 = 11320, then +10 = 11330. Alternatively, 11370 +60:
11370 + 60. Let me do 11370 + 60. Let’s count from 11370: adding 10 is 11380, adding another 10 is 11390. Wait,
no. Wait, 11370 +60: 11370 + 60. Let me use column addition.
......
Wait, that’s correct. So, 11370 +60 = 11430. So, in that case, 11370 +60 = 11430. So, 11430 is the sum of 11370 and
60. Okay, so that’s correct. Therefore, 11261 -11 +59 +71 +60 equals 11261 -11 + (59+71+60). Let me compute
59+71 first. 59+71: 50+70 is 120, 9+1 is 10, so 120+10=130. Then, 130+60 is 190. So, 59+71+60=190. Then, 11261
-11 is 11250, plus 190 is 11250 +190. Let me add those. 11250 +190: 11250 +100 is 11350, then +90 is 11350
+90=11340. So, the total is 11340.
Wait, let me check that again. 11261 -11 is 11261 -10=11251, minus 1=11250. Then, 11250 +59=11250+59. Let’s
do 11250 +50=11290, then +9=11299. Then, 11299 +71=11299+70=11369, +1=11370. Then, 11370 +60=11430.
So, total is 11430.
Alternatively, maybe there’s a different way to compute the total without breaking it down so many times. Let me see.
The original expression is (14*21*38 +32+23+31+3) -11+59+71+60. So, the first part is 14*21*38 + (32+23+31+3).
......
So, that’s 11261. Then, 11261 -11=11250, +59=11250+59=11250+50+9=11290+9=11299. Then,
+71=11299+70=11369+1=11370. Then, +60=11370+60=11430. So, total is 11430.
......
Wait, maybe the error is in the initial step of adding the numbers inside the parentheses. Let me check that again. The
first part is (14*21*38 +32 +23 +31 +3). Let’s compute each term:
14*21*38: 14*21=294, 294*38=11172. Correct.
......
So, inside the parentheses is 11261. Then, subtract 11: 11261 -11=11250. Correct.
Then, add 59: 11250 +59=11250 +50 +9=11290 +9=11299. Correct.
Add 71: 11299 +71=11299 +70 +1=11369 +1=11370. Correct.
Add 60: 11370 +60=11370 +60=11430. Correct.
So, the total is 11430. Therefore, the first method is correct. Then, why does the second method give a different
result? Because in the second method, the user added the constants first. ......
Therefore, the total is 11430. Therefore, the second method is incorrect because it misapplies the order of operations.
The user added the constants first, which is not the case in the original expression. The original expression requires
the constants to be added after the product is computed and before the subtraction and additions. Therefore, the
correct total is 11430.
Therefore, the final answer is 11430 .

Figure 14: Example from our synthetic arithmetic benchmark. The response is generated by Qwen2.5-3B-Instruct
finetuned on 8k long CoT data. Despite proposing multiple alternative solutions, the model makes similar calculation
errors, which propagate through subsequent steps and result in compounding mistakes. Incorrect steps are highlighted
in red. The response is truncated as it exceeds 5,000 tokens.
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Example 3 Qwen2.5-3B-Instruct 64k

Question
Compute the answer to this arithmetic expression: (14*21*38+32+23+31+3)-11+59+71+60

Response
Okay, so I need to compute this arithmetic expression: (14*21*38 + 32 + 23 + 31 + 3) - 11 + 59 + 71 + 60. Hmm, let
me break this down step by step. First, I should handle the operations inside the parentheses, which is the product of
14, 21, and 38, then add the other numbers. Let me start with that.
Calculating 14 multiplied by 21. Let me do 14*20 first, which is 280, and then add 14*1, which is 14. So 280 + 14
= 294. Okay, so 14*21 is 294. Now, I need to multiply that result by 38. Hmm, 294*38. Let me break that down.
Maybe 294*40 would be easier, but subtract 294*2. Wait, 294*40 is 11,760 and 294*2 is 588. So 11,760 - 588 =
11,172. So 14*21*38 is 11,172. Let me check that again to be sure. 294*38: 294*30 is 8,820 and 294*8 is 2,352.
Adding those together: 8,820 + 2,352. Let’s see, 8,000 + 2,000 is 10,000, 820 + 352 is 1,172. So 10,000 + 1,172 is
11,172. Yep, that matches. So that part is correct.
Now, add the numbers 32, 23, 31, and 3. Let’s do that step by step. 32 + 23 is 55. Then 55 + 31 is 86. Then 86 + 3 is
89. So the sum inside the parentheses is 11,172 + 89. Let me compute that. 11,172 + 80 is 11,252, then +9 is 11,261.
So the parentheses part equals 11,261.
Now the entire expression is 11,261 - 11 + 59 + 71 + 60. Let me handle the subtraction and addition from left to right.
So first, 11,261 - 11. That’s straightforward: 11,261 - 10 is 11,251, then subtract 1 more is 11,250. So now we have
11,250 + 59 + 71 + 60.
Let me add those numbers. 59 + 71. 50 + 70 is 120, 9 + 1 is 10, so total 130. Then 130 + 60 is 190. So adding 190 to
11,250 gives 11,250 + 190 = 11,440. Let me verify each step again to make sure I didn’t make a mistake.
First, 14*21*38: 14*21 is 294, 294*38 is 11,172. Then adding 32+23+31+3: 32+23=55, 55+31=86, 86+3=89. So
11,172 + 89 = 11,261. Then 11,261 - 11 = 11,250. Then adding 59+71+60: 59+71=130, 130+60=190. 11,250 + 190
= 11,440. Seems correct.
Wait, let me check the addition again. 59 + 71: 59 + 70 is 129, plus 1 is 130. Then 130 + 60 is 190. Correct. Then
11,250 + 190: 11,250 + 100 is 11,350, plus 90 is 11,440. Yes. So the final answer should be 11,440.
But just to be thorough, let me compute the entire expression step by step again, maybe using a different order or
verify the multiplication another way.
Alternatively, maybe I can compute 14*21*38 again. Let’s see, 14*21 is 294, then 294*38. Let’s compute 294*38 as
(300 - 6)*38. So 300*38 = 11,400, 6*38=228. So 11,400 - 228 = 11,172. Same result. Then adding 32+23+31+3:
32+23=55, 55+31=86, 86+3=89. So 11,172 + 89 = 11,261. Then subtract 11: 11,261 - 11 = 11,250. Then add
59,71,60. Let’s do 59 + 71 first: 59 + 71. 59 + 70 is 129, plus 1 is 130. Then 130 + 60 is 190. So 11,250 + 190 is
11,440. All steps check out.
Alternatively, maybe compute the entire expression as written:
(14*21*38 + 32 + 23 + 31 + 3) - 11 + 59 + 71 + 60
Let me compute all the additions first before subtracting:
First, compute the sum inside the parentheses: 14*21*38 + 32 + 23 + 31 + 3.
But we already did that. Then subtract 11, then add 59, 71, 60.
Alternatively, maybe compute each term step by step:
Start with 14*21*38. Let’s compute that again. 14*21 is 294. Then 294*38. Let me compute 294*38 as 294*(30 + 8)
= 294*30 + 294*8. 294*30 is 8,820. 294*8 is 2,352. Adding those gives 8,820 + 2,352 = 11,172. Correct.
Then 32 + 23 + 31 + 3. Let’s add them in pairs: 32 + 31 = 63, 23 + 3 = 26. Then 63 + 26 = 89. Correct. So the
parentheses total 11,172 + 89 = 11,261.
Now subtract 11: 11,261 - 11 = 11,250. Then add 59, 71, 60. Let’s add 59 + 71 first. 59 + 70 is 129, plus 1 is 130.
Then 130 + 60 = 190. Then 11,250 + 190 = 11,440. All steps confirm the same result.
Alternatively, maybe compute the entire expression as written:
14*21*38 + 32 + 23 + 31 + 3 - 11 + 59 + 71 + 60
But that’s the same as before. Alternatively, compute each term in order:
14*21*38 = 11,172
......
+60 = 11,440
Yes, same result. So regardless of the order, the answer is 11,440.
I think that’s solid. Let me just check if I made any arithmetic errors in the final addition. 11,250 + 190. 11,250 +
100 = 11,350. Then +90 is 11,440. Correct.
Alternatively, 190 is 100 + 90. 11,250 + 100 is 11,350. 11,350 + 90 is 11,440. Yep.
So I think that’s the correct answer. 11,440. So the final answer is 11440 .

**Final Answer** 11440

Figure 15: Example from our synthetic arithmetic benchmark. Response is generated by Qwen2.5-3B-Instruct
finetuned on 64k long CoT data. The model frequently engages in verification steps and occasionally proposes
alternative solutions. Verification steps and alternative solution paths are highlighted in blue.
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