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Abstract

The significant computational demands of large
language models have increased interest in dis-
tilling reasoning abilities into smaller models
via Chain-of-Thought (CoT) distillation. Cur-
rent CoT distillation methods mainly focus
on transferring teacher-generated rationales for
complex reasoning to student models. How-
ever, they do not adequately explore teachers’
dynamic attention toward critical information
during reasoning. We find that language mod-
els exhibit progressive attention shifts towards
key information during reasoning, which im-
plies essential clues for drawing conclusions.
Building on this observation and analysis, we
introduce a novel CoT distillation framework
that transfers the teacher’s stepwise attention on
key information to the student model. This es-
tablishes structured guidance for the student’s
progressive concentration on key information
during reasoning. More importantly, we de-
velop a Mixture of Layers module enabling dy-
namic alignment that adapts to different layers
between the teacher and student. Our method
achieves consistent performance improvements
across multiple mathematical and common-
sense reasoning datasets. To our knowledge,
it is the first method to leverage stepwise atten-
tion within CoT distillation to improve small
model reasoning.

1 Introduction

The ability of complex reasoning is a cornerstone
of human intelligence, playing a crucial role in
problem-solving, decision-making, and world un-
derstanding (Cobbe et al., 2021; Chu et al., 2024;
Plaat et al., 2024). Recent advances have shown
substantial improvements in the few-shot reason-
ing abilities of large language models. However,
the immense scale of these models demands enor-
mous memory and computational resources, mak-
ing them prohibitively expensive to deploy on edge
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devices and impeding applications (Liu et al., 2024;
Hu et al., 2024). To address this challenge, CoT
distillation (Ho et al., 2023; Fu et al., 2023; Li
et al., 2023; Hsieh et al., 2023) has emerged as a
promising approach. In complex reasoning, CoT
distillation methods typically transfer the step-by-
step rationales generated by the teacher model to
the student model, serving as an effective means of
knowledge distillation.

Existing CoT distillation methods typically treat
all tokens equally, often neglecting critical informa-
tion for complex reasoning. We observe that the stu-
dent models distilled via existing methods struggle
to fully utilize key information across multi-step
reasoning (Figure 1a). Notably, language models
allocate more average attention to critical tokens
during reasoning, implicitly encoding key clues
for stepwise reasoning. For example, numerical
tokens are intuitively crucial for mathematical rea-
soning, and our analysis results indicate that they
indeed receive significantly more attention than
non-numerical tokens during this process in both
teacher and student models (Figure 1b). More
importantly, we explore how the teacher model’s
attention to these critical tokens evolves during
stepwise reasoning, and find that the attention dis-
tribution exhibits stepwise changes, with higher
attention scores assigned to the critical tokens rel-
evant to each reasoning step (Figure 1c¢ & Figure
2). This highlights the teacher model’s ability to
progressively capture key information during rea-
soning. However, current CoT distillation methods
directly provide the rationales generated by the
teacher model to the student. This approach fails to
fully exploit the aforementioned phenomena, lead-
ing to a failure in improving the student’s ability to
progressively capture and utilize key information.

Building on the above insights, we introduce
MoLSAKI, a novel CoT distillation framework
that captures and transfers the teacher model’s
Stepwise Attention on Key Information to enhance
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g (S1) At the arcade Dave had won 14 tickets and
lost 2 tickets. If he used 10 to buy some toys. How

I i . .
put Question many tickets did Dave have left?

(S2) Dave won 14 tickets and lost 2 tickets. (S3) So,
he had 14 - 2 = 12 tickets left. (S4) He used 10
tickets to buy some toys. (S5) So, he had 12 - 10 =
2 tickets left. (]

=

Teacher Model

(S2) Dave started with 14 tickets and lost 2 tickets.
(S3)He used 10 tickets to buy toys. (54)So, he had ! 1
14 - 2 = 12 tickets left. [x] Student Model

(a) A sample from the SVAMP dataset. The distilled
student model fails to adequately utilize numerical infor-
mation, leading to erroneous results, whereas the teacher
model, during stepwise reasoning, effectively utilizes all
numerical information to arrive at the correct final result.
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(b) Numerical vs. Non-Numerical Tokens in Mathemati-
cal Reasoning: The horizontal axis represents the reason-
ing steps, and the vertical axis shows the relative propor-
tion of stepwise attention received by numerical and non-
numerical tokens, respectively (details in Appendix B.1).
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(c) Visualization of stepwise attention on numerical tokens
from the 13th layer of the teacher model Llama3-8B for the
sample in Figure 1a (details in Appendix D). The horizontal
axis represents the indices of numerical tokens (the tokens
highlighted in red in sample Figure 1a), and the vertical
axis represents the indices of steps (the labels in
Figure 1a).
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Figure 1: Stepwise attention on critical tokens implicitly
encodes reasoning clues: A comprehensive analysis.

the student model’s reasoning capabilities via a
Mixture-of-Layers alignment strategy. Specifically,
we define stepwise attention on critical tokens as
the attention weights assigned to each critical token
at each reasoning step. By concatenating these per-
step distributions, we capture the model’s evolving
focus on key information throughout the entire rea-
soning process. Building on this concept, we then
extract these stepwise attention maps from every
layer of both the teacher and student models during
the CoT distillation. For layer mapping in distilla-
tion, we design Mixture-of-Layers (MoL), drawing

inspiration from Mixture-of-Experts (MoE) (Zhou
et al., 2022; Jin et al., 2024). MoL facilitates adap-
tive weighted alignment between teacher and stu-
dent layers, thereby overcoming the distillation
challenge of mismatched layer counts. In summary,
our contributions are as follows:

* We introduce a new perspective: during the rea-
soning process, large language models exhibit
a progressive attention pattern towards certain
critical tokens, a pattern that implicitly encodes
valuable clues for stepwise reasoning.

* We propose a novel chain-of-thought distilla-
tion framework, MoLSAKI, which introduces
the concept of stepwise attention on critical to-
kens and transfers the teacher model’s progres-
sive, dynamic focus on key information to the
student model, thereby enhancing its capacity for
effective reasoning.

* We design MoL to adaptively align layers be-
tween teacher and student models of differ-
ent depths in a weighted and dynamic manner,
thereby successfully overcoming the challenge
of their mismatched layer counts.

* Our method yields performance gains in in-
domain and out-of-domain settings across vary-
ing teacher-student model scales on mathemati-
cal and commonsense reasoning benchmarks.

2 Related Work

2.1 Chain-of-Thought Distillation

Large language models (LLMs) demonstrate strong
reasoning capabilities (Kojima et al., 2022; Wei
et al., 2022), yet their massive scale hinders prac-
tical deployment. Recent work distills reasoning
abilities into smaller models through CoT knowl-
edge transfer (Ho et al., 2023; Hsieh et al., 2023;
Fu et al., 2023; Li et al., 2023). Key approaches
include Fine-tune-CoT’s zero-shot rationale extrac-
tion (Ho et al., 2023) and DSS’s multi-task separa-
tion of reasoning/answer prediction (Hsieh et al.,
2023). Subsequent improvements introduce mu-
tual information maximization (MMIloss (Chen
et al., 2024)) and auxiliary model-based distilla-
tion (Mentor-KD (Lee et al., 2024)) (details in
Appendix A.1). Existing methods neglect key in-
formation in reasoning and face structural con-
straints from logit distillation requirements (Lee
et al., 2024; Zhang et al., 2024b). Our approach
introduces stepwise attention on critical tokens dis-
tillation without requiring tokenizer alignment or
projection layers.
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Question: Where is a business restaurant likely to be located?
(B) at hotel, (C) mall, (D) business sector, (E) yellow pages.
Rationale: The question asks about the likely location of a business restaurant. A
business restaurant is typically a place where business meetings or professional lunches take
place. (A) town too broad, does not specify a business context. (B) at hotel hotels
often have restaurants suitable for business meetings. (C) mall while malls have
restaurants, they are more casual and not specifically for business. (D) business sector
indicates a location focused on businesses, making it ideal for a business restaurant. (E)
yellow pages a directory, not a physical location. Given the context of a business
restaurant, both (B) and (D) are strong contenders, but (D) business sector is more specific to
the business context. So, the answer is D.

Keywords: ["business”, "restaurant”, "location, "hotel”, "sector”, "professional”, "meetings"]

Answer choices: (A) town,

(a) A sample from the CommonSenseQA dataset.
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(b) Visualization of stepwise attention on critical tokens
from the 32nd layer of the teacher model Qwen2.5-32B for
the sample in Figure 2a. The horizontal axis represents the
indices of critical tokens, and the vertical axis represents
the indices of steps.

Figure 2: Progressive attention pattern on critical tokens
(details in Appendix D).

2.2 Self-Attention Distillation

Prior methods transfer self-attention patterns via
layer mapping: TinyBERT (Jiao et al., 2020)
uses uniform mapping, MOBILEBERT (Sun
et al., 2020) assumes identical layer counts, and
MINILM (Wang et al., 2020) distills only final lay-
ers (details in Appendix A.2). These methods re-
quire matched attention dimensions and fixed layer
correspondences. We overcome these limitations
by 1) focusing distillation on critical tokens in rea-
soning steps instead of full attention matrices, and
2) using dynamic layer routing via MoL modules to
automatically select optimal teacher-student layer
pairs, outperforming rigid mapping approaches.

3 Methodology

MOoLSAKI introduces a novel knowledge distilla-
tion framework that enhances the reasoning of the
student model through synergistic integration of
CoT distillation and stepwise attention guidance.
Specifically, we first prepare CoT data annotated
by the teacher model and conduct CoT distillation
(§3.1), subsequently extract stepwise attention on
critical tokens from the teacher and student models
in the process of CoT distillation (§3.2), and finally
implement adaptive MoL layer alignment (§3.3).

3.1 CoT Distillation

We obtain CoT data for each question-answer pair
{q,a} in a raw dataset D by few-shot prompting
the teacher model (details in Appendix F.3). The
teacher’s response to each question ¢ is divided
into two components: rationale r and answer a
(see the sample in Figure 3). The labeled dataset
{¢,m,a | ¢ € D, a = a} will be used for the
subsequent CoT distillation of the student model.

Following Hsieh et al. (2023), we perform CoT
distillation comprising two tasks (CoT Distillation
module in Figure 3): 1) final answer prediction a
given a question ¢ and 2) rationale r generation for
the same input q. The respective loss functions are
as follows:

»Cpre = EqED [»Cce(f(q)7 a)]7

1
Lo = Eqen [Lee(f(@), 7)), M

where f denotes the student model and L. denotes
the cross-entropy loss between model predictions
and target tokens.

3.2 Stepwise Attention on Critical Tokens

Believing that distilling the teacher’s stepwise at-
tention on critical tokens during reasoning is more
impactful than simply transferring rationales, we
introduce the loss L, (in Eq.(6)) of stepwise at-
tention on critical tokens during CoT distillation to
guide the student’s progressive focus on key infor-
mation.

To compute the loss L, we first extract step-
wise attention on critical tokens from both the
teacher and student models (Extract Stepwise At-
tention on Critical Tokens module in Figure 3). In
our design, Stepwise denotes reasoning steps incor-
porating the question. As shown in the example in
Figure 3, we segment the input sequence composed
of question and rationale into reasoning steps based
on periods, resulting in 5 steps.

The teacher model’s tokenizer converts the input
sequence composed of question and rationale into
a token sequence {z},z},...,2%,}. M; denotes
the index set of all tokens partitioned by reasoning
steps. Its element specifically denotes the index set
of all tokens within a single reasoning step. Utiliz-
ing regular expression matching and the tokenizer’s
mapping, we obtain the index set of critical tokens
from the token sequence, denoted as M. Its ele-
ment denotes the index set of critical tokens corre-
sponding to a specific critical word in the original
text after tokenization (details in Appendix C.1).
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Quesﬂon (Step1)A mailman has to give 4 pieces of junk mail to each house in each of the 16 blocks. If there are 17 houses in each block,

i How many pieces of junk mail should he give in total?

! block. (Step4)So, the total number of houses is 16 * 17 = 272 houses. (Step5) The mailman has to give 4 pieces of junk mail to each house, so !

! the fotal number of junk mail pieces is 272 * 4 = 1088.
{ Answer: (16 * 17 * 4)

Ra‘nonale (Step2)The mailman has to give 4 pieces of junk mail to each house in each of the 16 blocks. (Step3)There are 17 houses in each
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Figure 3: The MoLSAKI framework consists of three components. In the example, the question and rationale have
13 numerical tokens and 5 steps in total. Thus, the stepwise attention on numerical tokens in both teacher and

student models is 5x13.

The [-th layer of the teacher model subsequently
constructs the self-attention matrix 7, lt € RM*xM,
To compute stepwise attention on critical tokens,
we first extract columns from [ lt at the indices of
critical tokens, where each column represents atten-
tion distribution from all tokens to a specific critical
token. Based on this, we compute the aggregated
stepwise attention on critical tokens by summing
rows of the corresponding columns in I} at each
reasoning step, as follows:

My = {{0,1,2,..}, ..,
Mo = {{u1, p2, ..}, .

{ M —1}},
LuweN, p< M,

()
A=Y Iflij] (K€ My, P e My),
i€k, jeP
where Af e RIMiIXIMz| corresponds to the step-

wise attention scores on critical tokens generated
by the [-th layer of the teacher model.

The student model processes the token sequence
{«f, 25, ..., } to generate self-attention matrix
I} e RN >N of the I-th layer, from which we apply
the identical extraction and aggregation mechanism

to compute its stepwise attention on critical tokens:

M o={{0,1,2,..}, ... {.. N —1}},
Ny = {{A\1,A2,...}, ..}, AeN, A< N, 3)
A = Z I[i, 5] (K € N1, O € NR),
1€ jeO
where A7 € RVIXIN2I denotes the stepwise at-

tention scores on critical tokens generated by the
[-th layer of the student model with [N7| = | M|
indicating the total count of reasoning steps and
|N2| = | Mo representing the total count of crit-
ical tokens (details in Appendix C.2). Our mech-
anism achieves functional compatibility between
architecturally distinct models by aligning the step-
wise attention dimensions on critical tokens across
teacher and student models, thereby eliminating the
requirement for shared tokenizers or vocabularies.

3.3 MoL for Adaptive Layer Alignment

Though distilling stepwise attention on critical to-
kens is feasible, determining optimal layer map-
ping in distillation presents a non-trivial challenge.
This arises from architectural disparities between
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teacher and student models, which preclude com-
plete layer-to-layer correspondence. Conventional
rigid Single-Layer (SL) alignment approaches
prove suboptimal due to their inflexibility. To over-
come these limitations, we propose a Mixture-of-
Layers (MoL) module that dynamically aggregates
stepwise attention across all layers through train-
able weighting parameters in the layer router.

Leveraging insights from the analysis of teacher
and student model characteristics, distinct inputs
are provided to the teacher and student MoL. mod-
ules (Mixture of Layers for Adaptive Layer Align-
ment module in Figure 3). For the teacher model,
the stepwise attention on critical tokens A} varies
across its different layers (Figure 13). By analysing
the column gradients of A!, we find that the most
significant variation of stepwise attention on criti-
cal tokens occurs in the intermediate layers (Figure
4).

Mean Gradient of Stepwise Attention Across Layers

10
—e— SVAMP

GSM8K

T T T T e e TS
Layer

Figure 4: We analyse the average column gradient dis-
tribution of stepwise attention on critical tokens across
the layers of Llama3-8B (details in Appendix E.1).

To effectively transfer the significant attention
dynamics to the student model, we determine the
teacher model’s layer weights through temperature-
controlled softmax normalisation applied to the
gradients of A, as follows:

M Ma|=17 4tr. - e
SIS Al G+ 1) - Al ]|

Ab) =
G4 ACED ’
p' = softmax([G(A}), .., G(A} )], m) € R,
6z7¢/7'
softmax(z,7); = W,

“
where G(A!) denotes the mean gradient of A!, L,
indicates the count of layers in the teacher model,
the p! € R denotes the layer weights obtained
by the MoL of the teacher model, and 7; denotes
the temperature parameter of the softmax function.

For the student model, we process value vec-
tors from all layers through a learnable routing
mechanism: First, we apply RMSNorm (Zhang and
Sennrich, 2019) to stabilise the features. Second,
we sum over the sequence dimensions to obtain
compact layer embeddings. Third, we concatenate
multi-layer representations. Finally, we generate
adaptive layer weights via an affine transformation
and a temperature-controlled softmax. The above
procedure is formulated as:

V; = RMSNorm(V;) € RV*4,
N

=S (Vili, ) € BY, “
=1

H = concat(hi, ha, ..., hr,) € RE2xd
p°® = softmax(HW + b, m5) € RL2,

where d denotes the dimension of the value vec-
tor, Lo indicates the count of layers in the student
model, the p* € R%2 denotes the layer weights
obtained by the MoL of the student model, and
79 denotes the temperature parameter of the soft-
max function. Building upon this foundation, we
independently applied weighting to A} and A} re-
spectively, followed by performing softmax nor-
malisation along the temporal step dimension. Sub-
sequently, the averaged Kullback-Leibler (KL) di-
vergence across corresponding steps is calculated
and designated as stepwise attention loss L,
Ly
At — Z(pfA}f) c R‘Nl‘x‘-/\ﬁzl’
1=1
Al [, :] = softmax(A"[i,]),
Lo
A* ="} A7) e RV ©)
1=1
A%[i,:] = softmax(A°[i,]),
p A ~
Latt = T5aT ; KL(A"[3,:] || A®[L,:]).

Finally, we formulate the overall objective func-
tion £ through a weighted combination as:

L =alpre+ (1 — a)Lexp + BLatt. (N

where the prediction loss Ly and the explanation
loss Lexp are in Eq.(1), and Ly is the aforemen-
tioned stepwise attention loss.

4 Experiments

4.1 Setup

Datasets. In the experiment, five public rea-
soning datasets are utilized: SVAMP (Patel et al.,
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|SVAMP SingleEq AsDiv GSM8K CSQA
In-Domain | v X X X v
Teacher:Llama3-8B Student:GPT2-Large

Vanilla Finetune 10 12.1 9.2 4.2 16.7
DSS 48.0 36.1 30.3 12.4 19.1
MMlloss 47.0 37.9 30.7 12.5 194
MoLSAKI(ours)| 49.5 398 322 151 210

Teacher:Qwen2.5-32B Student:TinyLllama-1.1B

Vanilla Finetune | 14.5 21.4 14.3 6.7 17.8
DSS 59.5 48.1 33.5 13.8 28.9
MMlloss 64.5 48.1 42,6 140 258
MoLSAKI(ours)| 68.5 51.8 433 169 303

Table 1: Accuracy(%) of different approaches.

2021), SingleEq (Koncel-Kedziorski et al., 2015),
Asdiv (Miao et al., 2021), GSM8K (Cobbe et al.,
2021), CommonSenseQA (CSQA) (Talmor et al.,
2019). To assess the effect of our method on the
generalization of the student model, we established
an in-domain and out-of-domain evaluation setting
using mathematical reasoning datasets. For mathe-
matical reasoning, SVAMP is used as an in-domain
test dataset, and SingleEq, Asdiv, and GSM8K
serve as out-of-domain test datasets. For common-
sense reasoning, CSQA is used as an in-domain
test dataset. (details in Appendix F.1).

Baselines. We compare our proposed MoL-
SAKI framework with three established baseline
methods: 1) Vanilla Fine-Tuning (L = Lpre)
trains models exclusively on answer labels with-
out CoT utilization; 2) DSS (Hsieh et al., 2023)
(L = aLpre + (1 — o) Lexp) conducts multi-task
distillation that decouples rationale and answer op-
timisation; 3) MMIlloss (Chen et al., 2024) (L =
aLlpe + (1 — o) Lexp + BLMmM1) extends DSS by
incorporating cross-entropy loss between rationale
generation and answer prediction as an auxiliary
objective under the information bottleneck prin-
ciple. In the experiments, we followed the de-
fault hyperparameter settings of these works, using
a=0.5,5=0.1.

Settings. In the main experiments, we em-
ployed two teacher-student model configurations:
(1) Llama3-8B (Meta, 2024) as the teacher model
and GPT-2 Large (774M) (Radford et al., 2019) as
the student model; and (2) Qwen2.5-32B (Qwen
et al., 2025) as the teacher model and TinyLlama-
1.1B (Zhang et al., 2024a) as the student model.
For the analysis experiment, the teacher model
was Llama3-8B, and the student model was GPT-2
Medium (355M). For the main experiments, the

weight hyperparameter (3 of the stepwise attention
loss was set to 1.0, and the temperature hyperpa-
rameters for the MoL of the teacher and student
models were set to 7; = 0.1 and 79 = 0.5, respec-
tively (details in Appendix E).

4.2 Main Results

In this section, we thoroughly evaluate MoLSAKI
through in-domain and out-of-domain tests. The
results demonstrate that it works effectively and
maintains consistent performance across different
reasoning datasets, demonstrating its reliability.

1) MoLSAKI substantially boosts student models’
reasoning performance. CoT distillation methods
notably improve the performance of student mod-
els in reasoning tasks compared to the standard
fine-tuning approach, as shown in Table 1. Our
proposed MoLSAKI method achieves an average
relative improvement of 7.5% (GPT2-Large) and
11.3% (TinyLlama) over the baselines. A detailed
computational comparison of the methods and fur-
ther case studies is provided in Appendix F.5 and
Appendix F.6.

2) MoLSAKI consistently achieves significant
in-domain accuracy improvements across vary-
ing model scales. Specifically, on the in-domain
datasets, it outperforms both the DSS and MMIloss
baselines for two distinct student model scales.
This superior performance is attributed to MoL-
SAKT’s ability to improve knowledge transfer by
guiding the student’s attention at each reasoning
step through stepwise attention alignment.

3) MoLSAKI demonstrates strong generaliza-
tion capabilities on out-of-domain reasoning tasks.
Experimental results consistently show that our
method outperforms baseline approaches across
out-of-domain benchmarks for two different stu-
dent models. This superior out-of-domain gener-
alization underscores the importance of distilling
the teacher model’s stepwise attention focusing on
critical tokens.

4.3 Hyperparameter Analysis

In this section, we systematically assess the impact
of the weight hyperparameter 3 of stepwise atten-
tion loss L, as well as the temperature parameters
71 and 79 modulating the layer weight of the teacher
and student models respectively. We conducted ex-
periments using the student model GPT2-Medium
and the teacher model Llama3-8B on three mathe-
matical reasoning datasets, where SVAMP serves
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Figure 5: Hyperparameter analysis of 3, 7, and 75 in
MoLSAKI.

as the in-domain test dataset and SingleEq and As-
Div are out-of-domain test datasets.

Our S analysis reveals that MoLSAKI’s SVAMP
performance peaks when £ is set to 1.0 before de-
clining (Figure 5), surpassing MMIloss only at this
optimal value. However, it maintains consistent ad-
vantages across out-of-domain datasets under most
B settings, further demonstrating that MoL.SAKI
enhances the generalisation of the student model’s
mathematical reasoning ability.

For 7 of MoL in the teacher model, the per-
formance of MoLSAKI gradually declines as 7|
increases (Figure 5). This suggests that during the
stepwise attention distillation process, the teacher
model tends to prioritise layers with larger step-
wise attention gradients, enabling these layers to
contribute more prominently to the transfer of at-
tention information in the distillation process. For
79 of MoL in the student model, the results on the
SVAMP and AsDiv datasets reach their maximum
values when 7 is set to 0.5 (Figure 5). Extreme
79 values degrade MoLSAKI performance, indicat-
ing that stepwise attention distillation necessitates
balanced layer participation in the student model
while preventing excessive uniformity. Temper-
ature hyperparameters exhibit patterns compara-
ble to 3: while suboptimal configurations cause
SVAMP performance to dip below MMIloss, most
settings achieved superior generalisation.

4.4 Layer Weight Visualization

This section visualises layer weight distributions in
MoLSAKI’s MoL under three (71, 72) configura-

7,=0.1, 7,=0.1
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Figure 6: Comparative visualization of layer weight
in Llama3-8B (32-layer) and GPT2-Medium (24-layer)
under parameter configurations 7, and 5.

tions, comparing teacher (Llama3-8B) and student
(GPT2-Medium) models in Figure 6.

When setting temperature coefficients to 7, =
0.1 and 5 = 0.5, the teacher model exhibits sig-
nificant layer-weight differentiation during step-
wise attention distillation (details in Appendix E).
Specifically, layers 13-15 demonstrate maximum
weight values, while other layers show param-
eter attenuation approaching zero. In contrast,
the student model maintains relatively balanced
weight distribution throughout the distillation pro-
cess: although layers 8, 17, and 24 attain compara-
tively higher weights, the remaining layers preserve
non-negligible values, forming a distinct contrast
with the near-zero weight pattern observed in most
teacher model layers.

With temperature parameters 73 = 0.1 and
9 = 0.1, the student model demonstrates pro-
nounced weight concentration during distillation:
layer 8 emerges as the dominant contributor with
maximum weight magnitude, followed distantly by
layer 24, while all other layers’ weights approach
negligible values. In contrast, when configuring
71 = 0.7 and 75 = 0.5, the teacher model exhibits
fundamental shifts in weight dynamics: the pre-
viously dominant layers 13-15 lose their absolute
predominance, giving way to more balanced inter-
layer weight allocation. Additionally, we visualise
the layer weight for the teacher and student mod-
els under ; = 0.1 and 5 = 1.0, with the results
presented in Appendix F.4.

4.5 SL Alignment vs. MoL Alignment

To validate the effectiveness of the MoL mod-
ule, we implement two fixed single-layer (SL)
alignment strategies for comparison with our adap-
tive weighted layer alignment (MoL) method: 1)
Based on the layer visualization results with 71 =
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Method | T—S |SVAMP AsDiv AVG

DSS | - | 350 233 291
MMiloss | - | 425 263 344
| 1358 365 251 308
13— 17| 385 266 325
|13—-24] 350 261 305
| 148 | 360 266 313
14> 17| 425 283 354
MOLSAKI |14 —24| 430  28.1 355
| 158 | 355 273 314
15— 17| 365 266 315
|15—24| 390 246 318
132524| 430 281 358
| MoL | 445 305 37.5

Table 2: Ablation comparison experiment results of
adaptive weighted layer alignment (MoL) and fixed
single-layer mapping (SL). Boldface denotes the best
performance, while underlining denotes the second best.

0.1, » = 0.5 (in Sec.4.4), we select the top
three highest-weighted layers from both the teacher
model Llama3-8B (layers 13, 14, 15) and the stu-
dent model GPT2-Medium (layer 8, 17, 24). 2)
Following MINILM (Wang et al., 2020), we sep-
arately select the last layer of the teacher model
Llama3-8B (layers 32) and the student model
GPT2-Medium (layer 24).

The experimental results demonstrate that MoL’s
adaptive weighted layer alignment mechanism out-
performs conventional fixed single-layer alignment
approaches (Table 2). Notably, even with the sim-
plified single-layer alignment configuration, some
of it still surpasses baseline methods. This finding
suggests that even if only a specific layer of the
student model learns to capture the teacher model’s
specific layer’s attention on critical tokens at the
step level, it still contributes to the student model’s
final reasoning.

4.6 Rationale and Stepwise Attention Derives
from Different Models

To systematically evaluate the robustness of MoL-
SAKI across diverse teacher model configurations,
we conduct comparative experiments under two
distinct scenarios: 1) Unified Configuration em-
ploying Llama3-8B as the sole teacher for both
rationale generation and Stepwise Attention on Nu-
merical Tokens extraction, and 2) Hybrid Configu-
ration combining Pal. M-540B’s rationale genera-
tion (following DSS) with Llama3-8B’s numerical

Method ‘SVAMP SingleEq AsDiv AVG
In-Domain| v X X -

Rationale +— Llama3-8B
Stepwise Attention «+— Llama3-8B

DSS 48.0 36.1 303 38.1
MMlloss 47.0 37.9 30.7 385
MoLSAKI | 49.5 39.8 32.2 405

Rationale < Pal.LM-540B
Stepwise Attention <— Llama3-8B

DSS 43.0 333 33.0 364
MMlloss 42.0 29.6 349 355
MoLSAKI | 45.5 37.9 345 393

Table 3: Performance comparison of MoLSAKI and
baselines on reasoning datasets across different teacher
model configurations.

attention patterns.

Using GPT2-Large as the student model across
both settings, our experimental results (Table 3)
yield three principal observations: First, configu-
ration analysis reveals that despite PaLM-540B’s
substantial parameter advantage (540B vs 8B), its
inferior mathematical reasoning capability, as ev-
idenced by official benchmark (Chowdhery et al.,
2023; Grattafiori et al., 2024) comparisons, ex-
plains the performance gap between configurations.
Second, MoLSAKI demonstrates consistent supe-
riority over baseline methods in both configura-
tions, achieving significant relative accuracy im-
provements of 5.1% (Unified) and 7.9% (Hybrid),
thereby validating its teacher-agnostic knowledge
integration capability. Third, the architecture’s de-
coupled design enables practical deployment flexi-
bility, allowing simultaneous utilization of black-
box models (e.g., GPT-4.1, Gemini2.5) for high-
quality rationale generation and white-box models
(e.g., Llama3-8B) for numerical attention extrac-
tion - an innovative paradigm for heterogeneous
knowledge distillation. These findings collectively
substantiate MoLSAKI’s effectiveness in cross-
configuration applications while proposing a novel
framework for optimally leveraging diverse model
capabilities in knowledge transfer scenarios.

5 Conclusion

We contribute a new perspective to improving CoT
distillation, positing that the stepwise attention on
critical tokens implicitly encodes essential reason-
ing cues inherent in large models. Building upon
this perspective, we propose MoLSAKI, a novel
distillation framework aimed at resolving the issue
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of critical information underutilization in CoT dis-
tillation for reasoning. It facilitates the transfer of
the teacher model’s stepwise attention on critical
tokens to the student model through a MoL strategy,
which enables adaptive layer alignment.

Limitations

Limited computational resources constrained our
exploration of diverse model sizes and architectures
for both teachers and students. Nevertheless, we
believe this work offers a valuable perspective on
Chain-of-Thought distillation and large language
model reasoning. Despite its current scope, this
study establishes a foundation for future research
to extend attention-based distillation across a wider
range of model scales and architectures. In addi-
tion, our experiments focused on relatively simple
reasoning tasks with short chains of thought. Fu-
ture work should examine whether these findings
generalize to more complex problems that demand
longer and more intricate reasoning paths.
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A Related Work
A.1 Chain-of-Thought Distillation

In complex reasoning, CoT distillation methods
typically transfer the step-by-step rationales gen-
erated by the teacher model to the student model
to enhance its reasoning abilities (Ho et al., 2023;
Fu et al., 2023; Li et al., 2023; Hsieh et al., 2023;
Zhang et al., 2024c, 2025a). DSS (Hsieh et al.,
2023) treats CoT distillation as a multitask learn-
ing problem, assigning two labels per query: the
final answer and the rationale generated by the
teacher model. Following this, several studies in-
corporate an auxiliary loss to further enhance the
complex reasoning capabilities of small language
models. Mentor-KD (Lee et al., 2024) introduces
a mentor model situated between the student and
teacher models with its logit output distribution
that serves as an auxiliary soft label for distilla-
tion. MMlloss (Chen et al., 2024) introduces a
maximum mutual information loss as an additional
distilling objective, addressing DSS’s oversight of
the mutual information between the rationale and
final answer.

However, existing CoT distillation primarily fo-
cuses on transferring the result of the teacher’s
reasoning (the rationales), rather than the process
itself. We contend that the teacher’s ability to pro-
gressively attend to critical tokens during reasoning
is a more fundamental and valuable skill. Hence,
our goal is to transfer this crucial progressive atten-
tion pattern to the student model. We achieve this
by incorporating a stepwise attention on critical
tokens distillation loss L4 (Eq.(7)), which encour-
ages the student to learn this vital ability to focus
on key information step-by-step.

A.2 Self-Attention Distillation

Existing self-attention distillation methods (Jiao
et al., 2020; Sun et al., 2020; Wang et al., 2020)
suffer from two main drawbacks. They are not
designed for reasoning tasks, often neglecting
reasoning-specific attention patterns and distill-
ing the full self-attention matrix, which mandates
identical teacher-student tokenizers. Moreover,
they typically handle varying teacher-student layer
counts with rigid single-layer alignment (SL), ig-
noring the functional diversity of layers (Geva et al.,
2023; Yao et al., 2024). Conversely, we utilize a
more flexible MoL layer alignment strategy, whose
superiority over SL is demonstrated in our ablation
studies (see in Sec.4.5).

B Critical Tokens in CoT

Chen et al. (2025) investigated critical tokens dur-
ing the pre-training stage and allocated more com-
putational resources to these tokens, whereas our
work primarily focuses on critical tokens within
the chain-of-thought (CoT) during the reasoning
process. Effective reasoning relies on focusing at-
tention on critical information, which provides es-
sential clues for successful problem-solving, much
like in human cognition. Driven by this understand-
ing, we sought to analyse the attention distribution
over critical tokens in LLMs’ CoT. Although prior
research (Xiao et al., 2023; Barbero et al., 2025)
indicates that autoregressive LLMs often prioritize
the initial token, our specific interest lies in the
attention distribution across the remaining tokens
within the reasoning steps. To highlight this, we
developed methods tailored to mathematical and
commonsense reasoning to identify these critical
tokens and performed visualization analysis, omit-
ting the initial token’s attention.

B.1 Mathematical Reasoning

Recognizing the intuitive importance of numerical
tokens in mathematical reasoning, we conducted
a visualization analysis to confirm this. We con-
ducted analysis experiments on the mathematical
reasoning datasets GSM8K and SVAMP (100 ran-
domly sampled instances from each, totaling 200
samples).

The student model was fine-tuned using the
DSS (Hsieh et al., 2023) method on CoT data from
GSMS8K and SVAMP to endow it with mathemat-
ical reasoning capability. For each sample, given
the question and the zero-shot prompt ’Let’s think
step by step,” the model was tasked with generating
a reasoning process. Attention scores for numeri-
cal and non-numerical tokens were recorded during
this process. To compute the step-by-step attention,
we segmented the reasoning steps based on periods
and applied an averaging strategy across layers and
attention heads. Finally, we applied the softmax
function to the average attention scores of numeri-
cal and non-numerical tokens, yielding the relative
proportions of stepwise attention allocation (see
Figure 1b).

The results demonstrate that both the teacher
and student models allocate higher average atten-
tion weights to numerical tokens compared to non-
numerical tokens in the question during mathemat-
ical reasoning. These findings collectively under-
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Figure 7: We randomly sampled 100 instances from
CommonSenseQA to analyze the average attention allo-
cated by Qwen2.5-32B to critical tokens corresponding
to keywords relative to other tokens at each step.

score the critical role of numerical tokens in math-
ematical reasoning.

B.2 Commonsense Reasoning

For commonsense reasoning, we adopt a keyword
extraction method. To obtain critical tokens using
this method, we design a prompt during few-shot
CoT generation by the teacher model, asking it to
list 3-8 unique keywords deemed crucial for rea-
soning (in Figure 10). The visualization analysis
method was the same as described in Appendix B.1.
Our results indicate that, in most steps of the in-
ference process, tokens corresponding to extracted
keywords received significantly higher attention,
highlighting their crucial role in facilitating infer-
ence. (see Figure 7).

C Extracting Stepwise Attention

C.1 Extracting Indices of Critical Tokens

Critical tokens’ indices are automatically extracted
from the token sequence, eliminating the need for
manual annotation. We first identify critical words
based on the task type: For commonsense reason-
ing, we prompt the teacher model during CoT gen-
eration to provide keywords it deemed important
for reasoning. For mathematical reasoning, numer-
ical words are considered critical based on prior
analysis. This is achieved by first locating numeri-
cal words or teacher-provided keywords in the text
sequence via regex matching.

Once these critical words are identified in the
input text sequence, we automatically extract their
corresponding indices (M3 in Eq.(2) & N3 in
Eq.(3)) in the token sequence using regex matching
and tokenizer mapping. It is noted that the elements

within My and N> are not simple integer indices,
but rather are composed of smaller index sets. Be-
cause a single critical word sometimes corresponds
to multiple tokens, we obtain a small index set
P € My (O € Nsy) for each keyword. In our step-
wise attention calculation, these critical tokens in
‘P are treated as a whole, and the attention received
by all member tokens is summed to represent the
attention received by the critical word.

C.2 Identical Shape

Notably, during student model distillation, the in-
put CoT text and the critical words within the CoT
are all derived from the teacher model. Conse-
quently, the identical input text and critical words
used in CoT distillation (see Figure 3) ensure
that the stepwise attention matrix shares the same
shape (|N1| = [Mi],|Na| = |[Maz]) for teacher
and student models, despite the significant differ-
ence between their tokenizers resulting in N7 #

My, Na # Ma.

D Progressive Attention Pattern

Analogous to human reasoning, where attention
to different key information shifts dynamically as
steps evolve, we observe a dynamic pattern in the
teacher model’s stepwise attention towards criti-
cal tokens. This attention pattern implicitly en-
codes the teacher model’s capture and utilization
of key information during the reasoning process.
To illustrate this, we visualized the stepwise at-
tention on critical tokens from a specific layer of
the teacher model for a reasoning sample. The re-
sults revealed distinct step-by-step variations in the
teacher model’s attention to critical tokens during
reasoning (see Figure 1¢ & Figure 2).

E Temperature Parameters

The temperature parameters 71, 72 control the
sharpness of the adaptive layer weight distributions
in the teacher and student models, respectively. The
rationale for the MoL configuration and the specific
values of hyperparameters 71 = 0.1, 72 = 0.5 is
elaborated below.

E.1 Teacher: 7y

We conduct a visual analysis of the stepwise atten-
tion of the teacher model from both qualitative and
quantitative perspectives.

Qualitative: We visualized the stepwise atten-
tion on critical tokens for a selected sample across
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all 32 layers of the teacher Llama3-8B model. As
shown in Figure 13, this attention exhibits clear
variations across different layers.

Quantitative: We randomly selected 100 sam-
ples from each of the GSM8K and SVAMP datasets
and input the corresponding questions and ratio-
nales into the teacher Llama3-8B. We then ex-
tracted stepwise attention on critical tokens from
each layer and computed their column gradients.
Importantly, these column gradients are distinct
from backpropagation gradients. Calculated using
Eq.(4), they evaluate the average magnitude of at-
tention weight differences between adjacent critical
tokens. The column gradients reflect the magnitude
of stepwise change in attention on critical tokens
within a given layer. The results highlight signifi-
cant attention shifts in the intermediate layers (with
the most notable changes occurring in layers 13-15
in Figure 4).

Through qualitative and quantitative analysis,
we find that the most significant gradual change in
attention to critical tokens takes place in the inter-
mediate layers. This finding aligns with previous
interpretability studies (Geva et al., 2023; Yao et al.,
2024; Zheng et al., 2024), suggesting that the inter-
mediate layers of large models are more strongly
associated with reasoning than other layers. Aim-
ing to ensure the student model prioritizes learning
from these crucial intermediate layer patterns, we
set 71 to an extremely small value, thereby allocat-
ing them greater weight.

E.2 Student: 7

Since the student model is small, we aim for
all its layers to participate substantially yet non-
uniformly in attention distillation. To achieve this,
T s set to a moderate value, yielding a less peaked
but non-uniform layer weight distribution.

F Details of Experiments

F.1 Datasets

The reasoning abilities of current large language
models are generally categorized into two modes:
System 1 thinking (Zhang et al., 2025b) and Sys-
tem 2 thinking (Li et al., 2025). In this work, we
primarily focus on System 2 thinking. To com-
prehensively evaluate performance across varying
difficulty levels, we conducted experiments on five
benchmarks spanning commonsense and mathe-
matical reasoning. Table 4 provides data statistics
for these benchmarks.

The mathematical reasoning datasets, all human-
authored, consist primarily of grade school math
word problems. Among these, GSM8K represents
a challenging problem domain. While Asdiv was
originally a multiple-choice mathematical reason-
ing dataset, we modified it by removing the options
and rephrasing the questions as open-ended. This
change was implemented to enhance task difficulty
and minimize potential interference from random
guessing.

For the commonsense reasoning benchmarks,
Commonsense QA assesses the ability to apply
everyday knowledge and commonsense reasoning
about the physical and social world to answer ques-
tions in practical scenarios.

Dataset | In-Domain | Train | Test
SVAMP v 800 200
SingleEq X - 108
Asdiv X - 406
GSMSK X - 1318
CommonSenseQA v 9741 | 1221

Table 4: Dataset statistics used in our experiments.

F.2 Hyperparameter Settings

All experiments were performed on the NVIDIA
A800 x1 GPU cloud environments. The GPT2-
Medium and GPT2-Large models were trained
with the following configurations: learning rate
=5 x 107°, batch size = 16, maximum training
steps = 4,000. The TinyLllama model was trained
with the following configurations: learning rate =
1 x 10™*, batch size = 16, maximum training steps
=2,000. We report the average results over three
random runs.

F.3 Prompts

To obtain more accurate CoT samples, we design
a dual-phase CoT generation pipeline to handle
complexity-stratified questions. In the first stage,
we prompt the teacher model to generate r and a
based on the question g, similar to previous works.
This initial phase ensures accurate responses for
most relatively simple questions. The second stage
addresses incorrect samples with higher complexity
levels by prompting the teacher model to regenerate
rationale r and answer a under the guidance of both
the question ¢ and the ground-truth a. This dual-
phase pipeline enables scalable generation of high-
quality CoT samples while maintaining rigorous
quality control throughout the process (details in
Figure 9a & Figure 9b).
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F.4 Layer Weight Visualization

We visualize the layer weights for the teacher and
student models under 7 = 0.1 and » = 1.0, as
shown in Figure 8. Under this temperature parame-
ter configuration, the weights of each layer in the
student model are more evenly distributed.

71=0.1, 1,=1.0
Foxwo
o502 02200 1012 02 02000 [ . s B8z 0. G - R ..
0 2 13 s 5 5 U B 1 U0 L1 Uz U3 Us U5 Ue U7 s LD o 1 2 3 w4 b
Loso
0.0210.000.000.000.000.000.00 0.000.00 0.00 0.000.00 0.60{JEEXEEI0.000.000.00/0.00 0.0 0.00.0.00 0.00.0.000.00/0.00.0.000.00/0.00 0.0 0.00 0.00 AP
0 2 5w (5 (6 7 (B (5 L0 L1 L2 L3 L4 LS U6 L7 LB LIS 120 121 122 123 Lz2a 25 26 27 28 129 30 131 u32 |

Figure 8: Layer weight visualization when 7 =
1.0, » =0.1.

F.5 Computational Cost

Regarding the computational overhead of MoL-
SAKI, the attention matrix is directly utilized as an
intermediate result from the standard forward pass,
thus introducing no additional computation. The
newly introduced MoL module contributes only a
marginal computational cost, consisting of one lin-
ear layer and RMSNorm. Consequently, the total
increase in FLOPs from integrating MoLSAKI is
slight, yielding significant distillation performance
gains. To quantify this, we compared the FLOPs of
all evaluated methods on the two student models.

Student Model |  Method | FLOPs (x10'")
Vanilla Finetune 0.947
. DSS 2.927
GPT2-Medium MMIloss 2.9270010
MoLSAKI 2.9270186
Vanilla Finetune 2.007
DSS 6.081
GPT2-Large MMIloss 6.0810010
MoLSAKI 6.0810273

Table 5: Computational cost (FLOPs).

F.6 Case Study

In this section, we select two samples each from
SVAMP and GSMSK for case analysis (Figure 11).
We compare the differences between the MoLSAKI
method and the baseline method in terms of ratio-
nale generation. And to further compare their step-
wise attention on numerical tokens, we visualize
the stepwise attention of the student model GPT2-
Medium (8th layer) distilled by different methods
and the teacher model Llama3-8B (13th layer).
When reasoning the question presented in Fig-
ure 11b, the student model distilled by DSS men-
tions the condition "He used 10 tickets to buy

toys" during the generation of rationales. How-
ever, it fails to utilize the number "10" in the sub-
sequent reasoning process, leading to an incorrect
result. When addressing the question in Figure 11d,
MMlloss overlooks the condition "but he lost 2
of them" while generating rationales, which also
results in an incorrect answer. In contrast, the MoL-
SAKI method makes full and effective use of all
relevant numerical conditions.

By comparing the stepwise attention on numer-
ical tokens during the generation of rationales for
the questions in the above two examples between
the teacher model and the student models distilled
by different methods in Figure 12, it can be ob-
served that, compared with the baseline methods,
the student model distilled by D-SANK exhibits
a high degree of similarity to the teacher model
in terms of stepwise attention. This indicates that
distilling the teacher model’s stepwise attention on
number tokens to the student model can enhance
the student model’s comprehensive attention and
in-depth understanding of numerical conditions.
Consequently, the mathematical reasoning ability
of the student model is improved.
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system content

Assume you are one of the greatest Al scientists, logicians, and mathematicians. Please answer
the questions according to the following examples and requirement

user content

[Examples]

Q: {Question}

R: {Rationale}

T R A R A A
1. Let's think through the problem step by step and provide the answer strictly in the R
format as shown in the above example.

2. For percentages, to allow the eval() function to compute, express them as a division by
100. For example, “40%” should be written as (40 / 100).

3. Please ensure that the final answer ends with “The answer is (expression)”, where
(expression) is enclosed in parentheses.

4. The (expression) should not contain any commas and should be the raw combined formula.

Q: {Question}

(a) Generating CoT when given the question.

system content

Assume you are one of the greatest Al scientists, logicians, and mathematicians. Please answer
the questions according to the following examples and requirement

user content

[Examples]

Q: {Question}

GT: The final answer to this question is {Ground Truth}. Based on this answer, please work
through the problem step by step to deduce the question.

R: {Rationale}

I R O AR
1. Let's think through the problem step by step and provide the answer strictly in the R
format as shown in the above example.

2. For percentages, to allow the eval() function to compute, express them as a division by
100. For example, “40%” should be written as (40 / 100).

3. Please ensure that the final answer ends with “The answer is (expression)”, where
(expression) is enclosed in parentheses.

4. The (expression) should not contain any commas and should be the raw combined formula.
Q: {Question}

GT: The final answer to this question is {Ground Truth}. Based on this answer, please work
through the problem step by step to deduce the question.

(b) Generating CoT when given the question and ground truth.

Figure 9: Prompt template for generating CoT of the teacher model with dual-phase pipeline.
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system content

Assume you are one of the greatest Al scientists, logicians, and mathematicians. Please answer
the questions according to the following examples and requirement

user content

[Examples]

Q: The sanctions against the school were a punishing blow, and they seemed to what the efforts
the school had made to change? Answer choices: (A) ignore, (B) enforce, (C) authoritarian, (D)
yell at, (E) avoid.

T: Please work through the problem step by step to deduce the question. And give 3-8
keywords that you think are important in the process of reasoning. Each keyword must be an
independent word. The answer is given in standard json string format.

{

"Rationale": "The question asks for a type of person who typically contracts illness—in other
words, who is more likely to become ill. (A) hospital — This is a place, not a person. (B) head —
This is a body part, not a person. (C) sick person — This is someone who already has an illness,
not someone who typically contracts it. Illogical. (D) elderly person — Elderly people are
generally more vulnerable to illness due to weaker immune systems, so they are more likely to
contract illness. (E) doctor's office — Also a place, not a person. The only logical and
grammatically correct answer that refers to a type of person who is more likely to contract
illness is: (D) elderly person. So, the answer is D.",

"Answer": "D",

"Keywords": ["contract”, "illness", "vulnerable", "elderly", "sick", "immune", "system",
"likely"]

¥

T R R R R T R R R
Give the response in strict accordance with the json format of the sample shown above.

Q: {question}

T: Please work through the problem step by step to deduce the question. And give 3-8
keywords that you think are important in the process of reasoning. Each keyword must be an
independent word. The answer is given in standard json string format.

Figure 10: Prompt template for generating keywords in the reasoning process of the teacher model.
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Question (S1) 6 red peaches, 90 yellow peaches and 16 green peaches are in the basket. How many red and
green peaches are in the basket?
Llama3-8B (S2) There are 6 red peaches and 16 green peaches in the basket. (S3) So, the total number of red and

green peaches is 6 + 16 = 22

o

GPT2-Medium
(DSS)

(S2) There are 6 red peaches and 90 yellow peaches in the basket. (S3) So, the total number of red
and green peaches is 6 + 90 = 96. (x)

GPT2-Medium

(S2) There are 6 red peaches and 16 green peaches in the basket. (S3) So, the total number of red and

(D-SANK) green peaches is 6 + 16 = 22. )
(@)
Question (S1) At the arcade Dave had won 14 tickets and lost 2 tickets. If he used 10 to buy some toys. How
many tickets did Dave have left?
Llama3-8B (S2) Dave won 14 tickets and lost 2 tickets. (S3) So, he had 14 - 2 = 12 tickets left. (S4) He used 10

tickets to buy some toys. (S5) So, he had 12 - 10 = 2 tickets left.

)

GPT2-Medium
(DSS)

(S2) Dave started with 14 tickets and lost 2 tickets. (S3)He used 10 tickets to buy toys. (S4)So, he
had 14 - 2 = 12 tickets left. (x)

GPT2-Medium

(S2)Dave started with 14 tickets and lost 2 tickets. (S3)So, he had 14 - 2 = 12 tickets left. (S4)He used

(D-SANK) 10 tickets to buy toys. (S5)So, he had 12 - 10 = 2 tickets left. )
(b)
. (S1) 2 sports coaches went shopping together. The baseball coach bought 9 new baseballs for $3 each.
Question The basketball coach bought 8 new basketballs for $14 each. How much more did the basketball
coach spend than the baseball coach?
(S2) The baseball coach bought 9 new baseballs for 3 each, so the total cost for the baseballs is 9 * 3
Llama3-8B

=27. (S3) The basketball coach bought 8 new basketballs for 14 each, so the total cost for the

basketballs is 8 * 14 = 112. (S4) Now, we subtract the cost of the baseballs from the cost of the
basketballs: 112 - 27 = 85. (]

GPT2-Medium
(MMlloss)

(S2) The baseball coach bought 9 new baseballs for 3 each, so he spent 9 * 3 =27 dollars on
baseballs. (S3) The basketball coach bought 8 new basketballs for 14 each, so he spent 8 * 14 =

112 dollars on basketballs. (S4) The difference in the amount spent by the basketball coach and
the baseball coach is 112 - 27 = 85 dollars.

GPT2-Medium

(S2) The baseball coach bought 9 new baseballs for 3 each, so he spent (9 * 3) - (8 * 14) =8 * 14
-9 =63. (S3) The basketball coach bought 8 new basketballs for 14 each, so he spent (8 * 14) =

(D-SANK) 112. (S4) The difference in the amount spent between the basketball coach and the baseball coach
P
is 63 - 112 =19. o
©
Question (S1) Sarah has 9 books and Joseph had twice the number of Sarah's books, but he lost 2 of them. How
many books does Joseph currently have?
Llama3-8B (S2) Sarah has 9 books. (S3) Joseph had twice the number of Sarah's books, so he initially had 9 * 2 =

18 books. (S4) However, he lost 2 books, so he currently has 18 - 2 = 16 books.

(]

GPT2-Medium
(MMlloss)

(S2) Sarah has 9 books, and Joseph's books are calculated as 9 times 2, 9 * 2 = 18 books. (S3) So
Joseph now has 9 + 18 = 27 books. (x)

GPT2-Medium
(D-SANK)

(S2) Sarah has 9 books. (S3) Joseph has twice the number of Sarah's books, so Joseph has 9 * 2 =18
books. (S4) Joseph lost 2 of them, so he now has 18 - 2 = 16 books. )

()

Figure 11: Cases from SVAMP and GSM8K.
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Teacher Model: llama3-8B Student Model: GPT2-Medium(D-SANK) Student Model: GPT2-Medium(DSS)
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(a) The sample from the SVAMP dataset.
Teacher Model: llama3-8B Student Model: GPT2-Medium(D-SANK) Student Model: GPT2-Medium(DSS)
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(b) The sample from GSM8K dataset.

Figure 12: We select one example each from SVAMP and GSMS8K, visualizing stepwise attention on numerical
tokens for student models distilled by DSS, MMIloss, and MoLSAKI, compared with the teacher model. Vertical
and horizontal axes, respectively, denote the index of the step and the number.
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Figure 13: Stepwise attention heatmap on critical tokens from the teacher model Llama3-8B, which consists
of 32 layers for a specific example. For each layer, the average attention is computed from all attention heads. The
horizontal axis represents the order of critical tokens, while the vertical axis indicates the step number (counted
from the beginning of the question). The example is as follows: "Question: A mailman is tasked with delivering 4
pieces of junk mail to each house in 16 blocks, with each block containing 17 houses. How many pieces of junk
mail should he deliver in total? Rationale: The mailman delivers 4 pieces of junk mail to each house in 16 blocks,
with each block containing 17 houses. Therefore, the total number of houses is 16 x 17 = 272. Since the mailman

delivers 4 pieces of junk mail to each house, the total number of junk mail pieces is 272 x 4 = 1088."
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