Yidan Zhang*

P-MMEVAL: A Parallel Multilingual Multitask Benchmark

Bowen Yu

Yu Wan*
Dayiheng Liu

for Consistent Evaluation of LLMs

Boyi Deng*
Junyang Lin  Fei Huang®!
Tongyi Lab, Alibaba Group Inc

Baosong Yang Haoran Wei

Fei Huang®'
Jingren Zhou

{nianjun.zyd,wanyu.wy,dengboyi.dby}@alibaba-inc.com

Abstract

Recent advancements in large language models
(LLMs) showcase varied multilingual capabili-
ties across tasks like translation, code genera-
tion, and reasoning. Previous assessments often
limited their scope to fundamental natural lan-
guage processing (NLP) or isolated capability-
specific tasks. To alleviate this drawback,
we aim to present a comprehensive multilin-
gual multitask benchmark. First, we introduce
P-MMEVAL, a large-scale benchmark cov-
ering fundamental and capability-specialized
datasets. Furthermore, P-MMEVAL delivers
consistent language coverage across various
datasets and provides parallel samples. Fi-
nally, we conduct extensive experiments on rep-
resentative multilingual model series to com-
pare performances across models and tasks,
explore the relationship between multilingual
performances and factors such as tasks, model
sizes, languages, and prompts, and examine
the effectiveness of knowledge transfer from
English to other languages. The resulting
insights are intended to offer valuable guid-
ance for future research. The dataset is avail-
able at https://huggingface.co/datasets/Qwen/P-
MMEval.

1 Introduction

In recent years, large language models (LLMs,
Brown et al., 2020; OpenAl, 2023; Touvron et al.,
2023; Bai et al., 2022, 2023) have raised sig-
nificant interest in the artificial intelligence (Al)
community. As most LLMs are English-centric,
when we focus on the performances of a specific
LLM, it generally refers to the evaluation results
on English benchmarks. For example, early re-
search focuses on reporting evaluation results on
fundamental natural language processing (NLP)
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benchmarks. i.e, how accurately the LLM under-
stands and generates text, including TRIVIAQA
(Joshi et al., 2017a), WINOGRANDE (Sakaguchi
et al., 2020), and HELLASWAG (Zellers et al.,
2019). Nowadays, researchers are more inter-
ested in capability-specialized benchmarks, i.e.,
how well LLM performs on a group of specific
task-solving problems, including GSM8K (Cobbe
et al., 2021) for mathematical reasoning, MMLU
(Hendrycks et al., 2021a) for knowledge acquisi-
tion, and HUMANEVAL (Chen et al., 2021) for
code generation. However, there is currently little
work on systematically evaluating the multilingual
capabilities of LLMs. When developing and iterat-
ing LLMs, giving accurate and parallel evaluation
results is crucial for identifying their multilingual
capabilities and quantifying their performance.
Building a benchmark with both inclusive task
coverage and strong linguistic parallelism is dif-
ficult. Measuring the multilingual abilities of a
specific LLM, or comparing the quality of gen-
erated multilingual responses from one LLM to
another, remains a big challenge in developing mul-
tilingual LLMs. Early work focuses on an iso-
lated evaluation pipeline for a specific task, or to
be more concrete, a specific perspective of LLM
abilities: MHELLASWAG (Dac Lai et al., 2023)
aims at collecting the multilingual understanding
abilities, XLSUM (Hasan et al., 2021) mainly fo-
cus on evaluating the quality of generated multilin-
gual text, HUMANEVAL-XL (Peng et al., 2024) is
used for quantify how well-executed the generated
code segments are, and MGSM (Shi et al., 2023)
is made for testifying the performance on arith-
metic reasoning. In modern research, for delivering
simpler aggregation and comprehensive evaluation
when judging model abilities, researchers collect
several popular isolated benchmark tasks and pro-
pose a united, large-scale multilingual benchmark
system like XTREME (Hu et al., 2020), XTREME-
R (Ruder et al., 2021), XGLUE (Liang et al., 2020),
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MEGA (Ahuja et al., 2023), and BUFFET (Asai
et al., 2024) for multi-task assessments. However,
these large-scale benchmarks 1) are tailored pre-
dominantly to fundamental NLP tasks and 2) in-
consistently cover multiple languages across their
selected datasets.

In this paper, our goal is to develop a compre-
hensive multilingual multitask benchmark. To this
end, we first include three datasets from funda-
mental NLP tasks covering both understanding and
generation. The second phase of our endeavor in-
volves a meticulous curation of the most intensely
studied capability-specialized tasks in contempo-
rary research including code generation, knowl-
edge comprehension, mathematical reasoning, log-
ical reasoning, and instruction following. Finally,
we construct a collection of datasets P-MMEVAL,
consisting of three fundamental NLP datasets and
five advanced capability-specialized datasets. To
maintain language coverage among all selected
datasets, we unify 10 languages considering the
cost and computational limitations via expert trans-
lation review to construct the missing multilingual
portions.

To summarize, our contributions are as follows:

* We develop a multilingual multi-task bench-
mark P-MMEVAL that includes both funda-
mental and capability-specialized tasks, which
ensures consistent language coverage across
various datasets and provides parallel samples
across different languages. This benchmark
facilitates a thorough assessment of multilin-
gual capabilities and enables unprecedented
fairness and consistency in evaluating cross-
lingual transfer capabilities.

* Our experiments offer a comprehensive analy-
sis of the multilingual capabilities of various
LLMs, showcasing performance across dif-
ferent prompts, models, languages, and tasks.
Our analyses underscore a significant bench-
mark sensitivity in evaluating multilingual ca-
pabilities, indicating that the “nativeness” of
the benchmark dramatically affects the ob-
served multilingual evaluation results.

* We introduce the cross-lingual accuracy con-
sistency ratio (CACR) to analyze the effec-
tiveness of knowledge transfer from English
to other languages across various target lan-
guages and task scenarios. Our analysis indi-
cates that, among the tested tasks, code knowl-

edge is the easiest to transfer, while logical
reasoning proves the most difficult. Regard-
ing specific languages, transfer is facilitated
by linguistic similarity.

2 Related Work

Isolated Fundamental NLP Benchmarks Al-
though diverse multilingual evaluation benchmarks
have been established, they focused on basic
language understanding and generation capabil-
ities of models. Notable work includes XNLI
(Conneau et al., 2018) for natural language in-
ference, XCOPA (Ponti et al., 2020), MHEL-
LASWAG (Dac Lai et al., 2023), and XWINOGRAD
(Tikhonov and Ryabinin, 2021) for commonsense
reasoning, PAWS-X (Yang et al., 2019) for para-
phrase identification, XL-WIC (Raganato et al.,
2020) for word sense disambiguation, as well as
the span extraction QA datasets including XQUAD
(Artetxe et al., 2020), MLQA (Lewis et al., 2020),
and TYDIQA-GOLDP (Joshi et al., 2017b). Ad-
ditional examples include XLSUM (Hasan et al.,
2021) for text summarization and FLORES-200
(Costa-jussa et al., 2022) for machine translation.
Each of those benchmarks is typically designed for
a specific task, solely focusing on one aspect of the
model’s capabilities.

Unified Fundamental NLP Benchmarks There
are also large-scale benchmarks that unify diverse
existing datasets, aiming at offering a comprehen-
sive evaluation of the model’s abilities from various
perspectives. For instance, XTREME (Hu et al.,
2020) comprises four tasks related to natural lan-
guage understanding (NLU). Its refined version,
XTREME-R (Ruder et al., 2021), optimizes the
specific datasets tailored for each task category
within XTREME. The XGLUE (Liang et al., 2020),
MEGA (Ahuja et al., 2023), and BUFFET (Asai
et al., 2024) benchmarks integrate various datasets
for both understanding and generation tasks.

Capability-specialized Multilingual Bench-
marks The advanced task-solving capabilities
of LLMs have garnered significant attention from
the research community. The six capabilities
that receive the most emphasis are mathematical
reasoning (Cobbe et al., 2021; Hendrycks et al.,
2021b), logical reasoning (Liu et al.,, 2020),
instruction following (Li et al., 2023), knowledge
comprehension (Hendrycks et al., 2021a), code
generation (Chen et al., 2021), and conversational
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Source Task Benchmarks # Examples Test sets Metric
Existing Generation FLORES-200 (Costa-jussa et al., 2022) 1012 x 10 Annotation BLEU
Understanding XNLI (Conneau et al., 2918) 120 x 10 (3) Translat%on Acc
MHELLASWAG (Dac Lai et al., 2023) 120 x 10 (3) Translation Acc
Extension Code generation HUMANEVAL-XL (Peng et al., 2024) 80 x 10 (3) x 12 Translation Pass@1
Mathematical reasoning MGSM (Shi et al., 2023) 250 x 10 (3) Translation Acc
Logic reasoning MLOGIQA (Liu et al., 2020) 80 x 10 (8) Translation Acc
Knowledge MMMLU (Hendrycks et al., 2021a) 400 x 10 (2) Translation Acc
Instruction following MIFEVAL (Zhou et al., 2023) 96 x 10 (9) Translation Acc

Table 1: An overview of the P-MMEVAL benchmark. In total, P-MMEVAL takes seven multilingual tasks into
consideration, which is built on eight benchmarks. “# Examples” denotes “the number of examples per language”
x “the number of involved languages” x “the number of programming languages” (special for HUMANEVAL-XL),
and the numbers of extended languages are in parentheses. “Test sets” section describes the nature of the test sets
(whether they are translations of English data or independently annotated).

abilities (Bai et al., 2024). Typical multilingual
benchmarks include MGSM (Shi et al., 2023) for
mathematical reasoning, the OpenAl multilingual
version of MMLU (MMMLU)' for knowledge
comprehension, and HUMANEVAL-XL (Chen
et al., 2021) for code generation.

All the benchmarks mentioned above focus ei-
ther exclusively on fundamental NLP capabilities
or on advanced application abilities. Additionally,
there is inconsistent multilingual coverage across
various datasets within a single multi-task bench-
mark. The proposed benchmark P-MMEVAL in-
tegrates three fundamental NLP datasets and five
capability-specialized datasets, providing consis-
tent language coverage across all selected datasets.

3 P-MMEval

The overview of our proposed P-MMEVAL is
shown in Table 1.

3.1 Design Principles

Diversity in tasks First, the two key fundamen-
tal NLP tasks of generating and understanding are
covered. More critically, through in-depth analysis,
we identify and establish five kinds of core capabil-
ities of current LLMs, including code generation,
knowledge comprehension, mathematical reason-
ing, logical reasoning, and instruction following.
Diversity in languages To ensure that our bench-
mark can also help testify the cross-lingual trans-
ferability of LLMs, we unify 10 different lan-
guages spanning 7 language families, including
English (en), Chinese (zh), Arabic (ar), Spanish

"https://huggingface.co/datasets/openai/MMMLU

(es), Japanese (ja), Korean (ko), Thai (th), French
(fr), Portuguese (pt), and Vietnamese (vi).

3.2 Fundamental NLP Dataset Curation

In light of the diversity of fundamental NLP
datasets, we meticulously select three datasets
widely employed in research (Ahuja et al., 2023;
Asai et al., 2024; Liang et al., 2020), spanning
across the two major categories of understanding
and generation. Below, we briefly summarize these
three datasets.

i) XNLI: The natural language inference (NLI)
dataset, XNLI (Conneau et al., 2018), involves
classifying whether a hypothesis is entailed, con-
tradicted, or unrelated to the premise.

ii) MHELLASWAG: The commonsense reason-
ing dataset MHELLASWAG (Zellers et al., 2019)
consists of sentences or paragraphs, requiring mod-
els to predict the most likely option to complete the
sentence or paragraph ending.

iii) FLORES200: The multilingual machine
translation FLORES200 (Costa-jussa et al., 2022)
is an evaluation benchmark for low-resource and
multilingual machine translation.

3.3 Capability-specialized Dataset Curation

Besides the fundamental NLP tasks mentioned
above, we also select one dataset for each of the five
capability-specialized tasks. In detail, the involved
specialized capabilities in P-MMEVAL are:

* Code generation We utilize HUMANEVAL-
XL (Peng et al., 2024) dataset, which estab-
lishes connections between 23 natural lan-
guages (NLs) and 12 programming languages
(PLs).
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Dataset zh ar es ja ko th fr pt vi
XNLI 22.50 11.67 - 10.83
MHELLASWAG 82.50 77.50 26.67 -
HUMANEVAL-XL - 42.50 23.75 31.25 - -
MGSM - 9.20 - - 32.80 - - 5.60 27.20
MLOGIQA 22.50 30.00 51.25 33.75 46.25 3.75 46.25 18.75
MMMLU - - - - - 26.00 13.50 - -
MIFEVAL 25.50 23.81 20.00 45.71 36.19 37.14 21.90 17.14 24.76

Table 2: The table presents the percentage of modifications made by professional translators to the machine
translation results. The symbol “-” indicates that there are samples in the corresponding language and no translation

construction is required.

* Mathematical reasoning We use the MGSM
(Shi et al., 2023) dataset, a multilingual ver-
sion translated from the monolingual GSM 8K
dataset consisting of math word problems.

* Logical reasoning We keep the original
English and Chinese examples from origin
LOGIQA (Liu et al., 2020) dataset.

* Knowledge aqcuisition We create an “easy”
and “hard” evaluation sets, each containing
200 samples. The existing test sets are from
the OpenAl multilingual version of MMLU
(MMMLU).

¢ Instruction following We employ the English
IFEvAL (Liu et al., 2020) dataset, which con-
sists examples following pre-defined 25 types
of “verifiable instruction”.

3.4 Expansion of the Selected Datasets

To maintain consistency across all languages, we
extend the support of some benchmark datasets
on the missing languages by collecting human-
annotated translation results. The number of ex-
panded languages and samples for each dataset is
listed in the “#Example” column of Table 1. More
details of sampling are provided in Appendix Sec-
tion A.

We initially generate translated examples using
the advanced GPT-40% model. Subsequently, a
professional translation team conducts an exhaus-
tive review of the machine translation outputs, cor-
recting any errors, localizing vocabulary, and re-
moving instances that do not translate well across
languages. This meticulous process ensures both
high translation quality and cultural adaptability.

The modification rate by post-review is detailed
in Table 2. It is apparent that datasets contain trans-
lation errors to varying extents, with error rates

Zgpt-40-2024-05-13

peaking at 82.50%. This underscores the limita-
tions of using raw machine-generated translations
for dataset extension, highlighting the critical need
for human review to maintain translation fidelity.
Notably, among the most frequent errors are mis-
translations of proper nouns and inconsistencies in
terminology usage, followed by omissions. These
trends indicate that the model currently struggles
with specific domain terminology and maintaining
contextual coherence.

3.5 Instruction selection

We utilize English instructions from OPENCOM-
PASS (Contributors, 2023) and LM-EVALUATION-
HARNESS (Dac Lai et al., 2023). Among multiple
instructions, we select a suitable one and make uni-
form modifications to ensure consistency across
similar tasks. For zero-shot prompts, to increase
the success rate of answer extraction, we add a con-
straint at the end of the instruction to some tasks,
requiring the model to output the generated answers
in a fixed format. In addition, we translate English
instructions into multiple languages to construct
native instructions.

4 Experiments

This section focuses on the following aspects:
assessing the multilingual capabilities of differ-
ent models; examining the influence of various
prompts on multilingual performance; and compar-
ing model performance in different languages.

4.1 Multilingual Models

We evaluate the performance of several represen-
tative instruction-tuned models — (i) closed-source
models GPT-403 (OpenAl, 2023) and CLAUDE-
3.7-SONNET?, (ii) open-source models including
LLAMA3.1, LLAMA3.2 (Dubey et al., 2024),
QWEN2.5 (Yang et al., 2024), MISTRAL-NEMO,

3gpt-40-2024-05-13
4claude-3-7-sonnet-20250219
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Understanding COd? Mathemz.ltical Logi.c Knowledge Instruct'ion Generation
Model generation reasoning reasoning following
XNLI MHELLASWAG HUMANEVAL-XL MGSM MLOGIQA MMMLU MIFEvVAL FLORES-200
Open-source models (<7B)

LLAMA3.2-1B 31.67 24.49 37.71 12.08 27.12 27.80 3542 29.30

LLAMA3.2-3B 30.67 23.74 37.42 11.64 25.62 26.85 34.90 36.85

QWEN2.5-0.5B 22.25 19.68 33.92 13.12 14.62 30.25 30.21 15.95

QWEN2.5-1.5B 46.58 36.35 48.59 35.20 35.12 42.02 44.37 21.37
QWEN2.5-3B 60.08 48.09 60.75 69.40 39.38 46.27 66.46 25.75
GEMMA2-2B 53.50 45.31 51.54 44.52 34.88 40.85 56.67 24.00

Open-source models (7-14B)

LLAMA3.1-8B 52.84 49.11 69.96 67.24 39.88 43.80 59.27 16.59
QWEN2.5-7B 67.17 62.92 71.88 81.08 45.88 49.83 77.71 32.76
GEMMA2-9B 57.92 65.62 69.96 81.28 41.50 49.23 79.17 36.48

MISTRAL-NEMO 54.25 55.73 57.38 76.52 41.75 44.88 60.00 33.65

QWEN2.5-14B 67.50 70.10 72.83 88.68 53.50 51.52 79.48 31.31

AYA-EXPANSE-8B 65.50 62.40 44.63 61.16 36.88 43.95 58.75 32.77
Open-source models (14-50B)

QWEN2.5-32B 68.33 76.38 75.88 90.88 57.38 52.27 83.33 32.13

GEMMA2-27B 68.00 64.12 76.67 85.28 50.50 49.42 81.35 42.23

AYA-EXPANSE-32B 70.25 75.70 56.38 86.40 53.75 48.33 64.27 34.11
Open-source models (>50B)

LLAMA3.1-70B 63.17 67.25 74.75 88.28 52.38 55.52 79.17 16.63

QWEN2.5-72B 71.42 75.95 76.00 91.00 58.38 52.67 87.60 41.55

MISTRAL-LARGE 69.58 69.04 7717 90.48 53.50 51.85 83.23 43.40
Closed-source models

GPT-40 69.17 81.04 77.05 91.60 56.75 55.77 85.21 46.32

CLAUDE-3.7-SONNET  76.13 81.67 89.49 93.55 67.13 59.00 79.17 48.18

Table 3: Evaluation results of different models on P-MMEVAL. We gather those models by referring to their sizes.
The scores in columns 2 to 9 are calculated as the arithmetic mean of the model’s scores across 10 languages on that
task. HUMANEVAL-XL score presents the arithmetic average score of three programming languages.

MISTRAL-LARGE, GEMMA?2, and AYA EXPANSE
series (Dang et al., 2024).

4.2 Evaluation Settings

According to Zhao et al. (2021), the choice of
prompts significantly impacts the evaluation results
of LLMs and the model performance is sensitive
to minor variations in prompting. In this study, we
compare the evaluation results using the following
prompts. EN: Instructions in English + input in the
target language. Native: Instructions in the target
language + input in the target language. EN-Few-
Shot: Instructions in English + demonstrations in
the target language + input in the target language.

For MGSM, we employ Chain of Thought (CoT)
(Wei et al., 2022) reasoning, which guides the
model to think step-by-step before providing a fi-
nal answer. For the other datasets, direct answer-
ing is utilized, which requests the model to pro-
duce answers directly. The inference methods for
these datasets align with the most commonly used
settings. Notably, for MMMLU, we choose the
prompt template following OpenAl simple-evals

repository.’ Specifically, CoT reasoning exhibits a
significantly higher answer extraction failure rate
compared to direct answering on small-sized LLMs
(i.e., the number of parameters is less than 7B),
leading to poor performance. Thus, we employ a
direct answering prompt for small-sized LLMs.5

For the few-shot demonstrations, we primarily
sample demonstrations from the validation set. For
the missing multilingual portions, we utilize GPT-
40 to translate these demonstrations from English
into the missing languages.

4.3 Main Results

Table 3 presents an overview of the evaluation re-
sults. Detailed evaluation results on each task are
shown in Appendix Section F. Unless otherwise
noted, the standard EN prompt is applied to all
datasets except FLORES-200, HUMANEVAL-XL,
and MIFEvVAL, where the Native prompt is re-
quired. The evaluation result on HUMANEVAL-XL
is the average score across three programming lan-
guages including Python, JavaScript, and Java. See

Shttps://github.com/openai/simple-evals
®The detailed evaluation prompts are illustrated in Ap-
pendix G.
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MMMLU MLOGIQA MGSM MHELLASWAG XNLI FLORES-200
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Open-source models (<78)
EN 36.03 29.46 30.99 32.94 40.79 14.22
Native 35.81 30.17 30.51 32.43 39.28 17.98

EN-Few-shot 37.84 34.31 31.89 37.65 48.93 18.02
,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Open-source models (7-148)
EN 48.28 44.5 78.96 60.7 59.94 21.93
Native 47.6 44.53 74.47 57.1 59.07 29.72

EN-Few-shot 48.82 46.08 75.58 65.7 69.61 26.13
,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Open-source models (14-508)

EN 51.22 53.94 88.08 70.25 68.17 16.88

Native 51.75 54.75 86.74 70.72 68.67 32.21

EN-Few-shot 51.98 55.57 87.12 77.71 75.55 27.36
... Opensourcemodels(>508)

EN 53.81 54.75 89.92 70.75 68.06 32.7

Native 53.71 54.37 88.39 70.35 67.83 38.84

EN-Few-shot 55.17 56.91 89.64 78.43 77.5 41.13

Table 4: Comparison on P-MMEVAL using three different prompt settings. Each score presents the cross-model
arithmetic mean scores for a specific task, derived by averaging multiple models’ cross-lingual aggregated scores on

that task.

Appendix C for programming language evaluation
details. For the Flores-200 dataset, in addition to
reporting BLEU scores, we also provide COMET
scores measured by wmt22-comet-da (Rei et al.)
(see Appendix, Table 5).

First, the multilingual capabilities of models be-
come stronger as the model sizes increase (Kaplan
et al., 2020). One exception is that when the size
of LLAMA3.2 increases from 1B to 3B, there is
a slight decline in performance. The main reason
for this is that LLAMA3.2-1B and LLAMA3.2-
3B exhibit poor instruction-following capabilities,
leading to a higher failure rate in answer extraction
and, consequently, fluctuations in the final score.
As the model size increases, the improvements in
various multilingual tasks show significant differ-
ences. Evaluation results on the understanding and
capability-specialized tasks show significant im-
provement in understanding context, processing
semantic information, reasoning, and special abil-
ities, with increasing model sizes. For example,
for the QWEN2.5 series, the scores on the MGSM
dataset for the 0.5B and 72B models are 13.12 and
91.00, respectively. In contrast, the models’ per-
formance on generation tasks is relatively weaker
and shows slight improvement. Evaluations on
the FLORES-200 datasets indicate that, despite the
increase in model size, the generation capability
does not improve proportionally. This may reflect
the complexity of generating text that maintains
logical coherence and contextual relevance, where
increasing model sizes does not significantly en-

hance output quality.

In addition, QWEN2.5 demonstrates a strong
multilingual performance on understanding and
capability-specialized tasks, while GEMMA?2 ex-
cels in generation tasks. Closed-source models
GPT-40 and CLAUDE-3.7-SONNET generally out-
perform open-source models. The biggest per-
formance gap between the best-performing open-
source model and CLAUDE-3.7-SONNET reaches
as high as 12.32% on the HUMANEVAL-XL task.

4.4 The Impact of Different Prompts on
Model Performance

We explore three different prompting strategies:
EN, Native, and EN-Few-Shot. Table 4 illustrates
the performance comparison of all evaluated open-
source models using different prompts. Overall,
except for the FLORES-200 task, the performance
differences between EN and Native prompts are
generally small across tasks. Meanwhile, the EN-
Few-shot prompt exhibits obvious improvements
compared to the EN prompt, with the highest score
increasing from 59.94% to 69.61%. Also, the few-
shot setting leads to a higher success rate in ex-
tracting answers. Specifically, for the three conven-
tional NLP tasks, the four model sizes demonstrate
obvious performance fluctuations under the EN-
Few-shot prompt compared to the EN prompt. For
the three capability-specialized tasks, larger models
(70B and above) are less sensitive to prompt varia-
tion and perform more consistently across EN and
EN-Few-shot prompts. On the other hand, smaller
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Figure 1: This figure illustrates the language-specific average performance ranking across multiple tasks.

models (below 7B) exhibit greater variability in
performance under these prompts. In addition, for
generation tasks, we observe that models always
generate responses in English when English instruc-
tions are used to describe the task for non-English
data. This may explain why model performance
with EN prompt on FLORES-200 is much lower
than with Native prompt.

4.5 Language-Specific Model Performance
Trends with Scale

We report the average performance rank per lan-
guage on P-MMEval across various model sizes,
excluding MMMLU, which is selected by mod-
els of different sizes, and FLORES-200, which ex-
cludes English performance. In addition, we do
not consider models smaller than 7B, as their per-
formance is often highly variable and sensitive to
prompt phrasing.

As shown in Fig. 1, model performance varies by
language, with English demonstrating the strongest
capabilities, followed by Spanish and Portuguese.
Thai has the poorest performance, followed by
Japanese. Model performance in Thai is notably
inferior to other languages, with a performance gap
of up to 6.64% compared to Japanese. The dis-
tribution of training data and similarity between
languages may explain these phenomena. Spanish
and Portuguese are not only highly similar to En-
glish, but also have abundant language resources,

reducing learning difficulty. In contrast, the Thai
language has limited data resources, and Japanese
belongs to an isolated language family.

Furthermore, we observe that in the Qwen se-
ries models (where Chinese data in the pre-training
dataset is second only to English), the performance
in Chinese is only mid-range, lagging behind Span-
ish and Portuguese. To investigate this apparent dis-
crepancy, Appendix Section D provides a detailed
comparison of multilingual capabilities assessed on
benchmarks originating from English versus those
from Chinese sources. This comparative analy-
sis reveals that the same underlying multilingual
ability of a model can yield disparate evaluation
outcomes and exhibit different performance distri-
butions when assessed using benchmarks derived
from different source languages. These findings un-
derscore a significant benchmark sensitivity in eval-
uating multilingual performance, indicating that the
“nativeness” or origin of the benchmark dramati-
cally affects the observed multilingual evaluation
results.

S Analysis of Cross-Lingual Transfer
from English to Other Languages

To quantitatively evaluate the model’s cross-lingual
transfer success rate from English to target lan-
guages, we introduce the cross-lingual accuracy
consistency ratio (CACR), computed over parallel
multilingual test sets. This metric assesses the pro-
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Figure 2: This figure shows the average CACR for each language. (a) presents results aggregated across the five
tasks originating from English, while (b) displays results for the task originating from Chinese.

CACRen—>tgt =

{:L'|$ S Den N Dtgh f(xen) = Ytrue A f(xtgt) - ytrue}

portion of instances correctly predicted in English
that are also correctly predicted in the target lan-
guage. The metric is formally defined in Formula 1,
where D, and D, denote aligned English and tar-
get language datasets, f(-) represents the model’s
prediction function.

5.1 Language-Specific Transfer Capabilities
and the Influence of Benchmark Origin

We first examine the transfer success to various
target languages based on benchmarks originating
from English, and then compare these findings with
results from a benchmark originating from Chinese
to understand the impact of the benchmark’s source
language.

5.1.1 Transfer Performance on English-origin
Benchmarks

This section analyzes the average CACR for each
language across the five tasks originating from
English (MGSM, MMMLU, HUMANEVAL-XL,
MHELLASWAG, and XNLI). We exclude the
FLORES-200 and IFEVAL datasets, as they are
not suitable for transfer analysis. In Fig. 2 (a), we
present the results of the Qwen2.5 series models,
while the results for all four model series are shown
in Fig. 6.

For all models, their CACR across all target
languages also tends to improve as model size in-
creases. This indicates that larger models typically
possess stronger semantic representation learning
and transfer capabilities.

In addition, the difficulty of transfer varies sig-
nificantly across different target languages, with
Romance languages like Spanish and Portuguese

{‘T|x € Dena f(xen) = ytrue}

; ey

showing better transfer from English, while lan-
guages like Arabic present greater challenges. Lin-
guistic characteristics (such as lexical and syntactic
similarity to English) and the coverage of the lan-
guage in pre-training data are among the factors
that likely influence transfer effectiveness. These
performance disparities also highlight the need for
more targeted optimization and data augmentation
for languages with low transfer success rates.

5.1.2 Impact of Benchmark Origin:
English-Origin vs. Chinese-Origin

To investigate the influence of the original language
of the benchmark on perceived transfer success,
we compare the CACR transfer results on English-
origin benchmarks with those on a task originat-
ing from Chinese (MLOGIQA). In Fig. 2 (b), we
present the Chinese-origin transfer results of the
Qwen2.5 series models, while the Chinese-origin
transfer results for all four model series are shown
in Fig. 7.

When the benchmark originates from Chinese
(Fig. 2 (b)), the CACR for transferring from En-
glish to Chinese is exceptionally high, often sur-
passing all other languages. In contrast, on English-
origin benchmarks (Fig. 2 (a)), the CACR for Chi-
nese, while respectable, is not as dominant. The
impact of benchmark origin extends beyond just
the Chinese language, leading to notable perfor-
mance shifts for other languages as well. For in-
stance, Portuguese, which demonstrates one of the
highest CACR on English-origin benchmarks, sees
its CACR drop to a mid-to-lower tier when the
benchmark originates from Chinese. These indi-
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Figure 3: This figure displays the average CACR transferring from English to all target languages, broken down by

task.

cate that the origin of the benchmark also affects
the observed transfer success.

5.2 Comparison of the Difficulty of Transfer
in Different Tasks

In Fig. 3, we report the average CACR for each
task across all the nine languages included in P-
MMEVAL. We exclude the FLORES-200 and IFE-
VAL datasets.

Model Scale Effect: For all model series, the
CACR generally shows an upward trend across all
six evaluated tasks as model size increases. How-
ever, this improvement becomes less pronounced
as the model size continues to grow.

Inter-task comparison: HUMANEVAL-XL (re-
lated to code generation/understanding) typically
exhibits the highest CACR across all four mod-
els and various sizes. MGSM (mathematical rea-
soning) and MMMLU (knowledge understanding)
are also consistently in the higher-performing tier,
closely following HUMANEVAL-XL. The transfer
performance of XNLI (natural language inference)
is typically at an upper-mid level. MHELLASWAG
(commonsense reasoning) generally performs at a
lower-mid level. MLOGIQA (logical reasoning)
is almost always at the lowest performance level
across all models and sizes, indicating that this type
of logical reasoning capability is the most challeng-
ing for cross-lingual transfer. This ranking of task

difficulty shows high consistency across different
model series.

Overall, increasing model size generally en-
hances the average cross-lingual transfer success
rate, but this is not consistently effective for all
models and all tasks, with QWEN2.5 showing trans-
fer saturation on certain tasks. There are significant
differences in the difficulty of cross-lingual trans-
fer across tasks: code understanding and genera-
tion, mathematical reasoning, and knowledge un-
derstanding are relatively easier to transfer, while
logical reasoning is the most challenging. This
task difficulty hierarchy is largely consistent across
different model series.

6 Conclusion

In this paper, we introduce a comprehensive multi-
lingual multitask benchmark, P-MMEVAL, which
covers both fundamental and capability-specialized
tasks, ensuring consistent language coverage and
providing parallel samples in multiple languages.
Furthermore, we conduct extensive experiments
on representative multilingual model series. These
findings provide valuable guidance for future re-
search, highlighting the importance of balanced
and comprehensive training data, effective prompt
engineering, and the need for targeted improve-
ments in specific language capabilities.
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Limitations

Through the above experiments and analyses, we
summarize the following limitations:

1) Language Coverage: P-MMEval currently
covers 10 languages. These 10 languages can
be grouped by resource level as follows: High-
resource (English, Chinese, Spanish, French, Por-
tuguese, Arabic, Japanese), Mid-resource (Korean),
Low-resource (Thai, Vietnamese). In terms of lan-
guage families, they cover seven major language
families: Indo-European: English, French, Span-
ish, Portuguese, Sino-Tibetan: Chinese, Japonic:
Japanese, Korean (isolate): Korean, Kra-Dai: Thai,
Austroasiatic: Vietnamese, and Afro-Asiatic: Ara-
bic. There is a need to include more languages to
better represent global linguistic diversity. Future
work will focus on expanding the language cover-
age to ensure a more comprehensive evaluation of
multilingual LLMs.

2) Task Diversity: P-MMEval includes eight rep-
resentative tasks, but the rapidly evolving field of
LLMs demands a broader range of tasks. Future
work will focus on expanding the benchmark to
cover open-ended generation tasks that reflect the
cultural and linguistic nuances of each language.
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A Sampling Process for Each Dataset in
P-MMEVAL

Specifically, since FLORES-200 already includes
data for 10 languages, no additional translation
was required. We retain the complete test set for
evaluation.

For HUMANEVAL-XL and MGSM, which con-
tain 80 and 250 examples per language, respec-
tively, we ensured comprehensive coverage by
translating the entire set for each language.

For single-task datasets XNLI, MHELLASWAG,
and MLOGIQA, with large available test data, we
follow established practices and select the first N
examples for translation. This approach aligns with
prior literature (Shi et al., 2023) and ensures consis-
tency while managing computational and resource
constraints.

For multi-task datasets such as MMMLU and
IFEVAL, we adopt different strategies.

For MMMLU, we sample data by utiliz-
ing diverse model evaluation results as a proxy.
Specifically, the performance of six diverse mod-
els (QWEN2.5-7B, QWEN2.5-72B, LLAMA3.1-
8B, LLAMA3.1-70B, MISTRAL-NEMO, and
MISTRAL-LARGE) is utilized as a proxy for se-
lecting “hard” and ‘“easy” samples. Concretely,
we compile an “easy” subset comprising 6,335 in-
stances where all models excel, and a “hard” subset
consisting of 663 instances that challenge every
model. During the preliminary filtering process, all
examples from “medical_genetics” were removed
from the Hard pool. Subsequently, guided by anno-
tations from MMLU-REDUX (Gema et al., 2024),
we refine these subsets by discarding 798 erroneous
instances from the “easy” pool and 160 from the
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“hard” pool. During this refined process, all exam-
ples from certain tasks were removed from the Easy
and Hard pools (specifically, “abstract_algebra”,
“college_chemistry”, “college_computer_science”,
“college_mathematics”, and “college_physics”).
Thus, the final subsets do not exactly match the
original task distribution and cannot be considered
fully representative of the whole MMLU dataset.
Finally, we sample a subset comprising 200 “hard”
samples and 200 “easy” samples from each pool.

For IFEVAL, we select 10 examples per task
type, resulting in a total of 110 examples. During
the translation verification process, 14 examples
were removed due to quality issues, leaving a final
set of 96 examples.

Model COMET BLEU
LLaMA3.2-1B 81.16 29.30
LLaMA3.2-3B 80.58 36.85
Qwen2.5-0.5B 80.06 15.95
Qwen2.5-1.5B 85.17 21.37
Qwen2.5-3B 87.08 25.75
Gemma2-2B 86.45 24.00
LLaMA3.1-8B 87.16 16.59
Qwen2.5-7B 87.62 32.76
Gemma2-9B 88.40 36.48
Mistral-Nemo 87.75 33.65
Qwen2.5-14B 87.26 31.31
Aya-expanse-8B 87.42 32.77
Qwen2.5-32B 88.56 32.13
Gemma2-27B 88.83 42.23
Aya-expanse-32B 88.61 34.11
LLaMA3.1-70B 88.27 16.63
Qwen2.5-72B 88.88 41.55
Mistral-Large 88.76 43.40

Table 5: The table displays the comparison between
BLEU and COMET scores on the Flores-200 dataset.

B Evaluation of COMET Scores on the
Flores-200 Dataset

In addition to the BLEU scores, we also provide
COMET scores measured using the wmt22-comet-
da model, shown in Table 5. For all tested models,
the COMET scores are significantly higher than the
BLEU scores, indicating that COMET is a more
forgiving evaluation metric. Unlike BLEU, which
requires strict literal matching, COMET focuses
more on the semantics and fluency of the transla-
tion.

Additionally, COMET scores for all tested mod-
els are consistently high, generally ranging be-
tween 80 and 90, with negligible score differences
observed between some models of large size gaps.
This clustering of high scores and minimal varia-
tion indicates that COMET, in this specific evalua-
tion scenario, likely lacked sufficient discriminative
power to effectively measure nuanced performance
differences between the various models or sizes.
Consequently, we opt not to use COMET and con-
tinue to rely on BLEU as the primary evaluation
metric for translation results, which, despite its own
limitations, could still offer some relative perfor-
mance insights in this context.

Python JavaScript Java

LLAMA3.2-1B 92.13 9.38 11.63
LLAMA3.2-3B 91.50 9.75 11.00
QWEN2.5-0.5B 78.38 14.25 9.13
QWEN2.5-1.5B 81.63 35.88 28.25
QWEN2.5-3B 84.00 53.75 44.50
GEMMA2-2B 98.13 29.25 27.25
LLAMA3.1-8B 96.38 46.88 66.63
QWEN2.5-7B 86.75 68.00 60.88
GEMMA2-9B 98.75 54.63 56.50
MISTRAL-NEMO 93.25 39.63 39.25
QWEN2.5-14B 84.50 72.75 61.25
AYA-EXPANSE-8B 72.63 30.13 31.13
QWEN2.5-32B 89.38 73.13 65.13
GEMMA2-27B 99.63 63.75 66.63
AYA-EXPANSE-32B 96.25 39.00 33.88
LLAMA3.1-70B 98.75 63.38 62.13
QWEN2.5-72B 85.63 75.00 67.38
MISTRAL-LARGE 88.63 73.88 69.00
GPT-40 89.13 77.88 64.13
CLAUDE-3.7-SONNET  98.38 81.50 88.58

Table 6: The table presents the performance on three
programming languages of HumanEval-XL.

C Evaluation Results on Three
Programming Languages of
HumanEval-XL

Table 6 shows the evaluation results of all
tested models on three programming languages
of HumanEval-XL.. Model performance in Python
greatly exceeds the performance in the other two
programming languages. For instance, Gemma2-
2B scores 98.13 in Python, compared to 29.25 in
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JavaScript and 27.25 in Java. Additionally, as the
model size increases, there is a noticeable improve-
ment in performance for both JavaScript and Java.

D Comparison of the Multilingual
Performance on Tasks originating from
English and Chinese

On English-sourced benchmarks (Fig. 4), the
model performs best in English, followed by ex-
cellent performance in Spanish and Portuguese
(fellow Indo-European languages), and only mod-
erate performance in Chinese. Conversely, on
Chinese-sourced benchmarks (Fig. 5), the model
performs best in Chinese. However, model per-
formance in English fluctuates. On some mod-
els, such as Gemma?2, it is only at a medium level.
Especially Portuguese, on Gemma, Mistral, and
Qwen, the performance is below average. In addi-
tion, Japanese performance is among the lowest in
English-sourced benchmarks, surpassing only Thai.
However, performance improves to a mediocre
level for most models on Chinese-sourced bench-
marks. This difference may be due to lexical simi-
larities between Japanese and Chinese. We suggest
that when benchmarks are translated into other lan-
guages, the translation process itself, or inherent
linguistic and cultural nuances, might inadvertently
increase the difficulty for languages that are struc-
turally and culturally more distant from the native
languages.

E Analysis of Cross-Language Transfer
from English to Other Languages

Fig. 6 and Fig. 7 illustrate the average CACR for
each language on tasks originating from English
and Chinese, respectively.

F Evaluation Results on Each Task

Table 7 presents the evaluation results of differ-
ent models on FLORES-200. Table 8 presents the
evaluation results of different models on XNLI.
Table 9 presents the evaluation results of differ-
ent models on MHELLASWAG. Tables 10, 11,
12 present the evaluation results of different mod-
els on HUMANEVAL-XL Python, JavaScript, and
Java, respectively. Table 13 presents the evaluation
results of different models on MGSM. Table 14
presents the evaluation results of different models
on MLOGIQA. Table 15 presents the evaluation
results of different models on MMMLU. Table 16

presents the evaluation results of different models
on MIFEVAL.

G The Prompt Utilized for Each Dataset

The section presents the inference prompt utilized
for each dataset.
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Figure 6: This figure illustrates the average CACR for each language on English-sourced tasks.
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Figure 7: This figure illustrates the average CACR for each language on the MLogiQA task originating from
Chinese.
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Flores-200

zh

ar

€S

ja

ko

th

fr

pt

vi

Avg

Gemma?2-2B
Gemma2-9B
Gemma?2-27B

25.08
38.21
44.19

5.44
17.28
23.28

24.01
25.16
28.59

2224
41.57
46.76

0.52
35.60
40.83

41.17
54.91
59.54

36.49
42.65
47.94

36.80
37.70
48.43

24.27
35.28
40.53

24.00
36.48
42.23

LLaMA3.2-1B
LLaMA3.2-3B

9.23
10.51

0.84
0.90

18.04
17.52

14.11
13.33

1.71
1.48

32.89
33.05

24.44
2453

27.41
27.36

20.66
21.00

16.59
16.63

LLaMA3.1-8B
LLaMA3.1-70B

20.17
17.21

9.87
21.55

24.30
27.18

29.43
39.73

19.90
30.95

45.08
56.75

39.70
48.60

41.67
48.59

33.56
41.11

29.30
36.85

Mistral-Nemo
Mistral-Large

35.82
4551

7.32
24.38

27.01
28.82

36.23
47.22

27.84
43.59

46.99
58.28

46.01
51.57

45.31
51.33

30.28
39.94

33.65
43.40

Qwen2.5-0.5B
Qwen2.5-1.5B
Qwen2.5-3B

Qwen2.5-7B

Qwen2.5-14B
Qwen2.5-32B
Qwen2.5-72B

28.99
36.87
38.91
41.22
37.23
37.21
46.37

2.73
6.41
7.83
11.42
11.26
12.60
22.13

13.28
18.31
19.00
24.62
22.69
21.65
27.74

16.77
27.35
29.92
34.46
33.76
34.27
45.94

5.81
5.13
18.40
26.26
28.35
30.32
39.91

26.71
3272
44.02
45.20
47.85
50.79
59.34

17.12
25.10
28.26
39.25
36.31
37.46
47.55

17.93
18.87
28.66
41.39
34.93
33.85
45.79

14.17
21.60
16.72
31.06
29.39
30.98
39.16

15.95
21.37
25.75
32.76
31.31
32.13
41.55

Table 7: Evaluation results of different models on FLORES-200.

XNLI

cn

zh

ar

€S

ja

ko

th

fr

pt

vi

Avg

Gemma?2-2B
Gemma2-9B
Gemma2-27B

57.50
64.17
71.67

50.00
50.83
65.83

47.50
60.83
63.33

55.00
56.67
65.83

57.50
62.50
71.67

48.33
60.00
74.17

52.50
53.33
64.17

55.83
53.33
65.83

57.50
60.83
73.33

53.33
56.67
64.17

53.50
57.92
68.00

LLaMA3.2-1B
LLaMA3.2-3B

56.67
72.50

47.50
55.83

48.33
58.33

56.67
64.17

56.67
67.50

51.67
61.67

54.17
58.33

46.67
65.00

63.33
65.00

46.67
63.33

52.84
63.17

LLaMA3.1-8B
LLaMA3.1-70B

35.83
30.00

31.67
27.50

31.67
29.17

28.33
31.67

29.17
36.67

30.00
36.67

32.50
23.33

35.83
36.67

30.00
31.67

31.67
23.33

31.67
30.67

Mistral-Nemo
Mistral-Large

60.00
75.83

50.83
64.17

52.50
65.00

49.17
74.17

55.83
70.83

55.83
73.33

49.17
63.33

58.33
66.67

58.33
74.17

52.50
68.33

54.25
69.58

Qwen2.5-0.5B
Qwen2.5-1.5B
Qwen2.5-3B

Qwen2.5-7B

Qwen2.5-14B
Qwen2.5-32B
Qwen2.5-72B

10.83
54.17
70.00
76.67
80.83
80.83
82.50

14.17
44.17
57.50
64.17
59.17
62.50
70.00

27.50
40.83
54.17
60.83
63.33
62.50
64.17

17.50
50.83
65.00
65.83
70.00
69.17
73.33

22.50
44.17
67.50
69.17
67.50
70.83
74.17

18.33
46.67
62.50
70.00
70.00
70.00
75.83

23.33
46.67
52.50
59.17
61.67
62.50
61.67

48.33
49.17
55.83
69.17
65.00
67.50
68.33

14.17
50.83
60.83
71.67
78.33
75.83
75.00

25.83
38.33
55.00
65.00
59.17
61.67
69.17

22.25
46.58
60.08
67.17
67.50
68.33
71.42

Table 8: Evaluation results of different models on XNLI.
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MHellaSwag

cn

zh ar

€S

ja

ko

th

fr

pt

Avg

Gemma?2-2B
Gemma2-9B
Gemma2-27B

57.50
75.83
75.83

50.00 37.93
60.53 64.66
65.79 63.79

47.06
70.59
63.03

41.67
58.33
59.17

40.83
63.33
54.17

45.83
63.33
65.00

45.69
66.38
64.66

46.55
71.55
67.24

40.00
61.67
62.50

45.31
65.62
64.12

LLaMA3.2-1B
LLaMA3.2-3B

55.83
84.17

48.25 4224
6491 60.34

52.94
73.95

48.33
61.67

49.17
61.67

47.50
55.83

52.59
73.28

51.72
74.14

42.50
62.50

49.11
67.25

LLaMA3.1-8B
LLaMA3.1-70B

23.33
22.50

2456 27.59
2456 27.59

26.05
16.81

25.83
25.00

21.67
20.83

24.17
25.00

25.00
29.31

25.00
25.00

21.67
20.83

24.49
23.74

Mistral-Nemo
Mistral-Large

65.00
75.00

57.89 49.14
67.54 6293

56.30
77.31

55.00
67.50

49.17
67.50

49.17
58.33

61.21
79.31

57.76
73.28

56.67
61.67

55.73
69.04

Qwen2.5-0.5B
Qwen2.5-1.5B
Qwen2.5-3B

Qwen2.5-7B

Qwen2.5-14B
Qwen2.5-32B
Qwen2.5-72B

10.83
35.83
58.33
74.17
82.50
90.83
87.50

23.68 20.69
41.23 3448
54.39  40.52
60.53 57.76
66.67 65.52
72.81 7241
71.05 72.41

16.81
38.66
47.90
63.87
70.59
81.51
84.03

19.17
30.00
48.33
60.00
66.67
65.00
64.17

18.33
36.67
40.83
58.33
68.33
75.00
74.17

25.00
35.00
47.50
60.00
67.50
70.83
75.00

25.86
37.07
46.55
68.97
76.72
82.76
79.31

18.97
37.07
4741
68.10
70.69
81.03
80.17

17.50
37.50
49.17
57.50
65.83
71.67
71.67

19.68
36.35
48.09
62.92
70.10
76.38
75.95

Table 9: Evaluation results of different models on MHELLASWAG.

Python

cn

zh

ar

€s

ja

ko

th

fr

pt

vi

Avg

Gemma?2-2B
Gemma2-9B
Gemma2-27B

96.25
98.75
100.00

97.50
98.75
100.00

98.75
96.25
100.00

100.00
100.00
100.00

97.50
98.75
100.00

96.25
96.25
100.00

97.50
98.75
97.50

98.75
100.00
98.75

100.00
100.00
100.00

98.75
100.00
100.00

98.13
98.75
99.63

LLaMA3.2-1B
LLaMA3.2-3B

100.00
97.50

92.50
98.75

97.50
100.00

96.25
98.75

96.25
100.00

93.75
100.00

93.75
95.00

100.00
100.00

98.75
97.50

95.00
100.00

96.38
98.75

LLaMA3.1-8B
LLaMA3.1-70B

98.75
97.50

90.00
95.00

92.50
88.75

93.75
86.25

93.75
93.75

91.25
93.75

85.00
85.00

85.00
86.25

95.00
92.50

96.25
96.25

92.13
91.50

Mistral-Nemo
Mistral-Large

100.00
90.00

97.50
85.00

95.00
87.50

86.25
91.25

91.25
90.00

92.50
88.75

95.00
90.00

91.25
87.50

93.75
87.50

90.00
88.75

93.25
88.63

Qwen2.5-0.5B
Qwen2.5-1.5B
Qwen2.5-3B

Qwen2.5-7B

Qwen2.5-14B
Qwen2.5-32B
Qwen2.5-72B

80.00
81.25
87.50
86.25
85.00
86.25
83.75

71.25
81.25
81.25
81.25
81.25
87.50
81.25

88.75
85.00
81.25
87.50
80.00
88.75
86.25

72.50
71.50
80.00
85.00
85.00
90.00
85.00

81.25
82.50
91.25
86.25
86.25
90.00
86.25

81.25
82.50
87.50
92.50
86.25
92.50
88.75

83.75
80.00
83.75
88.75
87.50
90.00
90.00

75.00
83.75
81.25
83.75
85.00
90.00
85.00

72.50
82.50
86.25
86.25
85.00
90.00
83.75

71.50
80.00
80.00
90.00
83.75
88.75
86.25

78.38
81.63
84.00
86.75
84.50
89.38
85.63

Table 10: Evaluation results of different models on HUMANEVAL-XL-PYTHON.
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JavaScript en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 36.25 3875 1875 2875 30.00 23.75 30.00 28.75 30.00 27.50 29.25
Gemma2-9B 57.50 5125 5250 6125 5250 51.25 5375 5750 5625 52.50 54.63
Gemma2-27B 63.75 68.75 5750 67.50 60.00 62.50 62.50 62.50 70.00 62.50 63.75
LLaMA3.2-1B 5250 48.75 36.25 53.75 43.75 40.00 4125 5250 5500 4500 46.88
LLaMA3.2-3B 67.50 57.50 55.00 63.75 67.50 6625 60.00 68.75 6625 61.25 63.38
LLaMA3.1-8B 20.00 7.50 250 12,50 875 375 10.00 15.00 875 5.00 9.38

LLaMA3.1-70B 16.25 12,50 6.25 10.00 7.50 10.00 7.50 1250 7.50 7.50 9.75

Mistral-Nemo 4375 4750 36.25 4125 40.00 3625 3625 38.75 40.00 36.25 39.63
Mistral-Large 75.00 73775 63.75 7875 73775 73775 70.00 75.00 7875 76.25 73.88
Qwen2.5-0.5B 2625 13.75 625 1500 1625 1500 16.25 1625 11.25 6.25 1425
Qwen2.5-1.5B  35.00 47.50 2250 36.25 4125 2625 3500 3625 4125 3750 3588
Qwen2.5-3B 5375 58775 4250 57.50 5250 56.25 51.25 5875 53.75 52.50 53.75
Qwen2.5-7B 75.00 63.75 60.00 70.00 68.75 7250 66.25 72.50 70.00 61.25 68.00
Qwen2.5-14B 7125 7500 68.75 68.75 70.00 7625 6625 7625 8125 7375 7275
Qwen2.5-32B 7875 7750 5875 7125 7125 8125 7125 7250 75.00 73.75 73.13
Qwen2.5-72B 76.25 7125 70.00 7625 7875 75.00 75.00 7375 7875 75.00 75.00

Table 11: Evaluation results of different models on HUMANEVAL-XL-JAVASCRIPT.

Java en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 28.75 28775 2375 2750 2750 2500 27.50 3250 2625 25.00 27.25
Gemma2-9B 57.50 5625 4875 6250 5125 5375 60.00 60.00 57.50 57.50 56.50
Gemma2-27B 68.75 63.75 6250 71.25 60.00 68.75 68.75 67.50 66.25 68.75 66.63
LLaMA3.2-1B  68.75 63.75 62.50 7125 60.00 68.75 68.75 67.50 66.25 68.75 66.63
LLaMA3.2-3B 67.50 65.00 61.25 65.00 57.50 58.75 61.25 63.75 65.00 56.25 62.13
LLaMA3.1-8B  15.00 11.25 875 17.50 11.25 15.00 11.25 1125 750 7.50 11.63
LLaMA3.1-70B  20.00 10.00 5.00 15.00 875 875 875 11.25 13.75 875 11.00
Mistral-Nemo 50.00 45.00 3250 40.00 40.00 36.25 35.00 36.25 35.00 4250 39.25
Mistral-Large 7375 6750 65.00 68.75 70.00 63.75 67.50 70.00 72.50 71.25 69.00
Qwen2.5-0.5B  11.25 1125 1125 625 500 1500 875 1125 500 625 9.13

Qwen2.5-1.5B  36.25 31.25 2250 3125 2625 21.25 2375 30.00 30.00 30.00 28.25
Qwen2.5-3B 53775 5250 3875 4375 4625 4250 46.25 40.00 42.50 38.75 44.50
Qwen2.5-7B 65.00 61.25 60.00 56.25 61.25 65.00 60.00 6500 6250 52.50 60.88
Qwen2.5-14B 63.75 6125 5625 5750 60.00 63.75 6625 6125 6250 60.00 61.25
Qwen2.5-32B 68.75 70.00 57.50 70.00 66.25 63.75 6125 63.75 63.75 6625 65.13
Qwen2.5-72B 72.50 65.00 63.75 63.75 6750 71.25 7125 6250 68.75 67.50 67.38

Table 12: Evaluation results of different models on HUMANEVAL-XL-JAVA.
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MGSM en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 58.00 46.00 3440 49.60 36.80 34.80 37.60 48.40 52.00 47.60 44.52
Gemma2-9B 89.20 74.80 78.80 85.60 75.60 77.20 80.40 84.40 86.40 80.40 81.28
Gemma2-27B 9240 84.40 86.00 88.00 79.60 80.80 84.40 82.80 86.00 88.40 85.28
LLaMA3.2-1B  84.80 69.20 51.60 7440 55.60 56.00 63.60 68.40 7520 73.60 67.24
LLaMA3.2-3B  94.80 86.40 82.00 9120 8320 84.00 88.80 86.40 93.60 9240 88.28
LLaMA3.1-8B 26.00 1440 440 1640 7.60 520 1040 13.60 1400 8.80 12.08
LLaMA3.1-70B  21.20 11.20 3.60 16.00 720 6.80 10.80 15.60 1320 10.80 11.64
Mistral-Nemo 88.00 75.60 77.20 79.20 68.80 70.80 70.00 75.60 84.00 76.00 76.52
Mistral-Large 96.00 90.80 90.80 93.60 84.40 89.60 85.60 90.00 93.60 90.40 90.48
Qwen2.5-0.5B 3640 24.80 3.60 1520 7.60 560 320 1320 1040 11.20 13.12
Qwen2.5-1.5B  67.60 52.00 17.20 5240 1720 9.60 21.20 38.00 42.00 34.80 35.20
Qwen2.5-3B 83.60 71.20 6240 73.60 59.60 59.20 62.80 73.20 77.20 71.20 69.40
Qwen2.5-7B 92.80 81.60 7320 86.40 7520 74.00 80.00 79.20 84.80 83.60 81.08
Qwen2.5-14B 93.60 89.60 86.40 92.00 83.60 84.00 86.00 88.00 91.60 92.00 88.68
Qwen2.5-32B 97.20 9120 89.60 91.60 84.40 89.20 90.00 88.00 93.60 94.00 90.88
Qwen2.5-72B 9520 91.20 90.00 92.00 86.80 88.00 92.00 87.20 93.20 94.40 91.00

Table 13: Evaluation results of different models on MGSM.

MLogiQA en zh ar es ja ko th fr pt vi Avg

Gemma2-2B 3875 35.00 35.00 40.00 32.50 31.25 28.75 37.50 37.50 32.50 34.88
Gemma2-9B 4125 45.00 4250 45.00 4250 4250 3500 4375 40.00 37.50 41.50
Gemma2-27B 47.50 56.25 51.25 50.00 50.00 55.00 50.00 48.75 46.25 50.00 50.50
LLaMA3.2-1B  36.25 47.50 42.50 36.25 4250 45.00 4250 3250 38.75 3500 39.88
LLaMA3.2-3B 57.50 60.00 56.25 50.00 43.75 5250 56.25 48.75 48.75 50.00 52.38
LLaMA3.1-8B  25.00 28.75 26.25 26.25 26.25 25.00 23.75 28.75 33.75 27.50 27.12
LLaMA3.1-70B 28.75 22.50 21.25 20.00 30.00 30.00 22.50 22.50 31.25 27.50 25.62
Mistral-Nemo 48.75 5250 37.50 38.75 35.00 45.00 37.50 37.50 4250 4250 41.75
Mistral-Large 5375 63.75 5250 58.75 55.00 51.25 40.00 56.25 53.75 50.00 53.50
Qwen2.5-0.5B 10.00 1625 2250 10.00 1875 1875 1375 1375 11.25 1125 14.62
Qwen2.5-1.5B  41.25 45.00 23.75 33.75 4125 3625 3750 3375 2750 3125 35.12
Qwen2.5-3B 4250 53.75 31.25 40.00 35.00 4125 40.00 4500 31.25 3375 3938
Qwen2.5-7B 55.00 57.50 4625 4500 4625 4125 3625 4375 4375 4375 4588
Qwen2.5-14B 60.00 6625 4625 5375 5500 51.25 4500 57.50 47.50 5250 53.50
Qwen2.5-32B 65.00 67.50 58.75 63.75 56.25 53.75 4375 57.50 52.50 55.00 57.38
Qwen2.5-72B 6125 6625 5750 6125 5625 5500 51.25 57.50 57.50 60.00 58.38

Table 14: Evaluation results of different models on MLOGIQA.
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MMMLU en zh ar es ja ko th fr pt vi Avg
Gemma2-2B 47.00 4325 36.25 41.75 3725 36.75 3575 4500 4425 4125 40.85
Gemma2-9B 52775 5025 4650 5025 4725 46.00 49.50 48.75 51.50 49.50 49.23
Gemma2-27B 51.00 51.50 47.50 50.75 4575 4875 48.00 51.75 51.50 47.75 49.42
LLaMA3.2-1B  48.75 43.75 40.50 46.75 43.25 4525 39.25 46.50 4425 39.75 43.80
LLaMA3.2-3B 56.00 56.50 53.75 55.75 54.00 55.00 5575 57.00 57.00 5450 5552
LLaMA3.1-8B  35.00 32.75 24.00 28.50 24.75 25.75 29.00 25.50 27.00 25.75 27.80
LLaMA3.1-70B  27.00 25.50 25.25 25.25 30.50 27.25 26.25 27.00 26.75 27.75 26.85
Mistral-Nemo 46.50 45.25 40.75 4875 4350 4425 4125 46775 47.00 44775 44.88
Mistral-Large 5325 5325 49.00 54.00 53.00 53.00 46.50 54.25 53.75 4850 51.85
Qwen2.5-0.5B  32.25 31.50 28.75 2825 30.75 29.00 27.50 3225 31.75 3050 30.25
Qwen2.5-1.5B  47.25 46.00 36.00 44.00 38.00 39.25 36.50 47.25 45.00 41.00 42.02
Qwen2.5-3B 50.00 46.00 4450 46.50 4325 4525 4450 50.75 46.50 4550 46.27
Qwen2.5-7B 49.75 51.50 50.00 49.75 50.75 50.75 4825 49.75 50.75 47.00 49.83
Qwen2.5-14B 53.00 54.00 4875 5050 50.00 52.00 51.50 5275 52.00 50.75 51.52
Qwen2.5-32B 51.50 5350 5150 51.25 5325 5325 51.50 53.00 53.75 5025 5227
Qwen2.5-72B 5225 5550 52.00 51.50 5425 53.00 51.50 53.00 51.50 5225 52.67
Table 15: Evaluation results of different models on MMMLU.
MIFEval en zh ar es ja ko th fr pt vi Avg
Gemma2-2B 69.79 6250 5625 66.67 50.00 44.79 4375 63.54 5729 52.08 56.67
Gemma2-9B 90.62 8125 77.08 86.46 63.54 8750 5938 8333 86.46 76.04 79.17
Gemma2-27B 91.67 8229 8854 8646 7083 8229 61.46 8854 81.25 80.21 81.35
LLaMA3.2-1B  84.38 62.50 48.96 6146 4792 5521 41.67 66.67 70.83 53.12 5927
LLaMA3.2-3B 92.71 79.17 81.25 86.46 76.04 75.00 54.17 87.50 79.17 8021 79.17
LLaMA3.1-8B 62.5 3542 3333 4479 17.71 29.17 2292 3750 3854 3229 3542
LLaMA3.1-70B 52.08 30.21 34.38 37.50 20.83 29.17 25.00 40.62 40.62 38.54 3490
Mistral-Nemo 7292 6250 46.88 68.75 5521 5729 4792 53.12 6875 66.67 60.00
Mistral-Large 9375 8438 87.50 89.58 68.75 84.38 61.46 90.62 87.50 84.38 83.23
Qwen2.5-0.5B  42.71 3229 25.00 33.33 20.83 3125 27.08 3125 3229 2604 30.21
Qwen2.5-1.5B  61.46 50.00 40.62 51.04 3229 4792 28.12 4479 4583 41.67 4437
Qwen2.5-3B 80.21 78.12 64.58 75.00 60.42 56.25 50.00 65.62 71.88 62.50 66.46
Qwen2.5-7B 90.62 8333 8125 8542 7083 7083 53.12 81.25 81.25 79.17 77.71
Qwen2.5-14B 90.62 87.50 8021 8333 69.79 77.08 61.46 81.25 8438 79.17 79.48
Qwen2.5-32B 89.58 8229 86.46 89.58 80.21 86.46 62.50 87.50 84.38 84.38 83.33
Qwen2.5-72B 91.67 8854 9583 91.67 8438 8854 6250 89.58 90.62 9271 87.60

Table 16: Evaluation results of different models on MIFEVAL.

4830



EN prompt for FLORES-200-en-x:
All: "Translate this sentence from English to {tgt lang}.\n\n{src}\n"

Native prompt for FLORES-200-en-x:
ah: "He ) T TEERI . \nin ey

th: "wilalss1laailannnidangmiuniwnIng \n\n {src}"

ar: "G uze o2 1dzads a0 1oz des St 1o 1dg st \n\n {sre} "

es: "Traduce esta oracion del inglés al espaiiol.\n\n{src}"

ja"C D EKEEDS HAZECEHR UTLLIESL), \n\n{src}”
ko: "0| &2 GO0l M =0 2 HAotM 2 \n\n{src}”

fr: "Traduisez cette phrase de l'anglais en frangais.\n\n{src}"

pt: "Traduza esta frase do inglés para o portugués.\n\n{src}"

vi: "Dich cau nay tir tiéng Anh sang tiéng Viét.\n\n{src}"

EN prompt for FLORES-x-en:
All: "Translate this sentence from {src_lang} to English.\n\n{src}\n"

Figure 8: This figure presents the prompt for the Flores-200 dataset.
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EN prompt for MHELLASWAG:

All: "Input: {premise}\nOptions: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nPick the
correct ending for the sentence from A, B, C, and D, and return it in the following JSON format:\n{'answer":
'[choice]'}\nwhere [choice] must be one of A, B, C or D."

Native prompt for MHELLASWAG:

zh: "ii N\ : {premise}\niEIF: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\n}\ A, B, C 53
D L EHRA T4, HEIEELF JSON #R - \n{'answer': '[choice]'}\nELrt [choice] AA%J A, B,
Cai D Hpz—. "

en: "Input: {premise}\nOptions: \nA. {option 1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nPick the correct
ending for the sentence from A, B, C, and D, and return it in the following JSON format:\n{'answer":
'[choice]'} \nwhere [choice] must be one of A, B, C or D."

vi: "Nhép: {premise}\nLya chon: \nA. {option_1}\nB. {option 2}\nC. {option_3}\nD. {option_4}\nChon két thiic
dang cho cau tir A, B, C va D, va tra vé theo dinh dang JSON sau:\n{'answer": '[choice]'}\nTrong d6 [choice] phai
12 mét trong cac A, B, C hoac D."

th: "‘ﬁauau‘lwﬁ {premise}\nﬁ’)tﬁan \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\n
Laanmauaumnﬂmaqdmsuﬂs z1um31 A, B, C uaz D wadd9Aulugluuy JSON famaluf \n{'answer":
'[choice]'}\nTmel [choice] A ummLﬂuwuq‘luA B,Cw3aD."

ar: "1J13¢\d: {premise}\nlJF )l \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nlF< 1dcelss )
Joarszs ddzedi s A 5B 5 C 5 D¢ slg sl pos3 JSON Idaidis:\n {"answer': '[choice] Y \nz s sz 10 s
[choice] sz a0 ATsBIsCisD."

es: "Entrada: {premise}\nOpciones: \nA. {option_1}\nB. {option 2}\nC. {option_3}\nD. {option_4}\nElija el final
correcto para la oracion de A, B, Cy D, y devuélvalo en el siguiente formato JSON:\n{'answer": '[choice]'} \ndonde
[choice] debe ser uno de A, B, C o D."

ja: "N J7: {premise}\n# R Jii: \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nA. B. C. DH
5 ®IE LWL RE RV, U\G)JSONTKﬁTﬂibT(TLé’L\ \n{'answer': '[choice]'}\n & T+ [choice](FA.
B. C. £EDOVWTNHATRITFNEZRVEEA,

ko " {premise}\nSE M : \nA. {option_1}\nB. {option 2}\nC. {option_3}\nD. {option_4}\nA, B, C, D S 0| A{
=&9 QHf 2 Y S MEfst D CFS JSON YA 2 Hhgtet M A| @ :\n{'answer'": '[choice]'}\n0{ 7| A [choice]
E A,B,CE&= D& oftLtofof gLt

fr: "Entrée : {premise}\nOptions : \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nChoisissez la
fin correcte de la phrase parmi A, B, C et D, et renvoyez-la dans le format JSON suivant :\n{'answer":
'[choice]'}\nou [choice] doit étre 1'un de A, B, Cou D."

pt: "Entrada: {premise}\nOpc¢des: \nA. {option_1}\nB. {option_2}\nC. {option 3}\nD. {option_4}\nEscolha o
final correto para a frase de A, B, C e D, e retorne-o no seguinte formato JSON:\n{'answer": '[choice]'}\nonde
[choice] deve ser uma das opgdes A, B, C ou D."

Figure 9: This figure presents the prompt for the MHellaSwag dataset.
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EN prompt for XNLI:

All: "Take the following as truth: {premise}\nThen the following statement: "{hypothesis}" is\nOptions: \nA.
true\nB. inconclusive\nC. false\nSelect the correct option from A, B, and C, and return it in the following JSON
format:\n{'answer": '[choice]'}\nwhere [choice] must be one of A, B, and C."

Native prompt for XNLI:

zh: "R FHAAMNE: {premise}\n# B LI Tk : “{hypothesis} \niZ iR : \nkIfi: \nA. EZH\nB.
Tk E\nC. BB\ A, B 8% C hiEFEMMEDT, LI FISONE KR E : \n{'answer':
'[choice]'}\nE:H [choice] (hdiE A, B 8 C Hprz—, "

en: "Take the following as truth: {premise}\nThen the following statement: " {hypothesis}" is\nOptions: \nA.
true\nB. inconclusive\nC. false\nSelect the correct option from A, B, and C, and return it in the following JSON
format:\n{'answer": '[choice]'}\nwhere [choice] must be one of A, B, and C."

th: "ludiarudua1uasde: {premise}\nualrvamdiuaa’lui: "{hypothesis}" tJu\ndaidan: \nA. 259\nB.
TuuuuauinC. Wid\nldanddaniignnavain A, B, uaz C uazdsdulugluuy JSON dvaaldil:\n{'answer":
'[choice]'}\n1meifi [choice] maadunilelu A, B, uaz C."

ar: "o ol des dr et {premise}\nde \Jzads 1dldegs: " {hypothesis}" es\nldg 5!l \nA. wazszd\nB. o ¢!
wed\nC. gllaiss\nlz ) 1dE ! 1doaz ez 20 A 3B 5C sle 2 < Sous JSON 1dldes:\n {"answer: '[choice]'}\nz g
<l ¢ s [choice] slz s ATsBIsC"

es: "Tome lo siguiente como verdad: {premise}\nEntonces la siguiente afirmacion: " {hypothesis}" es\nOpciones:
\nA. verdadera\nB. inconclusa\nC. falsa\nSeleccione la opcion correcta de A, B y C, y devuélvala en el siguiente
formato JSON:\n{'answer": '[choice]'}\ndonde [choice] debe ser una de A, By C."

ja"ROHNEEEHEEHRULTLIESLY: {premisel\nfk DL : "{hypothesis}" [F\jEINfE: \nA. E\nB.
EE\WNC. 5\nA. B. COFHSIEULVERRKEZRU. KOISONER TR LU TLIESTLY: \n{'answer”:
'[choice]'}\nZ Z T+ [choice](FA. B. COWTNHTRITNIERY FEA., "
ko: "CtE 82 TAME ZHFSIHUAL: {premise}\nTECHH CHE Zl & "{hypothesis}"=\nZ M : \nA. At
nB. ZES W& = YUSWC. 71 A \nA, B,C S M SHE S8 S MESID LS JSON F A2 2 Hhetst
Al 2 \n{'answer": '[choice]'}\n0{ 7| A [choice]= A, B C & stLI0{OF &L|Ct"

=

ol
o>

fr: "Prenez ce qui suit comme vérité : {premise}\nAlors, l'affirmation suivante : "{hypothesis}" est\nOptions : \nA.
vraie\nB. inconclusive\nC. fausse\nSélectionnez 'option correcte parmi A, B et C, puis renvoyez-la dans le format
JSON suivant :\n{'answer'": '[choice]'}\nou [choice] doit étre I'un de A, B et C."

pt: "Considere o seguinte como verdade: {premise}\nEntdo, a seguinte afirmagdo: "{hypothesis}" é\nOpcdes: \nA.
verdadeira\nB. inconclusiva\nC. falsa\nSelecione a opg¢ao correta de A, B e C e retorne-a no seguinte formato
JSON:\n{'answer": '[choice]'}\nonde [choice] deve ser uma das opgdes A, B ou C."

vi: "Xem diéu sau day 1a dang: {premise}\nVay tuyén b sau ddy: " {hypothesis}" 1&\nCéc Iya chon: \nA. ding\nB.
khong két luan\nC. sai\nChon Iya chon ding tr A, B va C, va tra lai n6 theo dinh dang JSON sau:\n{'answer":
'[choice]'} \ntrong d6 [choice] phai 1a mét trong A, B va C."

Figure 10: This figure presents the prompt for the XNLI dataset.
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Native prompt for MGSM:

en: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in
the format of "The answer is ". Do not add anything other than the integer answer after "The answer is
"\n\n{question}"

es: "Resuelve este problema matematico. Proporciona los pasos de razonamiento antes de dar la respuesta final en
la ultima linea por si misma en el formato de "La respuesta es ". No afiadas nada mas que la respuesta entera
después de "La respuesta es ".\n\n{question}"

fr: "Résolvez ce probléme de mathématiques. Donnez les étapes de raisonnement avant de fournir la réponse finale
sur la derniére ligne elle-méme dans le format de "La réponse est ". N'ajoutez rien d'autre que la réponse entiére
apres "La réponse est ".\n\n{question}"

ja: "OEEFOBEEMNTLIETV, RENBEZEHTHIC. MEDHEmREETARLTIRTL,
Z L THEBEDIT (L(i"ﬁx(i"@ﬁ/:—cﬁfﬁz’épﬂ*b T DR CFEHDOZE A MMIIEEMURNT
EEL), \n\n{question}"

th: "Lmﬂfymﬂmmmamu ‘lw‘lumumaumﬁ‘lsmumNaﬂaumflwmmauaﬂmﬁ‘lumimmammuiﬂﬂaﬁ‘lusﬂuu
"drmaud " liArstinerlsuanaindnaufiduduinduma "dinaud "\n\n{question}"

zh: "RPCXAEEE L, R AT IR R, TR AL IR . BE— AT DA "B SR " B
VENER., FERE " FEATRNRBERE RIS, \n\n{question}"

ar: "Ge zd el 1daglds 1 sglumgs, Bed ledle 1iglas G 1ok i e oz S gl Iz d. sre o ge e
e ‘JJE‘ATIB g_qé Uuﬂjﬂ) \J‘CL,S) gy ("U“‘Qéd &dd Sl "\JC}h._I oy Q’ucg_q itﬁ ui‘ﬂﬁ‘; <ga "‘JGJ‘A._! 05" s U&A.\ \J
vz izl \n\n{question}"

ko: "0 =8 EXHE SASHM A . OHX|2t Z0f| &2 HMAISH?| Mol 2 A E M 3stdA . Opx| g
oo nHA o2 E2Mo2 BHS | Al o oH_IEr "HH2 Fols HaE oo ofE AL ¥7f
StX| OF& Al 2 \n\n{question}"

pt: "Resolva este problema matematico. Antes de dar a resposta na tltima linha, por favor, forneca os passos de
raciocinio. A ultima linha deve apresentar a resposta de forma independente, comegando com "A resposta ¢ ".
Apbs "A resposta é " ndo adicione nada além da resposta em niimero inteiro.\n\n{question}"

vi: "Giai quyét vén d& toan hoc nay. Trudc khi dua ra dép 4n & dong cudi cing, hiy cung cip cac budc lap ludn.
Dong cuoi cung nén dua ra dap an dudi dang "Cau tra 161 12 " mdt cach doc 1ap. Khong thém bat ctr ndi dung nao
ngoai dap an 1a so nguyén sau "Cau trd 101 1a ".\n\n{question}"

Figure 11: This figure presents the Native prompt for the MGSM dataset.
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EN prompt for MGSM:

en: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in
the format of "The answer is ". Do not add anything other than the integer answer after "The answer is
"\n\n{question}"

es: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the
format of "La respuesta es ". Do not add anything other than the integer answer after "La respuesta es
"\n\n{question}"

fr: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the
format of "La réponse est ". Do not add anything other than the integer answer after "La réponse est
"\n\n{question}"

ja: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the
format of "& Z (& ". Do not add anything other than the integer answer after "% Z (& ".\n\n {question}"

th: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the
format of "@1®mauA ". Do not add anything other than the integer answer after "A1®aUA ".\n\n{question}"

zh: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in
the format of "# %2 ". Do not add anything other than the integer answer after "& 22 /2 ".\n\n{question}"

ar: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in
the format of "lJz sl »5 ". Do not add anything other than the integer answer after "/Jz sl o5 ".\n\n {question}"

ko: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in
the format of "Ef ¥4 2 ". Do not add anything other than the integer answer after "Ef 12 "\n\n{question}"

pt: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the
format of "A resposta ¢ ". Do not add anything other than the integer answer after "A resposta ¢ ".\n\n{question}"

vi: "Solve this math problem. Give the reasoning steps before giving the final answer on the last line by itself in the
format of "Cau tra 161 1a ". Do not add anything other than the integer answer after "Cau tra 101 1a ".\n\n{question}"

Figure 12: This figure presents the EN prompt for the MGSM dataset.
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EN prompt for MLOGIQA.:

All: "Passage: {context}\nQuestion: {question}\nChoices:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\nPlease choose the most suitable one among A, B, C and D as the answer to this question, and return it
in the following JSON format:\n{'answer": '[choice]'} \nwhere [choice] must be one of A, B, C and D."

Native prompt for MLOGIQA.:

zh: "BiF%: {context}\n[u]/#i: {question}\niE+E:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n
WHTE Av By C fil D i G i) — ME DI M Z 5, IFLLLLT JSON AFRG& [l \n{'answer'":
'[choice]'}\nH:Ht [choice] A% Av B. C I D HFEH—Ti, "

en: "Passage: {context}\nQuestion: {question}\nChoices:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\nPlease choose the most suitable one among A, B, C and D as the answer to this question, and return it
in the following JSON format:\n{'answer": '[choice]'}\nwhere [choice] must be one of A, B, C and D."

vi: "Poan véan: {context}\nCau hoéi: {question}\nLua chon:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\nVui long chon cau tra 161 phu hop nhat trong s0 A, B, C va D cho cau hdi nay, va tra lai no6 trong dinh
dang JSON sau:\n{'answer": '[choice]'}\ntrong d6 [choice] phai 1a mét trong A, B, CvaD."

th: "yaAIN: {context}\nfA1n1: {qupstion}\nﬁ’;Lﬁaﬂ:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\nTisaidanvafinnzaduignann A, B, C uaz D iludinausasdArauu uazasAulugluuy ISON
guea 1lil:\n {"answer': '[choice]'}\nT@eIfl [choice] Azmaviiunilylu A, B, C uaz D."

ar: "1J13¢\d: {premise}\nlJz )l \nA. {option_1}\nB. {option_2}\nC. {option_3}\nD. {option_4}\nlF< 1dcelss )
Juazszs ddzeds a0 A 3B 5 C 5 De sz sl ioussd TSON Idelds:\n {'answer': '[choice]' P \nz s gz 1o w0
[choice] sz ey ATsBisCisD."

es: "Pasaje: {context}\nPregunta: {question}\nOpciones:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\nPor favor, elija la mas adecuada entre A, B, C y D como respuesta a esta pregunta, y devuélvala en el
siguiente formato JSON:\n{'answer": '[choice]'}\ndonde [choice] debe ser uno de A, B, Cy D."

ja: " {context}\nZ [#]: {question}\njE I i :\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option d}\nZ DEMDEZEULTA. B. C. DOHHOSEHEEHELUZEDZEEIRL. RO ISON ER T
B ULTLIEE LY \n{'answer': '[choice]}\nZ Z T [choice] (& A, B. C. £lE D OLWTIHTRITNER
DEE. "

ko: "7 2 : {context}\nZ = : {question}\n™ E :\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n
Ol #229 HH22 A,B,CX DS 7tE Hetet 2= MEstD, THS JSON SH 2= gretst i Al
@ :\n{'answer'": '[choice]'}\n0] 7| A [choice]= A, B, C % D & 5tL+0{OF &HL|LCt."

fr: "Passage : {context}\nQuestion : {question}\nChoix :\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\nVeuillez choisir le plus approprié parmi A, B, C et D comme réponse a cette question, et le renvoyer
dans le format JSON suivant :\n{'answer": '[choice]'}\nou [choice] doit étre I'un de A, B, C ou D."

pt: "Passagem: {context}\nPergunta: {question}\nOpcdes:\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\nPor favor, escolha a mais adequada entre A, B, C e D como resposta a esta pergunta, e retorne-a no
seguinte formato JSON:\n{'answer": '[choice]'}\ndonde [choice] deve ser uma das opgdes A, B, C ou D."

Figure 13: This figure presents the prompt for the MLogiQA dataset.
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EN prompt for MMMLU:

All: "The following is a multiple-choice question. Please choose the most suitable one among A, B, C and D as the
answer to this question, and return it in the following JSON format:\n{'answer": '[choice]'}\nwhere [choice] must be
one of A, B, C and D.\n\n{question}\nA. {option_a}\nB. {option b}\nC. {option_c}\nD. {option_d}\n"

Native prompt for MMMLU:

zh: "D R—A SRR 157E A. By C #1 D B S & — MER @8N &SR, JEULLF
JSON #& 23R Bl : \n{'answer": '[choice]'}\nH H [choice] Wh%5i4E A. By C 1 D H1A—Ii, \n\n{question}\nA.
{option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

en: "The following is a multiple-choice question. Please choose the most suitable one among A, B, C and D as the
answer to this question, and return it in the following JSON format:\n{'answer": '[choice]'} \nwhere [choice] must be
one of A, B, C and D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

vi: "Dudi day 1a mot cau hoi tréc nghiém. Vui long chon cau tra 161 phu hop nhat trong sé A, B, C va D cho cu hoi
nay, va tra lai n6 trong dinh dang JSON sau:\n{'answer": '[choice]'}\ntrong d6 [choice] phai 1a m¢t trong A, B, C va
D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

th: "ma'lﬂuﬂaﬂﬂmuuumaaﬂmauumﬁmataa Tﬂﬁmaaﬂ‘uawmm AUV dna1n A, B, C uax D
WuA1nauuavA10 18U LA d9Auluguuuy JSON aa'luid :\n{'answer": '[choice]' }\nTmnn [choice]
RE ma\‘ltﬂuuu\‘l‘luA B, C uaz D, \n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD.
{option_d}\n"

ar: "daIdis o5 oe3ld acp 23 1EGSI I, oz Eais!s Wiouse ao o A 3B 5 C s D dlizlas g des o3 1o side sl lacs ild
Gouwed TSON 1datde:\n{'answer': '[choice]' }\nzed sze 10 6950 [choice] szl 20 A 5B 5 C
D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option _c}\nD. {option_d}\n"

es: "Lo siguiente es una pregunta de opcion multiple. Por favor, elija la mas adecuada entre A, B, C y D como
respuesta a esta pregunta, y devuélvala en el siguiente formato JSON:\n{'answer": '[choice]'}\ndonde [choice] debe
ser uno de A, B, C y D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

ja "I FIEEIRADEMTY ., COEMDEZEAELTA. B, C\ DDHHISHEEHEUCEDEER L.
KD ISON B TR LT LIEE LY \n{'answer': '[choice]'}\nZ Z T [choice] (& A. B. C. D DWLWTNHT

RFNIEIRY EFH A . \n\n{question}\nA. {option_a}\nB. {option ] b}\nC {option_c}\nD. {option_d}\n"
ko:"CIS2 AtA HEALICH Ol 22 HeZ2 AB,CEZ DE 7I¥ Mgt WS MEHst D [} Z JSON
A o2 dtatst M Al 2 :\n{'answer': '[choice]'}\n0 7| A| [choice]E= A, B, C Y D & &tL+0{OF &L
Ct.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

fr: "Ce qui suit est une question a choix multiple. Veuillez choisir la plus appropriée parmi A, B, C et D comme
réponse a cette question, et la renvoyer dans le format JSON suivant :\n{'answer': '[choice]'}\nou [choice] doit étre
I'un de A, B, C ou D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

pt: "O seguinte ¢ uma questdo de multipla escolha. Por favor, escolha a mais adequada entre A, B, C ¢ D como
resposta a esta pergunta, e retorne-a no seguinte formato JSON:\n{'answer": '[choice]'}\ndonde [choice] deve ser
uma das opgdes A, B, C ou D.\n\n{question}\nA. {option_a}\nB. {option_b}\nC. {option_c}\nD. {option_d}\n"

Figure 14: This figure presents the prompt for the MMMLU dataset.
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