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Abstract

Contemporary approaches to assisted scientific
discovery use language models to automati-
cally generate large numbers of potential hy-
pothesis to test, while also automatically gen-
erating code-based experiments to test those
hypotheses. While hypotheses can be com-
paratively inexpensive to generate, automated
experiments can be costly, particularly when
run at scale (i.e. thousands of experiments).
Developing the capacity to filter hypotheses
based on their feasibility would allow discov-
ery systems to run at scale, while increasing
their likelihood of making significant discov-
eries. In this work we introduce MATTER-
OF-FACT, a challenge dataset for determining
the feasibility of hypotheses framed as claims,
while operationalizing feasibility assessment
as a temporally-filtered claim verification task
using backtesting. MATTER-OF-FACT includes
8.4K claims extracted from scientific articles
spanning four high-impact contemporary mate-
rials science topics, including superconductors,
semiconductors, batteries, and aerospace mate-
rials, while including qualitative and quantita-
tive claims from theoretical, experimental, and
code/simulation results. We show that strong
baselines that include retrieval augmented gen-
eration over scientific literature and code gen-
eration fail to exceed 72% performance on
this task (chance performance is 50%), while
domain-expert verification suggests nearly all
are solvable — highlighting both the difficulty
of this task for current models, and the poten-
tial to accelerate scientific discovery by making
near-term progress.'

1 Introduction

Contemporary language models are being broadly
integrated into the scientific discovery pipeline. Ex-
isting systems can generate hypothesis (Si et al.,
2024; Radensky et al., 2024), run experiments (Lu

"Benchmark, models, and claim extraction system:
https://github.com/cognitiveailab/matter-of-fact

et al., 2024; Li et al., 2024; Jansen et al., 2025),
analyze data (Majumder et al., 2025), and write
or review papers (Liu and Shah, 2023; Zhou et al.,
2024). A central benefit — and challenge — of these
systems is that they can function at scales greater
than any human scientist. For example, hypothesis
generation systems might easily produce thousands
of potential hypotheses (Lu et al., 2024; Jansen
et al., 2025), and running experiments to test each
of these would be costly and impractical — partic-
ularly in that few experiments are likely to yield
positive results. In this work we investigate the task
of feasibility assessment (e.g. O’Neill et al., 2025),
or assessing whether we can filter hypothesis (ex-
pressed as claims) to those that are most likely to
be feasible, and have their hypotheses confirmed.
Performing well at this task would allow us to incor-
porate feasibility filtering in hypothesis generation
systems, and potentially make more discoveries
with a given (fixed) experimental budget.
Feasibility assessment is in principle quite chal-
lenging as it involves (at times) a high degree of
uncertainty in predicting future results, and yet it
is a task that scientists perform frequently during
experiment planning stages — selecting the hypothe-
ses that we believe are most likely to return pos-
itive results based on a combination of literature,
pilot experiments or analyses (which may include
empirical work, or code/simulations), and past ex-
perience. In this work we aim to investigate how
well current models can perform this feasibility as-
sessment task, and provide a benchmark to assist
in improving model performance over time.
Generating data to test feasibility assessment is
challenging, as (by nature) the experimental re-
sults of proposed hypotheses are as yet unknown,
which makes gold labels for determining whether
a hypothesis is feasible or infeasible effectively
unavailable. To address this challenge, we oper-
ationalize feasibility assessment as a temporally-
filtered claim verification task using the concept of
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\ ) | Superconductors

Superconductor Claim #216
Claim: A half-smeared potential effectively decreases the local energy gap in
a one-dimensional topological superconductor.
Gold Label: True (feasible)
Explanation: Local Density of States (LDOS) calculations show a shears-like
structure, which indicates a decreased local gap in the region where the
potential is smeared.

Types: Qualitative, Theoretical Knowledge Cutoff: August 2022

B

3] Semi-conductors

Semi-conductor Claim #890
Claim: In laser-driven nanosatellites, lightsails should remain attached to the
payload throught the mission to provide corrections and attitude control.
Gold Label: False (infeasible)
Explanation: Laser-propelled nanosatellites would receive laser energy from
the Earth are expected to reach their maximum speed in only tens of
seconds, making future corrections or control infeasible.
Type: Qualitative, Integrative Knowledge Cutoff: August 2022

Batteries

Battery Claim #320
Claim: In Li10Ge(PS6)2, Li+ ion motion becomes less correlated at lower
temps., with Haven ratios closer to 1 below the sublattice phase trans. temp.
Gold Label: True (feasible)
Explanation: Demonstrated through Haven ratio calculations, Li+ ion
motion becomes less correlated at lower temperatures. The Haven ratio
approaches 1 below the sublattice phase transition temperature (~400K).
Types: Qualitative, Code/Simulation Knowledge Cutoff: November 2022

A&
\§ Aerospace Materials

Aerospace Materials Claim #122
Claim: The amount of retained austenite in martensitic stainless steel cannot
be reduced below 15% regardless of heat treatment parameters
Gold Label: False (infeasible)
Explanation: Experimental evidence has shown that with proper heat
treatment procedures, the amount of retained austentite in matensitic
stainless steel can be reduced to less than 5%.
Types: Quantitative, Experimental Knowledge Cutoff: March 2022

Figure 1: Examples of the four main materials science topics included in MATTER-OF-FACT, including superconductors, semi-
conductors, batteries, and aerospace materials. Each claim includes the claim text, gold label (true/feasible or false/infeasible),
a brief explanation and supporting facts based from the original paper the claim was sourced from, additional meta-data (such as
whether the claim is quantitative or qualitative), and the knowledge cutoff date for the feasibility assessment task.

backtesting. As with conventional claim verifica-
tion tasks (e.g. Thorne et al., 2018), we generate a
corpus of claims extracted from recent scientific lit-
erature — however, in addition, each claim is paired
with a “knowledge cut-off date”, which is the date
that the paper the claim was generated from was
first authored. When performing the feasibility
assessment task, models are allowed to use any in-
formation available before the source paper was
authored to assess feasibility, essentially rewind-
ing into the past to predict future results. In this
way, models are provided with knowledge up to
(for example) 2023, and must use that knowledge
(through a combination of literature search, small-
scale code-based experimentation, world modeling,
or other methods) to predict whether genuine re-
sults (and artificially-generated infeasible results)
from 2024 onward are feasible or infeasible.

The contributions of this work are:

1. We introduce MATTER-OF-FACT, a bench-
mark of 8.4K claims extracted from recent
materials science articles in four high-impact
subdomains. Each claim includes categorical
information (qualitative vs quantitative, and
experiment, code, or theory focused), and is
paired with a knowledge cut-off date to use
for the feasibility assessment task.

2. We empirically demonstrate that strong base-
line models using a variety of solution meth-
ods (including retrieval-augmented generation
with SEMANTICSCHOLAR, as well as evi-
dence gathered from code-generation) across
base models (GPT-40-MINI, 04-MINI, and
CLAUDE SONNET 3.7) achieve a maximum
of 72% accuracy, highlighting the challenging
nature of this feasibility assessment task.

3. We assess the quality of the claims both by
domain expert evaluation, and by evaluating
base models in a conventional claim verifica-
tion task. Humans and models reach 93%-+,
suggesting the benchmark is of high quality.

2 Related Work

Scientific Claim Verification Datasets: The scien-
tific claim verification task requires a model to de-
termine whether a claim (typically extracted from a
scientific paper) is true or false, either by leveraging
its pretrained scientific knowledge or retrieving ev-
idence from a corpus, with a selection of scientific
claim verification benchmarks shown in Table 1.
ScIFACT (Wadden et al., 2020) contains 1.4K
biomedical-domain claims generated by showing
citances (sentences that cite a paper and describe
its contribution) to human annotators, who were
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Benchmark Domain  Claims Source Generation Method
SCIFACT (Wadden et al., 2020) Biomed 1.4k Paper Abstracts Citances provided to annotators
COVID-FACT (Saakyan et al., 2021) Biomed 4.0k Reddit Extract positive, generate counterclaim
SCIFACT-OPEN (Wadden et al., 2022) Biomed 1.4k Paper Abstracts See SCIFACT
CLAIMCHECK (Ou et al., 2025) ML 154 Paper Reviews Emphasizes claim weaknesses
SciTAB (Lu et al., 2023) Comp. Sci  1.2K Paper Tables Compositional reasoning on tables
MATTER-OF-FACT (This work) Mat. Sci 8.4K  Paper full-text Extract positive, generate infeasible

Table 1: A comparison of claim verification datasets with MATTER-OF-FACT, including their domain, size, source of the
information used to generate or extract claims from, and the claim generation method.

then asked to generate associated claims. Where
SCIFACT pairs claims with a set of 5K abstracts
that can be used for gathering evidence, SCIFACT-
OPEN (Wadden et al., 2022) expands this evidence
retrieval corpus to 500K abstracts, presenting a
more challenging retrieval problem. Also in the
biomedical domain, COVID-FACT (Saakyan et al.,
2021) consists of over 4K claims extracted from
Reddit. Lu et al. (2023) introduce SCITAB, which
requires verifying computer science claims cen-
trally using tables extracted from papers. CLAIM-
CHECK (Ou et al., 2025) uses reviews of rejected
NeurIPS submissions from OpenReview to build
a corpus of 154 claims that emphasize identifying
the weaknesses in scholarly claims. In contrast,
MATTER-OF-FACT builds a corpus of 8.4K materi-
als science claims for feasibility assessment that are
generated from the nuanced results found in the full
text of source articles (rather than abstracts), and
where negative claims focus on being scientifically
infeasible rather than factually incorrect.

Claim Verification Models: Our framing of feasi-
bility detection is as temporally-filtered claim ver-
ification with a knowledge cutoff. More broadly,
recent approaches to claim verification typically
involve two key steps: evidence retrieval and fact
checking. For the retrieval step, augmenting LLMs
with retrieved documents (Izacard et al., 2022) or
knowledge bases (Baek et al., 2023; Hang et al.,
2024) can be effective for improving fact verifica-
tion performance of models. Re?G (Glass et al.,
2022) extends the retrieval step with a trained
reranker to achieve better retrieval performance for
fact checking. Rani et al. (2023) propose a form of
query expansion that generates claim-related ques-
tions as queries to retrieve supporting documents.
For fact checking, some methods make use of struc-
tured knowledge representations such as knowl-
edge graphs (Dammu et al., 2024) and first-order-
logic (Wang and Shu, 2023) to organize evidence
and verify facts. End-to-end systems combine the

entire retrieval and verification pipeline, such as
ARSJOINT (Zhang et al., 2021) and SCICLAIMS
(Ortega and Gomez-Pérez, 2025). In this work we
demonstrate similar retrieval-backed systems (with
temporal filtering) for feasibility assessment, while
also providing formal approaches based on code
generation.

Scientific Discovery and Feasibility Assessment:
Automated scientific discovery is frequently di-
vided into two subfields: problem-specific methods
(like AlphaFold (Jumper et al., 2021) for protein
structure prediction), and problem-general meth-
ods that work across a variety of problem types.
Examples of problem-specific systems in the ma-
terials science domain include GNoME (Merchant
et al., 2023), a graph neural network (GNN) based
method that discovered over 2.2 million new sta-
ble crystal structures, and Schmidt et al. (2023)’s
method for using crystal-graph neural networks to-
gether with high-quality data for accurate stability
prediction. The latter work screened 1 billion ma-
terials, discovering 150k+ stable compounds, and
identified extreme-property materials like super-
conductors. Similarly, Chen et al. (2024) combine
machine learning models with traditional physics-
based models to discover compounds to which
can potentially serve as solid electrolytes. These
problem-specific methods can be applied to fea-
sibility assessment by predicting highly specific
properties of unknown materials. MATTER-OF-
FACT works to bridge the gap between problem-
specific methods and problem-general methods by
providing a large set of claims across 4 broad and
high-impact areas of materials science, each of
which is likely to benefit from a variety of problem-
specific methods to arrive at accurate feasibility
assessments. As we empirically demonstrate in our
modeling results, because MATTER-OF-FACT nom-
inally requires a large set of capacities to solve, it is
challenging benchmark for measuring a general ca-
pacity to assess feasibility over broad subdomains.
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3 Dataset

The MATTER-OF-FACT benchmark consists of
8.4K claims extracted from the full-text of materi-
als science articles. The extraction and validation
process is described below, with example claims
shown in Figure 1.

Inclusion Criteria: We assembled a corpus of re-
cent publicly-available materials science domain
articles by crawling Arxiv for all papers within
the MATERIALS SCIENCE and SUPERCONDUCTIV-
ITY topics submitted on or after January 2022, re-
sulting in a total of 24K articles. Articles were
then filtered based on specific inclusion criteria.
First, articles that were not licensed using a spe-
cific permissive license (CREATIVE COMMONS-
BY ATTRIBUTION-4.0) were removed. Second,
to prevent having to use a PDF-TO-TEXT conver-
sion pipeline (which can have limited quality on
complex tables, chemical formulas, mathematics,
and other artifacts found within materials science
articles), we further filtered to include only arti-
cles with IATEX source available. Papers with long
source (>30k tokens) were also removed (approxi-
mately 16% of articles). After initial filtering, 4.2K
articles remained. Our focus in this work is specif-
ically in four high-impact subdomains: supercon-
ductors, semi-conductors, batteries, and aerospace
materials. To identify articles within these topics,
we performed topic labeling of each abstract using
GPT-40-MINI with a prompt that emphasized iden-
tifying articles within these 4 focus areas. We then
sampled 500 total articles (125 from each topic) to
use for claim generation.

Initial Claim Generation: Claims were generated
by providing the full-text (I&IEX source) of each
paper in a prompt, together with task instructions
and JSON output format requirements. The model
was instructed to generate matched pairs of claims —
one true, and one that was clearly false or infeasible
— and for each claim, to provide a list of supporting
evidence, followed by an overall explanation as to
why the evidence supports or refutes the claim.”
Claims were instructed to be stand-alone, and
not make reference to the paper in the claim text
(i.e. “Table 4 claims the boiling point of Mate-
rial X is...”), so that they could be (in principle)

2Scientific articles tend to express positive claims rather
than negative claims. We follow the approach of Saakyan et
al. (2021) to first extract positive claims, then automatically
generate negative claims from these positive references.

solved without reference to the original source pa-
per. Negative claims were instructed to be false
or clearly infeasible (but not overly so), and not
simply claims for which no evidence was available.
Similarly, negative claims were instructed to use
balanced language so as not to give away their true
or false nature by particulars of wording, such as
through use of negation markers (i.e. “Material X
does not have...”), and to instead use neutral fram-
ings. In addition to the above constraints, claims
were explicitly asked to be authored on two di-
mensions. The first asks for claims to specifically
test either qualitative knowledge (e.g. “In Situa-
tion X, Phenonemon Y helps Material Z maintain
its superconductivity”), or quantitative knowledge
(e.g. “Material X superconducts at 77 Kelvin™).
Second, claims were asked to be authored cross 4
main types: those that focus on experimental re-
sults, code/simulation results, theoretical results,
or integrative methods across types.

Balanced Temporal Sets: Claims were temporally
sorted into those from papers first appearing on
Arxiv in 2022 (for training), those in 2023 (for val-
idation), and the most recent claims from papers
submitted between 2024 and April 2025 (for test-
ing). For each set, we filtered claims such that equal
numbers of true and false claims were present, to
achieve a baseline (random chance) performance
of 50%. Claims were also balanced such that equal
numbers within the experimental, code, theory, and
integrative categories appear within a given set.
The final dataset includes a total of 8.4K claims,
distributed as 1.4K claims for training, 2.5K for
validation, and 4.4K for testing.

Domain Expert Validation: To measure the qual-
ity of the claim generation process, a domain ex-
pert with a graduate degree in materials science
was given each claim and its source paper, and in-
dependently asked to determine the validity of the
claim. This was a challenging task, because the
claims span broad areas of materials science that
would be unusual for any single individual to have
expertise within. The domain expert performed this
task for 100 claims from the test set, and initially
agreed in 93% of cases (while noting a further 3%
of claims appeared to not meet criteria, such as
explicitly referencing the original source paper).
They were then provided with the LLM-generated
labels and explanations, and asked to resolve dis-
agreements (either LLM errors, or human error),
noting that nearly all errors were a result of the
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Retrieval Augmented Generation Model
Claim Verification Problem

Claim: An A15 variant has a superconducting temperature of 20° K

Gold label: True / Feasible  Date of inspiring paper: August 2024

Use claim text as query

‘\\r\ SEMANTIC SCHOLAR

Paper Full Text Snippet Search

Feasibility Assessment Mode Claim Verification Mode

Filter papers after claim date (08/2024) No temporal filtering

#12023 Paper: On the critical... #12025 Paper: Novel A15...
Superconductivity is rarely We empirically show a novel A15

observed in A15 above its...

#22022 Paper: A15 phases ... #22025 Paper: Trends in A15...
The nominal superconductivity Contemporary synthesis methods

variant with a superconductivity..

temperature of A15 phases i... have shown A15 at 20K or above...

#32021 Paper: Usage of A15... #3 2024 Paper: A15 Variant...
When analysing A15 using We empirically characterize the
BGS Solving methods, we can... properties of novel A15 variant...

Semantic Scholar Full-Text Paper Snippet Search
Top K Paper Snippets

Top-K
@ e)t‘a :‘hcl):s Retrieved
LLM P Paper Snippets

Retrieval-Augmented Generation

Model Answer and Explanation
This is likely because several
previous studies have shown that
A15 phases tend to be superconductive
below 20 K (Smith et al., 2021)

Code Generation and Execution Model
Claim Verification Problem

Claim: An A15 variant has a superconducting temperature of 75° K

Gold label: False / Infeasible Date of inspiring paper: August 2024

Use claim text as query

Request to
N-shot q
generate short
examples .,
LLM code experiment

Retrieval-Augmented Generation

Generated Code

Model
Generated
Code
& . ienti
o2 ]
# CodeScientist
j_ﬁA 1L Code Execution and Instrumentation
Code
Execution Code Scientist Code Execution and Instrumentation
Output Code and Executon Output
Code
N-shot q
@ T and Execution
LLM Output

Analyze Code Output for Supporting or Refuting Evidence

Model Answer and Explanation
This is likely false/infeasible because
the results of a BCS Gap-Equation Solver
suggest the superconducting temperature
is significantly lower than 75 K

Figure 2: Flow diagrams for two models: the retrieval-augmented generation (R AG) model that retrieves snippets from the
full-text of papers using SEMANTICSCHOLAR (left), and a code generation model that executes PYTHON code and examines the

output using CODESCIENTIST.

domain expert missing difficult-to-find evidence
on their first attempt, and ultimately reaching 99%
agreement after this resolution process. This empir-
ically suggests that the overall data quality is high
(96% after discounting data not meeting generation
criteria). Before resolution, interrater agreement
using Cohen’s Kappa (Cohen, 1960) was x = 0.86,
or strong agreement (McHugh, 2012), suggesting
the claims are highly objective.

4 Baseline Models

We evaluate performance on the MATTER-OF-
FACT dataset using a selection of baseline mod-
els described below. Models are provided with
the text of the claim, and must predict a bi-
nary label (true/feasible, or false/infeasible), as
well as provide a brief explanation for their rea-
soning. All models investigated in this work
use in-context learning (ICL), and are character-
ized across three common base models at dif-
ferent price/performance points, including GPT-
40-MINI, 04-MINI, and CLAUDE SONNET 3.7.
Our retrieval-augmented generation and code-
generation models are shown in Figure 2.

4.1 Feasibility Assessment Models

Chain-of-Thought (CoT), ICL, Reflection: The
language model is provided with a prompt that
includes the claim, and a request to think and/or
plan before responding in the style of Chain-of-
Thought (Wei et al., 2022). We also include two
variations of this model. The first includes a 20-
shot in-context learning example (Brown et al.,
2020), using 20 claim problems (together with their
supporting facts and explanations) drawn from the
training set, including balanced numbers of true
and false claims. The second includes adding a
reflection step (Madaan et al., 2023) where, after
the initial generation, the model then reflects on its
response, then provides a final answer and explana-
tion for the reasoning behind that answer.

Retrieval Augmented Generation (RAG): Us-
ing the claim text as a query, the model first re-
trieves the fop K matching full-text snippets from
scholarly scientific articles using the SEMANTIC-
SCHOLAR API (Kinney et al., 2023), where each
snippet generally takes the form of a span of text
(approximately 500 words in length) from an article
indexed by SEMANTICSCHOLAR that most closely
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Overall Accuracy by Category Cost
Model Accuracy True False Qual. Qnt. Exp. Code Ther. Int. (per 1k)
RANDOM BASELINE 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0
GPT-40-MINI
CHAIN-OF-THOUGHT (COT) 0.65 [JOBIN 0.40 [0:707 0.57 0.61 0.62 0.66 0.69 $1
CoT + 20-sHOT ICL 0.66 0.58 075 0.71 0.60 0.64 0.64 0.65 0.73 $2
CoT + 20-sHOT ICL + REFLECTION 0.67 0.59 074 0.71 060 0.64 0.63 0.66 0.73 $3
CoT + ICL + RAG (SEMANTICSCHOLAR) 0.68 082 055074 061 065 066 069 0.74 $3
CoT + ICL + CODE (CODESCIENTIST) 0.64 0.61 0.66 0.70 056 0.60 0.60 0.65 0.71 $4
04-MINIT
CHAIN-OF-THOUGHT (COT) 0.58 0.62 054 0.66 047 052 056 0.58 0.67 $4
CoT + 20-sHOT ICL 0.71 0.71 0.70 0.76 0.63 0.68 0.67 0.72 0.76  $15
CoT + 20-sHOT ICL + REFLECTION 0.71 0.72 0.69 0.76 0.63 0.68 0.68 0.71 0.76 = $30
CoT + ICL + RAG (SEMANTICSCHOLAR)  0.71 0.60 ' 0.82 0.75 065 0.68 0.67 0.72 0.76  $27
COT + ICL + CODE (CODESCIENTIST) 0.68 0.66 071 073 0.62 0.67 065 0.69 0.73 [ $34 |
CLAUDE-SONNET 3.7
CHAIN-OF-THOUGHT (COT) 0.70 0.79 0.61 [0.76 062 066 0.67 0.71 0.77 $9
CoT + 20-sHoOT ICL 0.72 0.56 1 0.78 0.63 0.68 0.66 0.73 0.79
COT + 20-sHOT ICL + REFLECTION 0.66 045 071 0.58 0.64 0.60 0.67 0.72
CoT + ICL + RAG (SEMANTICSCHOLAR)  0.71 0.64 077 0.76 0.63 0.69 0.63 0.74 0.77
CoT + ICL + CODE (CODESCIENTIST) 0.63 0.75  0.50 0.66 0.58 0.61 0.60 0.63 0.66

Table 2: Model performance on the feasibility assessment task, including overall performance, as well as per-
formance broken down by specific categories of feasibility assessment claim problems. True and False represent
performance on problems with those gold labels. Qual. and Quant. represent performance on qualitative and
quantitative problems. Exp., Code, Ther., and Int. represent performance on claims focusing on experimental,
code/simulation, theoretical, or integrative results, respectively. Cost represents the estimated model cost per 1000

claims, in US dollars.

Overall
Model Accuracy
GPT-40-MINI
RAG (SEMANTICSCHOLAR (NO DATE)) 0.76
ORACLE SOURCE PAPER 0.71

04-MINI
RAG (SEMANTICSCHOLAR (NO DATE))
ORACLE SOURCE PAPER

CLAUDE-SONNET 3.7

0.87

Table 3: Model performance on the claim verification
task, using oracle models. TNote that due to the high
model cost, the ORACLE SOURCE PAPER (SONNET)
model is assessed on a subset of the test set.

RAG (SEMANTICSCHOLAR (NO DATE))
ORACLE SOURCE PAPER

HUMAN DOMAIN EXPERT

INITIAL ASSESSMENT
AFTER RESOLVING DISAGREEMENTS

matches the query. To prevent temporal contamina-
tion with oracle knowledge, full-text snippets are
filtered such that papers authored after the source
paper for a given claim are not included in the
search. For example, if a claim was derived from a

paper first published on Arxiv in March 2024, then
only papers authored in February 2024 or before
will be included in the snippet search. The top
20 matching full-text snippets (sorted by the pro-
vided relevance score) are included in the language
model prompt, in a retrieval-augmented-generation
paradigm (Lewis et al., 2020). The prompt for this
model also includes a 20-shot ICL example, and
request for chain-of-thought reasoning.

Code Generation (CODESCIENTIST): This
model is performed in two stages. During the first
stage, the model is provided with the claim text,
and prompted to generate a code-based experiment
or simulation in PYTHON that would produce use-
ful evidence in supporting or refuting the claim.
The code is then executed, and the code and ex-
ecution results are provided to a second prompt
with a request to generate an answer for the feasi-
bility task as well as a supporting explanation. For
code execution, we use the experiment execution
portion of CODESCIENTIST (Jansen et al., 2025),
which allows executing arbitrary PYTHON code in
a virtual sandbox on MODAL.COM, and supports
installing external supporting libraries through PIP.
While this execution pipeline stores and saves out-
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put streams (e.g. STDOUT/STDERR), the model
explicitly prompted to save a log of its work, as
well as a final list of results, which are then pro-
vided back to the model to help make its final de-
cision. For tractability, we run CODESCIENTIST
in a highly limited form due to its high overall cost
(initially reported as $4 per experiment), which
would be intractable for the size of our dataset
(=~ $16k for 4K test claims). Instead of 25 debug
iterations, we run CODESCIENTIST for a single
iteration (without reflection), and reduce the ex-
periment time limit from 6 hours to 10 minutes
(or 31 total CPU-days across all test claims). The
model is made aware of these limitations in the
code generation prompt, and encouraged to design
appropriately-scoped experiments and output to
support the decision process.

4.2 Claim Verification Models

As a method of characterizing model performance
when oracle information is available, Table 3 also
provides two models that perform a claim verifi-
cation task rather than the feasibility assessment
task — that is, they do not have the same temporal
restrictions, and are able to use data available after
the source claim was authored.

RAG (Temporally Unrestricted): The retrieval-
augmented generation model described above, but
without temporal restrictions. For a given claim,
snippets from any scientific article may be re-
trieved, including (potentially) the source article of
the claim, or those that cite the source article.

Oracle Baseline: The language model is pro-
vided both with the claim, as well as the original
source paper the claim was derived from (in the
form of the paper’s original I4TEX source retrieved
from Arxiv) in a retrieval-augmented-generation
paradigm. This baseline measures how well a
model can verify the claim when provided with
a source scientific article that directly speaks to
that claim’s validity/feasibility.

Oracle (Human Domain Expert): The domain
expert evaluation, as described in Section 3.

4.3 Results

Feasibility Assessment Results: The performance
of all models when evaluated in the feasibility as-
sessment mode is shown in Table 2. Performance
across all models ranges from 0.58 to 0.72, with
the models that use the smallest (and least expen-
sive) base model (GPT-40-MINI) generally per-

forming about 5 percent lower than the two more
performant (and more costly) base models, 04-
MINI and CLAUDE SONNET 3.7. Across mod-
els, adding features (such as in-context learning,
reflection, RAG over SEMANTICSCHOLAR, or
Code Generation) generally provides modest per-
formance improvements, or does not improve per-
formance over the CHAIN-OF-THOUGHT baseline,
highlighting the difficulty of this task when using
conventional solution methods, and its suitability
as a challenge task. When examining performance
broken down by category, we observe that while
the overall performance of a given base model is
similar with different features, some models are
more performant at identifying true/feasible claims
than they are at identifying false/infeasible claims,
and vice versa. All models perform better at as-
sessing the feasibility of qualitative claims than
quantitative claims, with this difference between
11% and 19% across all models, potentially a result
of quantitative claims requiring the ability (through
code or other means) of verifying the feasibility of
specific numerical values present in the claims. In
line with this reasoning, claims that are based on ex-
periments or code/simulations consistently achieve
the lowest performance, while those based on the-
oretical results are next-highest, with integrative
claims achieving the highest performance.

Claim Verification Results: The performance of
models when evaluated in the claim verification
mode is shown in Table 3. In this mode the models
have no temporal restrictions, and may use knowl-
edge from the source paper, or papers authored
after the source paper (including those that may
cite the source paper) as evidence to perform the
claim verification task. These experiments serve
two purposes. First, they identify an effective ceil-
ing of how well a given base model can perform
even when provided with the original source article
used to create a claim, with 04-MINT and CLAUDE
SONNET 3.7 capable of achieving nearly a 100%
ceiling performance, while GPT-40-MINT has more
modest performance ceiling between 0.71 and 0.76.
Second, these models serve as a consistency evalua-
tion for the claim generation protocol, emphasizing
that when strong models are asked to verify the la-
bels of these automatically generated claims, they
nearly always agree with the gold label. Further
emphasizing this is the domain expert performance,
who (when provided with the original source arti-
cle), agreed with the LLM-generated label for 99%
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Knowledge Accuracy Accuracy Accuracy # Samples
Base Model Cutoff Date  (before cutoff) (after cutoff) A (before/after)
GPT-40-MINI Sept 2023 0.661 0.664 0.003 3236/5124
04-MINI May 2024 0.694 0.705 -0.011 5168 /3192
CLAUDE-SONNET-3-7 Oct 2024 0.672 0.661 0.011 6130/2230

Table 4: Knowledge contamination analysis of base models. In this analysis, performance of the CHAIN-OF-THOUGHT +
20-SHoOT ICL + REFLECTION model is shown for claims from papers that were authored before or after a given model’s
advertised knowledge cutoff date. Given the temporal nature of the dataset, all 8.4K claims across train, development, and test
sets were included. All models show almost identical performance (+1%) when tested on claims from papers before or after
their knowledge cutoff date, suggesting that knowledge contamination does not play a significant role in performance.

of claims after resolving disagreements.

Taken together, these results empirically demon-
strate the generation quality of the feasibility
claims, while also emphasizing that common mod-
els and architectures still achieve overall modest
performance on the feasibility assessment task.

5 Discussion

5.1 Controlling Potential Confounds

Base-Model Contamination: A central part of
the framing of our feasibility assessment task as a
temporally-filtered claim verification task is that
it requires models to have a minimum of contam-
ination with knowledge beyond a given claim’s
knowledge cutoff date. While it is possible that
techniques such as model editing and machine un-
learning (Bourtoule et al., 2021; Tarun et al., 2023;
Liu et al., 2025) may eventually allow the knowl-
edge in a base model to be temporally filtered to
minimize this contamination, this may have lim-
ited success in current forms (Lynch et al., 2024;
Deeb and Roger, 2024; Du et al., 2024). Instead,
here we aim to measure how much of the current
model performance is likely due to model contam-
ination (from, for example, the base model being
trained on the source articles used to generate the
claims). To measure this, we examine each base
model’s performance for claims extracted from pa-
pers before and after the base model’s advertised
training data knowledge cut-off dates. The results,
shown in Table 4, show that the performance of the
base models on claims from papers authored after
their knowledge cutoff is nearly identical to the
performance on claims authored by papers that are
before the knowledge cutoff date. This empirically
suggests that the performance of current base mod-
els on the feasibility assessment task is not due to
model contamination, but due to other properties,
such as their capacity for reasoning.

Collecting Claims from Scientific Papers: In this
work, the claims we use for the feasibility assess-

ment task (and the associated hypotheses underly-
ing those claims) are collected from scientific arti-
cles. It is common that the narrative presented in an
article differs from the actual scientific process that
was undertaken, which typically includes failed ex-
periments, promising initial directions that turned
out to be dead ends, and other complexities that are
often left out when writing a paper. As such, the
claims (and associated hypotheses) extracted from
papers may have a different (and more polished)
character than those one naturally explores during
the scientific discovery process. While it is cur-
rently difficult to quantify this potential difference,
we wish to acknowledge that it may exist, and that
this may ultimately affect transfer performance in
models trained or evaluated on literature-derived
claims (like those in MATTER-OF-FACT) to real-
world discovery scenarios.

5.2 Performance Characterization

Pragmatic Ceiling Performance: While we em-
pirically show that the feasibility of many claims
can be assessed using inexpensive means, the mod-
els we demonstrate are far from achieving per-
fect performance on this task. Pragmatically, a
model that achieves near 100% performance would
be able to (with near perfect accuracy) determine
whether claims are likely to be feasible or infeasi-
ble through some combination of literature search,
inexpensive code-based experimentation, world
modeling, and other means. Achieving 100% per-
formance is likely impractical, as many scientific
claims can only be verified with empirical work,
and not with literature search or simulation, partic-
ularly for those (most impactful) scientific results
that are surprising because they run counter to ex-
pectations. That being said, even though effective
ceiling performance on feasibility assessment tasks
is likely to be less than 100%, increasing model
performance on this task even a modest amount can
have practical utility for improving the efficiency of
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discovery systems. As we show in APPENDIX A,
for a hypothetical hypothesis generation system
where 1% of the hypotheses are true, the perfor-
mance of our current-best model could potentially
allow discovering 60% of the true hypotheses while
reducing experiment costs by 80% — a large overall
budget reduction, at the cost of reducing the recall
of finding true hypotheses by approximately 40%.

Limitations in Baseline Models (Retrieval): It is
entirely plausible that assessing the feasibility of
complex state-of-the-art scientific claims would re-
quire integrating knowledge that comes from more
than one scientific article. While our retrieval-
augmented-generation system presents the TOP-K
paper snippets to the model making the feasibil-
ity assessment, in our baseline system these snip-
pets come from a single search query, and multiple
search queries may be required to collect different
types of evidence that, together, could be integrated
to improve the feasibility assessment. An initial
pilot system that we constructed that iteratively al-
lowed up to 5 rounds of evidence collection (each
with a different query) before making an assess-
ment did not appear to improve feasibility perfor-
mance, suggesting integrating this knowledge into
improved feasibility task performance is non-trivial.
Similarly, it is plausible that building a specialized
domain-specific corpus of supporting scientific arti-
cles may improve the utility of the retrieved knowl-
edge, and increase task performance.

Limitations in Baseline Models (Code): Due to
the current high estimated cost in running code gen-
eration systems, and the large size of the MATTER-
OF-FACT test set, our code generation baseline
was run in a highly limited form (i.e. short run-
time, no debug iterations) that is best considered
an approximate measure of zero-shot code gener-
ation performance on this feasibility assessment
task, without the benefits of debugging iterations or
the long experiment runtimes that code-based so-
lutions to this task would almost certainly require.
Some of these limitations are pragmatic, like cost
and runtime, and are rapidly reduced as (for exam-
ple) open language models for code generation that
can be run on local hardware begin to approach
paid API-BASED model performance. However,
we ultimately believe that progress in code-based
experimentation will require building systems that
integrate materials science domain tools, software,
and databases. We did not include any materials-
science specific tooling in CODESCIENTIST’s code

retrieval library and required it to instead rely on
the base model weights to implement these com-
plex tool interfaces. It is highly likely that near-
term improvement on this task will require a degree
of manually integrating this tooling, just as other
scientific agents (such as BIOME (Huang et al.,
2025) in the biomedical domain) are currently us-
ing hand-build interfaces to domain-specific tools
and databases to support their discovery tasks.

6 Conclusion

We present MATTER-OF-FACT, a benchmark for
assessing the feasibility of 8.4K scientific claims
in four high-impact subdomains of materials sci-
ence: superconductors, semi-conductors, batteries,
and aerospace materials. We frame the feasibil-
ity assessment task as a temporally-filtered claim
verification task, and empirically demonstrate that
strong baseline models using a variety of solving
methods (including literature search and code gen-
eration) reach only modest performance on this task
(72%). Performance on feasibility assessment can
directly translate to improving automated scientific
discovery systems, particularly in hypothesis gen-
eration, where filtering infeasible hypotheses can
make scientific discovery more efficient, and lower
overall experiment costs. Ultimate solution meth-
ods for the feasibility assessment task are likely
to require a combination of reasoning over deep
literature search, code-based simulation, and world
modeling at the scale of subdomains.

Limitations

Temporal Filtering for Prediction: Temporal
datasets that use the notion of backtesting offer
the opportunity to construct prediction datasets for
high-impact domains (e.g. Luo et al., 2018, link
prediction for cancer biology) where the knowl-
edge a system is predicting is potentially beyond
current human knowledge, and for which gold la-
bels are infeasible to construct. Temporal filtering
assumes well-controlled models that have not been
contaminated with data past their temporal filtering
date. In this work we characterize the contami-
nation rate of our base language models, and this
analysis suggests that data contamination either
does not exist, or is not a significant factor driving
current performance. That being said, users of this
benchmark should characterize the performance of
novel base models to characterize how much data
contamination may play a role.
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Cost-Benefit Analyses: Pragmatically, to be useful
for filtering scientific hypotheses, feasibility assess-
ment methods must be able to perform well at scale.
This necessitates that any pilot experiments (in-
cluding code-based simulations) must be fast and
inexpensive to run, otherwise the feasibility assess-
ment step may be impractically expensive to pro-
vide overall cost savings. That being said, different
applications and end-users may have varying pre-
ferred cost/performance points, and we encourage
reporting performance as a function of overall cost
(as we have done in this work) to help accurately
assess the cost vs benefit of proposed models. It
is our hope that providing a large-scale benchmark
that necessitates developing inexpensive feasibility
assessment methods will help facilitate innovation
in this direction.
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Figure 3: Relative efficiency (in terms of reduction in the
number of experiments needed to be run) for a hypothetical
automated scientific discovery (ASD) system that generates
hypotheses with a certain true positive rate (y-axis), after those
hypotheses have been pre-filtered by a feasibility assessment
system such as the models described in this work. This plot
assumes a true positive (i.e. feasible) detection rate of 0.60,
corresponding to the RAG (SEMANTICSCHOLAR, 04-MINI)
model in Table 2, while the highlighted region corresponds
to that model’s infeasible claim detection rate (82%). For
a hypothetical ASD system where 1% of the hypotheses it
generated were true/feasible, the RAG model would reduce
the number of experiments (i.e. cost) by 80%, while still
discovering 60% of the true hypotheses.

Feasibility assessment has utility in impactful
tasks such as (semi-automated) scientific discovery,
particularly in the context of hypothesis generation.
Hypothesis generation systems (e.g Lu et al., 2024;
Jansen et al., 2025; O’Neill et al., 2025) have the
capacity to generate an impractically large number
of possible hypotheses (framed as claims) that one
could test, and as a result running all their proposed
experiments is costly (at best) and intractable (at
worst). Coupling hypothesis generation with fea-
sibility assessment would allow filtering out hy-
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potheses that are unlikely to be feasible — i.e. yield
experimental results that support the hypothesis
— and ultimately increase the efficiency of scien-
tific discovery systems in terms of the number of
positive discoveries that can be made on a given
budget. In automated hypothesis generation where
overall likelihood of a hypothesis yielding positive
results is low, increasing efficiency is dominated
by correctly identifying (and filtering) infeasible
hypotheses/claims. Figure 3 shows a plot of ex-
periment efficiency (in terms of the reduction in
the number of experiments that would need to be
run) for hypothetical hypothesis generation systems
that have different rates of generating true hypothe-
ses, with the performance of the best-performing
model (RAG (SEMANTIC SCHOLAR) using 04-
MINT) highlighted. For a hypothetical hypothesis
generation system where 1% of its hypotheses are
true, this model would reduce the number of ex-
periments needed to be run by approximately 80%,
while still discovering 60% of the true hypothe-
ses. This highlights that even systems with middle
performance can have practical utility (in terms of
cost savings) when coupled with scientific discov-
ery systems.
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