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Abstract
Results reported in large-scale multilingual
evaluations are often fragmented and con-
founded by factors such as target languages,
differences in experimental setups, and model
choices. We propose a framework that disen-
tangles these confounding variables and intro-
duces three interpretable metrics—the perfor-
mance realisation ratio, its coefficient of varia-
tion, and language potential—enabling a finer-
grained and more insightful quantification of
actual performance disparities across both (i)
models and (ii) languages. Through a case
study of 13 model variants on 11 multilingual
datasets, we demonstrate that our framework
provides a more reliable measurement of model
performance and language disparities, particu-
larly for low-resource languages, which have so
far proven challenging to evaluate. Importantly,
our results reveal that higher overall model per-
formance does not necessarily imply greater
fairness across languages.

1 Introduction

Contemporary NLP development relies on digital
language datasets to build large language models
(LLMs) and adapt them to downstream applica-
tions. Yet, none of these resources offers a balanced
representation of the world’s more than 7,000 lan-
guages (Blasi et al., 2022; Joshi et al., 2020; Bender
et al., 2021). This imbalance introduces two types
of bias: intrinsic bias, which shapes the LLM’s in-
ternal representations; and adaptation bias, which
affects downstream performance after task-specific
adaptation (Bommasani et al., 2021). Given the
common assumption of a strong correlation be-
tween the quantity of in-language data and LLM
performance on that language, adaptation bias is
often considered observable, as the amount of task-
specific data is typically known; see, e.g., (Hu et al.,
2023). In contrast, intrinsic bias in LLMs is more
latent, becoming apparent only during evaluation
on downstream tasks under parallel settings.

Under the current paradigm, the evaluation of
multilingual LLMs is often fragmented, in the
sense that reported scores are typically obtained
on isolated datasets, each covering different sets of
languages and often targeting different NLP tasks.
This leads to several limitations: (i) No existing
dataset covers more than a small fraction of hu-
man languages, leading to severe and persistent
under-representation. (ii) Reported scores are of-
ten confounded by multiple variables, such as the
choice of languages, training and evaluation setups,
making it difficult to compare results across lan-
guages, datasets, and metrics. (iii) Consequently,
most findings from such multilingual evaluations
remain qualitative, typically concluding that per-
formance is uneven across languages, see e.g. (Hu
et al., 2020; Xuan et al., 2025), without quantifying
the magnitude of these disparities. (iv) Evaluating
models on isolated datasets can lead to under- or
over-estimation of performance for low-resource
languages (see later in §4), thereby hindering ef-
forts to promote fairness across languages in NLP.

To mitigate the aforementioned limitations, we
propose a framework that disentangles confound-
ing factors in multilingual evaluations, enabling
the quantification of language disparities using
evidence from multiple datasets. Drawing inspi-
ration from measurement theory (§2), we define
a latent construct called performance potential,
which estimates the score a model is expected to
achieve on a given task for a specific language,
given the current state of NLP. Here, we adopt a
norm-referenced approach (i.e., using the aggre-
gate scores of the sampled population of LLMs as
a reference). Then, we introduce the performance
realisation ratio, defined as the ratio between the
actual score achieved by the model and the esti-
mated potential. Finally, we quantify model-level
fairness using the coefficient of variation of this
ratio across languages, which captures the relative
dispersion in performance realisation across lan-
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guages. Through a case study, we demonstrate
that our proposed framework provides a more re-
liable measurement, particularly for low-resource
languages. We showcase the core analysis code in
Example 1 in the Appendix, and release the full
code and data at: github.com/cambridgeltl/
quantifying_language_disparities.

2 Related Work

Measuring Performance as a Construct. Evalua-
tion of language models can be viewed as a process
of assigning numerical values to models, and thus
naturally falls within the scope of measurement
theory (see introductions in Hand, 2016; Banda-
los, 2018). Measurement theory emphasises the
distinction between a construct, the abstract con-
cept we aim to measure, and the specific procedure
used to produce its numerical representation. In
our case, performance is the construct, while the
reported scores serve as its representation. Tools
from measurement theory have been increasingly
adopted in NLP, including efforts to assess reliabil-
ity (Zhou et al., 2024) and robustness (Hardy, 2025)
of LLMs, examine both the reliability and validity
of NLG evaluation metrics (Xiao et al., 2023), re-
duce evaluation costs through adaptive testing (Se-
doc and Ungar, 2020), and analyse dataset diffi-
culty (Bachmann et al., 2024; Tambon et al., 2024).
Our framework draws inspiration from variance
decomposition techniques used in generalisability
theory (Cronbach, 1972), which estimate the contri-
butions of various measurement facets to observed
score variability. We transpose and adapt this idea
to multilingual evaluation.
Definition of Fairness. Comparing the perfor-
mance of multilingual LLMs can lead to a dilemma,
where no single model consistently outperforms
others across all languages. In such cases, aggre-
gating multilingual performance into a single num-
ber for model selection inevitably challenges pre-
vailing notions of fairness (Choudhury and Desh-
pande, 2021). Similarly, cross-lingual comparisons
also implicitly reflect on particular assumptions
about fairness. Many multilingual NLP efforts aim
to equalise performance across languages. This
reflects a principle aligned with equal outcome.
However, given the current disparities in digital
resources across languages, such a goal is often
difficult to operationalise. In this work, we adopt
the broader view of equal opportunity, as discussed
by Barocas et al. (2019). Specifically, we define

a fair LLM as one that is constructed in a way
that enables all languages to realise their perfor-
mance potential, that is, to achieve the level of
performance that is realistically achievable given
the current state of available resources.

3 Measurement Framework

We propose a two-step framework: (i) estimating
the performance potential for each language-task
pair; and (ii) quantifying language disparities at
both the language and model levels.

Preliminaries. The input to our framework is a set
of evaluation records, each represented as a tuple
(ℓ, t,m, s) ∈ D, where ℓ denotes a language, t de-
notes an evaluation task defined as a dataset–metric
pair, m denotes a language model, and s ∈ R is the
observed performance score. Here, ℓ, t, and m are
treated as categorical variables.

Step 1: Estimating Performance Potential. To
isolate the achievable performance of a language
from task difficulty and model capabilities, we
model the observed score using a linear mixed-
effects model as follows, which aligns with those
widely used in generalisability theory (Brennan,
2001):

sℓ,t,m = µ+ αℓ + βt + um + εℓ,t,m (1)

where µ is the intercept; αℓ and βt are the lan-
guage and task-specific fixed effects, respectively;
um ∼ N (0, σ2

u) is a random effect for model
m; and εℓ,t,m ∼ N (0, σ2) is the residual noise
term. We then define the performance potential for
a given language-task pair as the marginal mean
score, averaged over the model population:

PPℓ,t := Êm [sℓ,t,m] = µ+ αℓ + βt (2)

where the expectation is taken over the random
effect um with E[um] = 0.

Step 2: Quantifying Language Disparities. At
the level of languages, we define the language po-
tential as the performance of a typical model on a
typical task, given current NLP resources:

LPℓ := Êt [PPℓ,t] = µ+ αℓ +Meant(βt) (3)

where Meant(βt) denotes the mean task effect
across all observed tasks. This quantity provides
an aggregate indication of how well a language
is currently served by NLP models. At the level
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of models, we define the performance realisation
ratio for each (ℓ, t,m) as:

PRRℓ,t,m :=
sℓ,t,m
PPℓ,t

(4)

This ratio can be interpreted as the normalised per-
formance of model m on language ℓ and task t,
relative to the estimated achievable score for that
language-task pair. Finally, we measure model-
level language disparities using the coefficient of
variation of PRR across languages (and tasks):

CV
(m)
PRR :=

Std(ℓ,t) (PRRℓ,t,m)

Mean(ℓ,t) (PRRℓ,t,m)
(5)

where Std(ℓ,t) and Mean(ℓ,t) denote the standard
deviation and mean computed over all available
language-task pairs (ℓ, t) for a fixed model m. The
denominator, Mean(ℓ,t) (PRRℓ,t,m), can also serve
as an evaluation metric, indicating the model’s over-
all normalised performance.

4 Case Study

Experimental Setup. We demonstrate the poten-
tial of our framework using published results from
the MEGA benchmark (Ahuja et al., 2023).1 The
analysis covers 13 multilingual models and model
variants from two categories: (i) LLMs with in-
context learning and (ii) fine-tuned models. For
LLMs, we analyse results under the default mono-
lingual prompting setting (where both the test input
and few-shot exemplars are in the target language),
and, for OpenAI models, additionally under the
translate-test (TT) setup (where test examples are
translated into English and English exemplars are
used). We evaluate these models on 11 multilin-
gual datasets included in the MEGA benchmark.
Details are provided in Appendix A, and the data
used are listed in Appendix D. For each reported
score in the benchmark, we extract the evaluation
records for each model, language, dataset, metric
used, and corresponding evaluation score. Each
dataset-metric pair is treated as a single evaluation
task within our framework. In total, we obtained
1,364 evaluation records.

Results. Figure 1 presents the results of the model-
level evaluation based on our framework. We ob-
serve that models with higher overall performance

1Our method is applicable both to primary experimental
results (e.g., evaluating LLMs on benchmarks) and to meta-
analyses, where published results from other studies are used
as secondary data. In this case study, we focus on the latter:
meta-evaluating previously published results.
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Figure 1: Model performance, measured by the mean
performance realisation ratio (Mean-PRR), and model-
level language disparities, measured by the coefficient
of variation of PRR (CV-PRR). Higher Mean-PRR in-
dicates better overall performance. Lower CV-PRR re-
flects reduced disparities. Results are based on Table 1.

do not necessarily show less disparity across lan-
guages. For example, fine-tuned mT5-Base and
mBERT models achieve lower Mean-PRR compared
to gpt-4, but also achieve lower CV-PRR, indi-
cating lower language disparities across languages.
Additionally, when comparing the OpenAI model
family (i.e., text-davinci-003, gpt-3.5-turbo,
and gpt-4), we observe a trend in which larger,
more recent, and arguably more advanced mod-
els achieve both better overall performance and
reduced language disparities, indicating some
progress in mitigating existing language inequities.

For comparison, the bottom subfigures of Fig-
ure 2 show a baseline aggregation of results across
different evaluation setups, calculated by taking
the mean and standard deviation without account-
ing for confounding factors. This approach yields
evaluations that differ from those produced by our
proposed framework. It is evident that such a com-
mon baseline can be problematic, as illustrated by
the following scenario: suppose we evaluate only
the OpenAI models, excluding others, on a partic-
ularly challenging dataset. In this case, their aver-
age performance would drop significantly. With-
out reference to the performance of other models,
this decrease in the mean score would not provide
meaningful insight.

A major benefit of our proposed framework is
its ability to disentangle factors that are often con-
flated in multilingual evaluations, thereby resolv-
ing a key challenge in multilingual NLP: enabling
meaningful comparisons across datasets and met-
rics. For example, the top and middle subfigures
of Figure 2 show model evaluation results on the
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Figure 2: Baseline evaluation of model performance
(based on the mean reported score) and language dispar-
ity (based on the standard deviation of reported scores)
on (top) the XCOPA dataset, (middle) the XNLI dataset,
and (bottom) across all datasets and metrics combined.

XNLI and XCOPA datasets. These results high-
light a common dilemma: when comparing model
performance across different datasets or metrics,
the ranking of models is often inconsistent due to
such confounding effects.

Our framework can also be applied to estimate
how well a language is served by current models.
Figure 3 presents a ranking of languages according
to their estimated language potential (as defined
in Equation 3), and compares this to a baseline
ranking based on the average score reported for
all models and datasets for each language. While
the two rankings show a roughly linear correla-
tion, the baseline method systematically mises-
timated the ranking of several low-resource lan-
guages. These cases arise from the uneven cover-
age of languages across datasets, a limitation that
disproportionately affects low-resource languages.
For example, Haitian Creole (HT) is only covered
in XCOPA, a dataset on which models achieve rela-
tively high performance (e.g., gpt-4 achieves 99.6
in English). As a result, the baseline approach
ranks Haitian Creole in the top 10, whereas our
framework places it at 34. By disentangling the
confounding effect of task difficulty, our frame-
work thus provides a more representative overview
for low-resource languages.
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Figure 3: Ranking of languages based on language po-
tential (ours), compared to the average scores reported
for all models and datasets for each language (baseline).
The top 5 languages with the most divergent rankings
(i.e., most misestimated by the baseline) are labelled.
Results are based on Table 2.

Diagnosis. We conducted model diagnostics on
the assumptions of the linear mixed-effects model
and performed robustness checks of our proposed
framework (see details in Appendix C). Visual in-
spection of Figures 4-6 indicates that our data gen-
erally satisfy these assumptions, although some
deviations from ideal model assumptions, such as
the normality and homoscedasticity of residuals,
are observed. We attribute these deviations pri-
marily to the simplicity of the models used (as the
linear model does not yet account for interactions
between effects). Our framework can readily be ex-
tended to more complex statistical models as more
data become available. Importantly, our robustness
tests show that model and language rankings (see
Figures 7 and 8), remain highly consistent even
after the removal of outliers. This evidence sup-
ports the reliability of our framework for evaluating
LLMs in realistic settings where perfect experi-
mental control is rarely achievable. We therefore
present our framework as a practical tool for multi-
lingual evaluation.

Generalisability across Benchmarks and Tasks.
Our framework is designed to be dataset-agnostic:
any set of model–task–language evaluation scores
can be incorporated, and larger, more diverse sam-
ples yield more reliable estimates, similar to other
statistical approaches. To test its generalisability,
we extended our analysis beyond MEGA to two
additional multilingual benchmarks: XTREME-
R (Ruder et al., 2021) (10 datasets, 50 languages)
and M5 (Schneider and Sitaram, 2024) (8 multi-
lingual vision–language datasets, 41 languages).
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The resulting language potential rankings remained
highly consistent with those derived from MEGA
(Spearman ρ = 0.87, Kendall τ = 0.73 for 50 lan-
guages shared between MEGA and XTREME-R;
and Spearman ρ = 0.79, Kendall τ = 0.62 for
29 languages shared between MEGA and M5; all
p < 0.001). Despite differences in tasks, modal-
ities, and evaluated models, these strong correla-
tions confirm that our method provides robust and
generalisable cross-lingual insights. Moreover, the
framework is not tied to any specific metric or task,
and can be applied across diverse performance mea-
sures. For instance, Table 3 in the Appendix shows
the model-level evaluation results based on our
framework for the M5 benchmark, which focuses
on multilingual and multicultural vision–language
tasks. These results illustrate that our framework
is not limited to text-only benchmarks, but can be
generalised to other evaluation settings as well.

5 Conclusion

We propose a measurement framework to disentan-
gle confounding factors in multilingual evaluation,
thereby enabling the quantification of language dis-
parities. Our framework introduces interpretable
metrics, including the performance realisation ratio
(PRR), its coefficient of variation (CV-PRR), and
language potential, which facilitates reliable com-
parisons across models and languages. Through a
case study, we demonstrate that our approach yields
more equitable and robust evaluations, particularly
for low-resource languages. Notably, our findings
reveal that higher overall model performance does
not guarantee greater cross-lingual fairness. We
believe our framework can serve as a practical tool
for multilingual evaluation, with the potential for
broader application as more data becomes avail-
able.

Limitations

Our proposed framework relies on linear mixed-
effects models, which impose several classical sta-
tistical assumptions: linearity, homoscedasticity,
and normality. Linearity here implies that the ef-
fects of language, model, and task are additive,
and interaction effects (e.g., language–model in-
teractions) are not explicitly modelled. This is a
reasonable and intuitive assumption for multilin-
gual model evaluation, where strong models are
expected to perform better across a wide range of
languages and tasks. However, the assumptions of

homoscedasticity and normality are less straight-
forward in practical settings. Homoscedasticity
requires that the residual variance remains constant
across languages and tasks; yet, this assumption
can be violated in multilingual NLP when evalua-
tion setups are not fully parallel across languages,
particularly for low-resource cases (see Table 12
for an example). Similarly, the normality assump-
tions for both residuals and random effects may be
violated in practice, particularly in the presence of
outliers.

In our model diagnostics in §4, we acknowl-
edge that the assumptions of homoscedasticity and
normality of the residuals are statistically rejected,
while other model assumptions are satisfied. How-
ever, we argue that these violations do not funda-
mentally undermine the validity or utility of our
framework. Even when certain model assumptions
are not fully met, all reported results and analyses,
such as model rankings, remain entirely valid with
respect to the observed data samples. The main im-
plication of these violations is that caution should
be exercised when generalising these findings to
other datasets or to the broader model population.
This is a limitation not unique to our framework,
but common to most evaluation metrics for which
generalisability is seldom explicitly tested.

Moreover, these issues could be mitigated by em-
ploying more sophisticated models, such as those
incorporating interaction terms (e.g., task-language
interactions), which allow the model to capture the
fact that certain tasks may be more challenging for
specific languages. For instance, Equation 1 can be
extended as:

sℓ,t,m = µ+ αℓ + βt + γℓ,t + um + εℓ,t,m (6)

where γℓ,t captures language–task interaction ef-
fects. Our framework supports such extensions,
which can in turn enable more rigorous validation
of the assumptions underlying the statistical model
in future work. If such assumptions can be statisti-
cally validated, evaluation results produced by our
framework will be supported not only by intuitive
reasoning but also by formal statistical evidence,
an important and rarely achieved attribute for eval-
uation metrics.

The main reason we did not use a more com-
plex model in this paper is due to the limitation of
available data: many existing multilingual bench-
marks do not provide language-level breakdowns
of performance for each model and instead report
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results averaged across languages. We therefore
encourage future multilingual evaluations to in-
clude per-language performance breakdowns in
their published results, which would enable more
fine-grained and robust statistical modelling in fu-
ture research. This data constraint also leads to
another limitation of this paper: our case study is
based solely on the reported scores from the MEGA
paper. However, we argue that the comprehensive
results provided by the MEGA benchmark, which
cover 11 datasets and 13 models and model vari-
ants, offer a realistic and representative setting to
evaluate our framework.

Finally, while we provide evidence for the re-
liability of our framework as a measurement tool
through model diagnostics and robustness tests,
these analyses alone do not show its validity. In
our context, validity refers to whether the perfor-
mance and disparities measured by our framework
truly reflect the underlying constructs of interest
(e.g., whether lower disparities actually correspond
to more equitable or fairer utility for end users).
Demonstrating such validity typically requires ex-
ternal evidence and is particularly challenging in
NLP, where the link between evaluation metrics
(e.g., accuracy or F1 score) and real-world utility
is often assumed rather than empirically validated.
Like most existing approaches, our framework im-
plicitly assumes that higher reported scores corre-
spond to greater utility. While we acknowledge this
as a limitation, it remains a pragmatic and widely
adopted assumption in current NLP research. No-
tably, our framework improves upon many existing
metrics by providing a principled approach with a
clear definition of fairness.
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the support of a personal Royal Society Univer-
sity Research Fellowship ‘Inclusive and Sustain-
able Language Technology for a Truly Multilingual
World’ (no 221137; 2022–). Anna Korhonen ac-
knowledges the support of the UKRI Frontier grant
EP/Y031350/1.

References

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama
Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,

Shyamal Anadkat, and 1 others. 2023. Gpt-4 techni-
cal report. arXiv preprint arXiv:2303.08774.

Divyanshu Aggarwal, Vivek Gupta, and Anoop
Kunchukuttan. 2022. IndicXNLI: Evaluating multi-
lingual inference for Indian languages. In Proceed-
ings of the 2022 Conference on Empirical Methods in
Natural Language Processing, pages 10994–11006,
Abu Dhabi, United Arab Emirates. Association for
Computational Linguistics.

Kabir Ahuja, Harshita Diddee, Rishav Hada, Milli-
cent Ochieng, Krithika Ramesh, Prachi Jain, Ak-
shay Nambi, Tanuja Ganu, Sameer Segal, Mohamed
Ahmed, Kalika Bali, and Sunayana Sitaram. 2023.
MEGA: Multilingual evaluation of generative AI.
In Proceedings of the 2023 Conference on Empir-
ical Methods in Natural Language Processing, pages
4232–4267, Singapore. Association for Computa-
tional Linguistics.

Mikel Artetxe, Sebastian Ruder, and Dani Yogatama.
2020. On the cross-lingual transferability of mono-
lingual representations. In Proceedings of the 58th
Annual Meeting of the Association for Computational
Linguistics, pages 4623–4637, Online. Association
for Computational Linguistics.

Dominik Bachmann, Oskar van der Wal, Edita Chvo-
jka, Willem H Zuidema, Leendert van Maanen, and
Katrin Schulz. 2024. fl-irt-ing with psychometrics to
improve nlp bias measurement. Minds and Machines,
34(4):37.

Deborah L Bandalos. 2018. Measurement theory and
applications for the social sciences. Guilford Publi-
cations.

Solon Barocas, Moritz Hardt, and Arvind Narayanan.
2019. Fairness and Machine Learning: Limitations
and Opportunities. fairmlbook.org. http://www.
fairmlbook.org.

Emily M. Bender, Timnit Gebru, Angelina McMillan-
Major, and Shmargaret Shmitchell. 2021. On the
dangers of stochastic parrots: Can language mod-
els be too big? In Proceedings of the 2021 ACM
Conference on Fairness, Accountability, and Trans-
parency, FAccT ’21, page 610–623, New York, NY,
USA. Association for Computing Machinery.

Damian Blasi, Antonios Anastasopoulos, and Gra-
ham Neubig. 2022. Systematic inequalities in lan-
guage technology performance across the world‘s
languages. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 5486–5505, Dublin,
Ireland. Association for Computational Linguistics.

Rishi Bommasani, Drew A Hudson, Ehsan Adeli, Russ
Altman, Simran Arora, Sydney von Arx, Michael S
Bernstein, Jeannette Bohg, Antoine Bosselut, Emma
Brunskill, and 1 others. 2021. On the opportuni-
ties and risks of foundation models. arXiv preprint
arXiv:2108.07258.

4009

https://doi.org/10.18653/v1/2022.emnlp-main.755
https://doi.org/10.18653/v1/2022.emnlp-main.755
https://doi.org/10.18653/v1/2023.emnlp-main.258
https://doi.org/10.18653/v1/2020.acl-main.421
https://doi.org/10.18653/v1/2020.acl-main.421
http://www.fairmlbook.org
http://www.fairmlbook.org
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.18653/v1/2022.acl-long.376
https://doi.org/10.18653/v1/2022.acl-long.376
https://doi.org/10.18653/v1/2022.acl-long.376
https://arxiv.org/pdf/2108.07258.pdf
https://arxiv.org/pdf/2108.07258.pdf


Robert L Brennan. 2001. Generalizability Theory, 1
edition. Statistics for Social and Behavioral Sciences.
Springer, New York, NY.

Monojit Choudhury and Amit Deshpande. 2021. How
linguistically fair are multilingual pre-trained lan-
guage models? Proceedings of the AAAI Conference
on Artificial Intelligence, 35(14):12710–12718.

Jonathan H. Clark, Eunsol Choi, Michael Collins, Dan
Garrette, Tom Kwiatkowski, Vitaly Nikolaev, and
Jennimaria Palomaki. 2020. TyDi QA: A benchmark
for information-seeking question answering in typo-
logically diverse languages. Transactions of the As-
sociation for Computational Linguistics, 8:454–470.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 8440–
8451, Online. Association for Computational Lin-
guistics.

Alexis Conneau, Ruty Rinott, Guillaume Lample, Adina
Williams, Samuel Bowman, Holger Schwenk, and
Veselin Stoyanov. 2018. XNLI: Evaluating cross-
lingual sentence representations. In Proceedings of
the 2018 Conference on Empirical Methods in Nat-
ural Language Processing, pages 2475–2485, Brus-
sels, Belgium. Association for Computational Lin-
guistics.

Lee Joseph Cronbach. 1972. The dependability of be-
havioral measurements. Theory of generalizability
for scores and profiles, pages 1–33.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Sumanth Doddapaneni, Rahul Aralikatte, Gowtham
Ramesh, Shreya Goyal, Mitesh M. Khapra, Anoop
Kunchukuttan, and Pratyush Kumar. 2023. Towards
leaving no Indic language behind: Building monolin-
gual corpora, benchmark and models for Indic lan-
guages. In Proceedings of the 61st Annual Meeting
of the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 12402–12426, Toronto,
Canada. Association for Computational Linguistics.

David J Hand. 2016. Measurement: A very short intro-
duction. Oxford University Press.

Michael Hardy. 2025. “all that glitters”: Techniques for
evaluations with unreliable model and human anno-
tations. In Findings of the Association for Computa-
tional Linguistics: NAACL 2025, pages 2250–2278,

Albuquerque, New Mexico. Association for Compu-
tational Linguistics.

Junjie Hu, Sebastian Ruder, Aditya Siddhant, Gra-
ham Neubig, Orhan Firat, and Melvin Johnson.
2020. XTREME: A massively multilingual multi-
task benchmark for evaluating cross-lingual gener-
alisation. In Proceedings of the 37th International
Conference on Machine Learning, volume 119 of
Proceedings of Machine Learning Research, pages
4411–4421. PMLR.

Songbo Hu, Han Zhou, Moy Yuan, Milan Gritta,
Guchun Zhang, Ignacio Iacobacci, Anna Korhonen,
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Ahrenberg, Lene Antonsen, Maria Jesus Aranzabe,
Gashaw Arutie, Masayuki Asahara, Luma Ateyah,
Mohammed Attia, and 1 others. 2018. Universal
dependencies 2.2.

Xiaoman Pan, Boliang Zhang, Jonathan May, Joel Noth-
man, Kevin Knight, and Heng Ji. 2017. Cross-lingual
name tagging and linking for 282 languages. In Pro-
ceedings of the 55th Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long
Papers), pages 1946–1958, Vancouver, Canada. As-
sociation for Computational Linguistics.

Barun Patra, Saksham Singhal, Shaohan Huang, Zewen
Chi, Li Dong, Furu Wei, Vishrav Chaudhary, and
Xia Song. 2023. Beyond English-centric bitexts for
better multilingual language representation learning.
In Proceedings of the 61st Annual Meeting of the
Association for Computational Linguistics (Volume 1:
Long Papers), pages 15354–15373, Toronto, Canada.
Association for Computational Linguistics.

Edoardo Maria Ponti, Goran Glavaš, Olga Majewska,
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XStoryCloze (Lin et al., 2022)), paraphrase iden-
tification (PAWS-X (Yang et al., 2019)), ques-
tion answering (XQuAD (Artetxe et al., 2020),
MLQA (Lewis et al., 2020), TyDiQA-GoldP (Clark
et al., 2020), IndicQA (Doddapaneni et al., 2023)),
and sequence labelling (PAN-X (Pan et al., 2017),
UDPOS (Nivre et al., 2018)). Each dataset is eval-
uated across multiple languages. For each dataset,
we adopt the evaluation metrics reported in the
MEGA benchmark (e.g., accuracy and F1), and
treat each dataset–metric pair as a single evaluation
task in our framework. For further details about
the models, datasets, and prompting strategies, we
refer readers to the original MEGA benchmark pa-
per (Ahuja et al., 2023).

Example 1 provides the core code used to conduct
the analyses in our framework. The data utilised
for our case study is provided in §D of the Ap-
pendix. The code snippet is released under the
MIT License.

import pandas as pd
import numpy as np
import statsmodels.formula.api as smf

# Example input (JSON entry in
model_performance_record_list.json)

# [
# {"Model": "gpt-3.5-turbo", "Language": "en",

"Score": 97.8, "Dataset": "xcopa", "Metric":
"accuracy"},

# ...
# ]

df = pd.read_json("model_performance_record_list.
json")

df["Task"] = df["Dataset"] + "_" + df["Metric"]
for col in ["Language", "Task", "Model"]:

df[col] = df[col].astype("category")

md = smf.mixedlm("Score ~ C(Language) + C(Task)",
df, groups=df["Model"], re_formula="~1")

mdf = md.fit(method="lbfgs", reml=False)

intercept = mdf.params["Intercept"]
language_effect = mdf.params.filter(like="C(

Language)").to_dict()
task_effect = mdf.params.filter(like="C(Task)").

to_dict()
mean_task_effect = np.mean(list(task_effect.

values()))

def alpha_lang(lang): return language_effect.get
(f"C(Language)[T.{lang}]", 0.0)

def beta_task(task): return task_effect.get(f"C(
Task)[T.{task}]", 0.0)

lang_task_potential = {
(lang, task): intercept + alpha_lang(lang) +

beta_task(task)
for (lang, task) in df[["Language", "Task"]].

drop_duplicates().itertuples(index=False

)
}
df["Potential"] = df.apply(lambda r:

lang_task_potential[(r.Language, r.Task)],
axis=1)

language_potential = {
lang: intercept + alpha_lang(lang) +

mean_task_effect
for lang in df["Language"].cat.categories

}
language_df = (

pd.DataFrame(language_potential.items(),
columns=["Language", "Potential"])

.sort_values("Potential", ascending=False)
)

df["PRR"] = df["Score"].astype(float) / df["
Potential"]

model_evaluation = df.groupby("Model")["PRR"].
agg(mean_prr="mean", std_prr="std").assign(
cv_prr=lambda x: x["std_prr"] / x["mean_prr"]

).reset_index()

print("Language Potential")
print(language_df.to_string(index=False))

print("Model-Level Evaluation")
print(model_evaluation.to_string(index=False))

Example 1: Core analysis code for our proposed
framework.

B Supplementary Results for Case Study

Table 1 shows the model-level evaluation results
based on our framework for the case study pre-
sented in §4, as used in Figure 1.

Model Mean-PRR Std-PRR CV-PRR

BLOOMZ 1.00 0.29 0.29
MuRIL 1.21 0.09 0.08
TuLRv6 - XXL 1.35 0.22 0.16
XGLM 0.73 0.07 0.10
XLM-R Large 1.15 0.24 0.21
gpt-3.5-turbo 0.85 0.22 0.25
gpt-3.5-turbo (TT) 0.91 0.16 0.18
gpt-4-32k 1.07 0.25 0.23
gpt-4-32k (TT) 1.11 0.11 0.10
mBERT 1.04 0.19 0.19
mT5-Base 0.98 0.18 0.18
text-davinci-003 0.68 0.31 0.46
text-davinci-003 (TT) 0.97 0.12 0.13

Table 1: Model-level evaluation results based on our
framework. Mean-PRR: Mean performance realisation
ratio; Std-PRR: Standard deviation of the PRR; CV-
PRR: Coefficient of variation of the PRR.

Table 2 shows the language potential calculated in
§4, as used in Figure 3.
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Language (Code) Rank (Potential) Potential Rank (Mean Score) Mean Score

Dutch (nl) 1 79.96 2 78.71
Polish (pl) 2 78.39 5 77.14
English (en) 3 77.68 3 78.08
Portuguese (pt) 4 77.45 6 76.20
Italian (it) 5 75.69 1 83.22
Lithuanian (lt) 6 74.10 11 72.85
Afrikaans (af) 7 74.02 12 72.77
Hungarian (hu) 8 73.45 13 72.20
French (fr) 9 70.40 7 76.15
Indonesian (id) 10 70.37 8 75.92
Estonian (et) 11 70.36 4 77.89
Bulgarian (bg) 12 70.16 14 71.75
Malay (ms) 13 69.89 23 62.92
Javanese (jv) 14 69.66 24 62.70
Finnish (fi) 15 69.54 22 64.96
Spanish (es) 16 69.42 15 69.98
Romanian (ro) 17 69.01 17 67.76
German (de) 18 68.35 21 65.84
Tagalog (tl) 19 67.66 18 66.41
Ukrainian (uk) 20 67.21 20 65.96
Azerbaijani (az) 21 66.11 28 59.15
Vietnamese (vi) 22 64.96 27 59.39
Turkish (tr) 23 63.89 19 66.20
Swahili (sw) 24 63.55 16 68.77
Basque (eu) 25 61.73 9 73.46
Russian (ru) 26 61.34 25 62.29
Hindi (hi) 27 60.45 33 57.04
Greek (el) 28 60.32 29 59.14
Arabic (ar) 29 59.65 32 57.09
Chinese (zh) 30 59.61 26 60.16
Kazakh (kk) 31 59.52 30 58.27
Bengali (bn) 32 59.37 43 50.94
Marathi (mr) 33 59.02 42 51.36
Haitian Creole (ht) 34 58.45 10 73.00
Telugu (te) 35 57.03 37 55.49
Korean (ko) 36 55.49 35 56.27
Persian (fa) 37 55.19 38 53.94
Hebrew (he) 38 55.15 40 53.90
Georgian (ka) 39 55.14 45 48.17
Urdu (ur) 40 54.16 36 55.75
Gujarati (gu) 41 53.26 46 42.90
Assamese (as) 42 53.19 49 41.86
Kannada (kn) 43 53.01 50 41.68
Tamil (ta) 44 52.67 41 51.95
Punjabi (pa) 45 52.65 47 42.29
Malayalam (ml) 46 51.00 51 40.64
Thai (th) 47 48.27 44 50.58
Quechua (qu) 48 48.11 34 56.51
Japanese (ja) 49 46.88 39 53.91
Oriya (or) 50 46.28 52 34.95
Burmese (my) 51 43.44 31 57.59
Yoruba (yo) 52 43.22 48 41.98
Wolof (wo) 53 22.91 53 27.38

Table 2: Full ranking of languages by estimated lan-
guage potential and by mean reported scores, averaged
across all models and tasks. The ISO 639-1 code for
each language is also provided for reference.

C Model Diagnostics and Robustness
Checks

The application of the linear mixed-effects model
in our framework relies on several key assump-
tions, including the normality and homoscedastic-
ity of residuals, as well as the normality of ran-
dom effects. In this section, we conduct a series
of standard model diagnostics to assess the ex-
tent to which these assumptions are met in our
data. Specifically, we examine the distribution of
residuals using Q-Q plots and residual-versus-fitted
value plots, and diagnose the distribution of ran-
dom effects with Q-Q plots. We further conduct
formal statistical tests, including the Shapiro-Wilk
test (Shapiro and Wilk, 1965) for normality and
the Levene test (Levene, 1960) for homogeneity of
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Figure 4: Q-Q plot of the residuals from the linear
mixed-effects model. Closer alignment of the sample
quantiles (dots) to the reference line indicates better
adherence to the normality assumption.
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Figure 5: Residuals versus fitted values from the linear
mixed-effects model. The absence of a clear pattern and
constant spread around zero suggest homoscedasticity
(constant variance) of the residuals.
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Figure 6: Q-Q plot of the random effects from the linear
mixed-effects model. Closer alignment of the sample
quantiles (dots) to the reference line indicates better
adherence to the normality assumption.

variance across languages.

Figure 4 shows the Q-Q plot of the residuals. Most
residuals align well with the reference line, but
points at the lower end of the distribution fall be-
low the line, while points at the upper end lie above
it. This pattern indicates that the residuals are posi-
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tively skewed, suggesting that there are more large
positive residuals than would be expected under
the normality assumption. The Shapiro-Wilk test
(W = 0.98, p < 0.001) confirms a significant
deviation from normality.

Figure 5 shows the residuals versus fitted values
plot. The spread of the residuals is relatively con-
stant across the range of fitted values, with no
clear systematic pattern. However, several large-
magnitude residuals are present, consistent with
the deviations observed in the Q-Q plot. While
visual inspection suggests that the assumption of
homoscedasticity (constant variance) is reasonable,
the Levene test across language groups reveals sig-
nificant variance heterogeneity (p < 0.001), indi-
cating that some languages exhibit more variability
in residuals than others. This may reflect language-
specific characteristics, as well as potential inter-
action effects between languages and models, or
between languages and tasks, in multilingual eval-
uation.

Figure 6 shows the Q-Q plot of the estimated ran-
dom effects. The alignment of the points with the
reference line suggests that the normality assump-
tion for random effects is satisfied. This is further
confirmed by the Shapiro-Wilk test (p = 0.987),
indicating no significant deviation from normality.

Based on the above results, we find that while
most model assumptions are reasonably satisfied
based on visual inspection, the residuals exhibit
deviations from both normality and homoscedas-
ticity. We hypothesise that these violations are
primarily attributable to the simplicity of the mod-
els employed (as the linear model does not yet
account for interactions between effects), the pres-
ence of a small number of outliers, and inherent
asymmetries in the experimental setups, such as
cases where certain languages have test samples
but lack corresponding training data (see Table 12).
Such deviations are common in large-scale multilin-
gual benchmarking, particularly when fully parallel
evaluation setups are difficult to achieve.

To evaluate the robustness of our findings to ex-
treme evaluation cases, we repeated the analysis
after removing the 10 evaluation records with the
largest absolute residuals. This procedure allows
us to assess whether our conclusions are overly in-
fluenced by a small number of outliers. As shown
in Figures 8 and 7, the results remain largely con-
sistent. The overall model rankings based on Mean-
PRR (normalised performance) are unchanged, and
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Figure 7: Comparison of Mean-PRR (normalised model
performance) for each model before and after removing
the 10 evaluation records with the largest residuals. The
overall model ranking and performance differences re-
main the same.
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Figure 8: Comparison of CV-PRR (model-level lan-
guage disparity) for each model before and after remov-
ing the 10 evaluation records with the largest residu-
als. The overall ranking and relative disparities remain
largely consistent, with the only notable change being a
rank swap between gpt-3.5-turbo (TT) and mBERT.

only a minor reordering is observed in CV-PRR,
where gpt-3.5-turbo (TT) and mBERT swap po-
sitions. These findings demonstrate that our frame-
work yields stable and reliable estimates even in
the presence of extreme evaluation records.
Table 3 shows the model-level evaluation re-
sults based on our framework for the M5 bench-
mark (Schneider and Sitaram, 2024), which focuses
on multilingual and multicultural vision–language
tasks.

D Original Results from MEGA
Benchmark

Tables 4-14 provide the performance scores used in
our case study in §4, shown here for completeness.
The results are taken from the MEGA benchmark
paper of Ahuja et al. (2023).
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Model Mean-PRR CV-PRR

BakLLaVA 0.28 4.38
CogVLM 0.27 4.39
GPT-4V 0.67 3.35
Gemini Pro V 0.52 2.77
InternVL V1.1 0.53 2.82
InternVL V1.2+ 0.63 2.43
LLaVA 1.5 13B 0.57 2.32
LLaVA 1.5 7B 0.46 2.64
LLaVA 1.6 13B 0.61 2.59
LLaVA 1.6 34B 0.63 2.52
LLaVA 1.6 7B 0.57 2.22
MiniCPM-V 0.39 3.37
OmniLMM 12B 0.54 2.56
Qwen-VL 0.31 4.12
Yi-VL 34B 0.36 3.60
Yi-VL 6B 0.33 3.80
mBliP BloomZ 0.60 2.34
mBliP mT0 0.61 2.56

Table 3: Model-level evaluation results based on our
framework on the M5 benchmark. Results illustrate
that our framework generalises to multilingual vi-
sion–language tasks. Mean-PRR: Mean performance
realisation ratio; CV-PRR: Coefficient of variation of
the PRR.
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Model en ar bg de el es fr hi ru sw th tr ur vi zh Avg

Fine-tuned Baselines

mBERT 80.8 64.3 68.0 70.0 65.3 73.5 73.4 58.9 67.8 49.7 54.1 60.9 57.2 69.3 67.8 65.4
mT5-Base 84.7 73.3 78.6 77.4 77.1 80.3 79.1 70.8 77.1 69.4 73.2 72.8 68.3 74.2 74.1 75.4
XLM-R Large 88.7 77.2 83.0 82.5 80.8 83.7 82.2 75.6 79.1 71.2 77.4 78.0 71.7 79.3 78.2 79.2
TuLRv6 - XXL 93.3 89.0 90.6 90.0 90.2 91.1 90.7 86.2 89.2 85.5 87.5 88.4 82.7 89.0 88.4 88.8

Prompt-Based Baselines

BLOOMZ 67.5 60.7 46.5 54.0 47.4 61.2 61.4 56.8 53.3 50.4 43.8 42.7 50.0 61.0 56.7 54.2
XGLM 52.6 46.4 48.9 45.6 48.7 45.8 49.4 46.8 48.6 44.5 46.6 45.4 43.4 48.5 48.8 47.3

OpenAI Models

gpt-3.5-turbo 76.2 59.0 63.5 67.3 65.1 70.3 67.7 55.5 62.5 56.3 54.0 62.6 49.1 60.9 62.1 62.1
gpt-3.5-turbo (TT) 76.2 62.7 67.3 69.4 67.2 69.6 69.0 59.9 63.7 55.8 59.6 63.8 54.0 63.9 62.6 64.3
text-davinci-003 79.5 52.2 61.8 65.8 59.7 71.0 65.7 47.6 62.2 50.2 51.1 57.9 50.0 56.4 58.0 59.3
text-davinci-003 (TT) 79.5 65.1 70.8 71.7 69.3 72.2 71.8 63.3 67.3 57.3 62.0 67.6 55.1 66.9 65.8 67.1
gpt-4-32k 84.9 73.1 77.3 78.8 79.0 78.8 79.5 72.0 74.3 70.9 68.8 76.3 68.1 74.3 74.6 75.4

Table 4: Detailed results for XNLI by language and model (accuracy). The mapping between the ISO 639-1 code
for each language and its language name is provided in Table 2.

Model as bn gu hi kn ml mr or pa ta te Avg

Fine-tuned Baselines

MuRIL 76.0 75.0 77.0 77.0 77.0 79.0 74.0 76.0 77.0 77.0 74.0 76.0

OpenAI Models

gpt-3.5-turbo 49.5 53.6 50.6 55.5 53.9 48.4 49.9 47.4 53.6 48.2 47.4 50.7
gpt-3.5-turbo (TT) 54.3 61.6 61.8 59.6 60.8 59.9 58.7 58.5 62.3 58.3 60.8 59.7
text-davinci-003 48.6 52.6 51.2 56.9 49.1 48.2 49.4 46.4 50.4 45.5 47.2 49.6
text-davinci-003 (TT) 56.0 66.0 64.7 62.6 63.9 61.8 60.9 60.8 64.7 61.8 63.1 62.4
gpt-4-32k 63.5 72.2 66.9 71.7 69.0 64.3 66.2 61.1 71.1 63.7 64.8 66.8

Table 5: Detailed results for IndicXNLI by language and model (accuracy). The mapping between the ISO 639-1
code for each language and its language name is provided in Table 2.

Model en de es fr ja ko zh Avg

Fine-tuned Baselines

mBERT 94.0 85.7 87.4 87.0 73.0 69.6 77.0 81.9
mT5-Base 95.4 89.4 89.6 91.2 79.8 78.5 81.1 86.4
XLM-R Large 94.7 89.7 90.1 90.4 78.7 79.0 82.3 86.4
TuLRv6 - XXL 97.2 95.1 94.8 95.6 89.4 90.4 90.4 93.2

Prompt-Based Baselines

BLOOMZ 89.8 84.3 88.9 87.5 74.4 85.8 65.2 82.3

OpenAI Models

gpt-3.5-turbo 72.4 70.6 72.0 72.1 67.2 66.5 69.2 70.0
gpt-3.5-turbo (TT) 72.4 70.8 69.7 70.1 61.9 62.5 63.1 67.2
text-davinci-003 72.5 70.6 72.7 70.7 60.6 61.8 60.8 67.1
text-davinci-003 (TT) 72.5 69.8 70.1 71.3 65.4 65.8 65.2 68.6
gpt-4-32k 76.2 74.0 74.1 72.6 71.5 69.9 72.6 73.0

Table 6: Detailed results for PAWS-X by language and model (accuracy). The mapping between the ISO 639-1
code for each language and its language name is provided in Table 2.
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Model en et ht id it qu sw ta th tr Avg

Fine-tuned Baselines

mT5-Base – 50.3 49.9 49.2 49.6 50.5 50.4 49.2 50.7 49.5 49.9
TuLRv6 - XXL – 77.4 78.0 92.6 96.0 61.0 69.4 85.4 87.2 92.8 74.0

Prompt-Based Baselines

BLOOMZ 88.0 48.0 55.0 86.0 74.0 50.0 60.0 67.0 50.0 54.0 63.2
XGLM – 65.9 58.9 68.9 69.2 47.1 62.9 56.3 62.0 58.5 61.1

OpenAI Models

gpt-3.5-turbo 97.8 90.6 72.0 90.4 95.2 54.6 82.0 59.0 77.6 91.0 81.0
gpt-3.5-turbo (TT) 97.8 88.2 79.4 90.8 94.4 50.0 77.6 87.0 82.2 87.8 83.5
text-davinci-003 98.2 87.8 75.0 91.4 96.0 54.8 63.6 53.8 66.6 87.8 77.5
text-davinci-003 (TT) 98.2 89.6 82.8 93.0 94.6 50.0 82.8 87.0 84.8 89.8 85.3
gpt-4-32k 99.6 98.8 93.2 97.6 99.8 58.6 94.4 79.6 87.8 97.4 90.7
gpt-4-32k (TT) 99.6 94.4 85.8 96.0 98.2 85.8 83.4 91.4 87.8 92.2 90.6

Table 7: Detailed results for XCOPA by language and model (accuracy). The mapping between the ISO 639-1 code
for each language and its language name is provided in Table 2.

Model en ar de el es hi ru th tr vi zh Avg

Fine-tuned Baselines

mBERT 83.5/72.2 61.5/45.1 70.6/54.0 62.6/44.9 75.5/56.9 59.2/46.0 71.3/53.3 42.7/33.5 55.4/40.1 69.5/49.6 58.0/48.3 64.5/49.4
mT5-Base 84.6/71.7 63.8/44.3 73.8/54.5 59.6/35.6 74.8/56.1 60.3/43.4 57.8/34.7 57.6/45.7 67.9/48.2 70.7/50.3 66.1/54.1 67.0/49.0
XLM-R Large 86.5/75.7 68.6/49.0 80.4/63.4 79.8/61.7 82.0/63.9 76.7/59.7 80.1/64.3 74.2/62.8 75.9/59.3 79.1/59.0 59.3/50.0 76.6/60.8
TuLRv6 - XXL 90.1/80.6 85.4/69.6 86.1/70.4 86.3/70.4 87.6/71.0 85.9/70.5 86.8/73.2 87.0/81.1 84.3/71.0 87.6/71.3 79.2/73.2 86.0/72.9

Prompt-Based Baselines

BLOOMZ 92.1/83.8 82.8/69.7 76.3/60.4 49.7/37.6 86.8/71.4 83.4/72.9 65.7/47.2 20.5/15.5 51.4/37.2 86.9/72.7 82.4/78.6 70.7/58.8

OpenAI Models

gpt-3.5-turbo 79.3/58.7 59.6/35.1 70.6/46.6 49.0/22.8 70.3/40.8 54.0/29.0 58.0/31.3 41.9/30.4 61.8/35.0 69.1/42.4 50.4/48.3 60.4/38.2
text-davinci-003 77.2/61.8 36.8/22.5 55.2/39.7 31.8/19.7 61.8/41.3 19.9/10.0 29.4/17.6 11.5/8.7 44.8/29.2 41.7/25.4 35.6/32.8 40.5/28.1
gpt-4-32k 83.2/65.6 67.8/42.4 71.9/48.7 62.3/36.6 77.5/50.7 63.9/36.7 63.8/35.8 54.6/42.0 70.8/46.6 75.8/49.7 60.0/57.5 68.3/46.6

Table 8: Detailed results for XQuAD by language and model (F1 Score / Exact Match). The mapping between the
ISO 639-1 code for each language and its language name is provided in Table 2.

Model en ar bn fi id ko ru sw te Avg

Fine-tuned Baselines

mBERT 75.3/63.6 62.2/42.8 49.3/32.7 59.7/45.3 64.8/45.8 58.8/50.0 60.0/38.8 57.5/37.9 49.6/38.4 59.7/43.9
mT5-Base 71.8/60.9 67.1/50.4 40.7/22.1 67.0/52.2 71.3/54.5 49.5/37.7 54.9/32.6 60.4/43.9 40.6/31.1 58.1/42.8
XLM-R Large 71.5/56.8 67.6/40.4 64.0/47.8 70.5/53.2 77.4/61.9 31.9/10.9 67.0/42.1 66.1/48.1 70.1/43.6 65.1/45.0
TuLRv6 - XXL 85.4/76.4 84.1/70.4 86.9/79.6 83.8/72.8 88.8/77.9 78.5/67.8 81.9/68.6 87.2/79.6 85.2/71.6 84.6/73.8

Prompt-Based Baselines

BLOOMZ 82.4/70.9 81.9/62.2 87.8/82.3 43.6/28.6 85.0/71.0 52.3/43.1 67.4/51.5 86.0/77.2 90.3/81.6 75.2/63.2

OpenAI Models

gpt-3.5-turbo 54.8/30.7 50.9/24.2 60.7/32.7 66.6/49.0 67.2/43.4 59.7/45.3 45.8/20.0 64.3/47.7 70.9/53.1 60.1/38.4
text-davinci-003 73.7/59.1 56.2/38.7 16.1/10.6 70.3/58.8 68.6/51.2 40.6/32.2 42.3/28.9 74.1/62.3 5.8/3.0 49.8/38.3
gpt-4-32k 72.9/51.4 60.8/32.7 68.0/42.5 75.4/57.7 80.8/61.1 69.7/58.5 61.4/30.5 81.8/68.7 72.5/54.9 71.5/50.9

Table 9: Detailed results for TyDiQA-GoldP by language and model (F1 Score / Exact Match). The mapping
between the ISO 639-1 code for each language and its language name is provided in Table 2.
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Model en ar de es hi vi zh Avg

Fine-tuned Baselines

mBERT 80.2/67.0 52.3/34.6 59.0/43.8 67.4/49.2 50.2/35.3 61.2/40.7 59.6/38.6 61.4/44.2
mT5-Base 81.7/66.9 57.1/36.9 62.1/43.2 67.1/47.2 55.4/37.9 65.9/44.1 61.6/38.6 64.4/45.0
XLM-R Large 83.5/70.6 66.6/47.1 70.1/54.9 74.1/56.6 70.6/53.1 74.0/52.9 62.1/37.0 71.6/53.2
TuLRv6 - XXL 86.6/74.4 76.2/56.5 80.2/67.0 81.7/65.1 82.2/64.8 82.3/63.2 78.1/56.5 81.0/63.9

OpenAI Models

gpt-3.5-turbo 72.8/53.2 48.5/23.9 51.0/29.6 53.8/29.4 50.7/28.9 58.9/35.1 56.7/29.4 56.1/32.8
gpt-3.5-turbo (TT) 72.8/53.2 37.8/18.4 44.3/26.2 54.1/31.8 37.3/20.0 41.6/22.5 36.5/17.2 46.4/27.0
text-davinci-003 74.8/59.0 38.4/21.7 57.7/38.1 62.9/37.8 24.9/14.1 47.7/29.7 32.3/31.7 48.4/33.1
text-davinci-003 (TT) 74.8/59.0 48.2/25.6 53.5/33.9 62.9/40.9 49.2/28.7 51.0/30.4 45.2/24.1 55.0/34.7
gpt-4-32k 80.3/62.8 59.1/33.5 64.7/44.4 70.0/45.9 57.3/35.6 72.2/49.0 67.1/38.4 67.2/44.2

Table 10: Detailed results for MLQA by language and model (F1 Score / Exact Match). The mapping between the
ISO 639-1 code for each language and its language name is provided in Table 2.

Model as bn gu hi kn ml mr or pa ta te Avg

Fine-tuned Baselines

BLOOMZ 40.6/31.7 42.9/36.6 37.2/29.9 44.0/45.1 37.8/26.6 30.5/28.4 39.2/33.0 25.4/22.0 26.4/33.5 39.7/35.9 38.9/34.7 36.6/32.5

OpenAI Models

gpt-3.5-turbo 35.3/21.4 49.5/30.2 40.5/25.5 55.9/39.3 35.3/20.4 30.0/19.2 50.0/32.0 22.1/12.7 35.8/15.1 32.7/21.6 32.9/19.7 38.2/23.4
text-davinci-003 6.7/3.2 10.3/5.8 5.4/3.5 16.8/11.8 7.1/3.9 3.6/2.3 14.6/8.5 6.9/3.4 10.7/4.1 4.2/2.5 6.8/3.6 8.4/4.8
gpt-4-32k 58.8/40.4 67.1/47.4 59.4/42.4 75.2/62.2 47.1/31.6 48.3/33.7 60.7/43.1 29.9/16.7 56.1/34.1 54.0/39.7 47.9/27.8 55.0/38.1

Table 11: Detailed results for IndicQA by language and model (F1 Score / Exact Match). The mapping between the
ISO 639-1 code for each language and its language name is provided in Table 2.

Model en af ar bg de el es et eu fa fi fr he hi hu id it ja kk

Fine-tuned Baselines

mBERT 96.4 86.7 50.0 84.7 88.7 80.9 86.6 79.9 62.1 65.5 73.3 81.2 55.5 66.0 78.6 74.2 87.8 47.2 70.4
XLM-R Large 97.0 89.2 63.0 88.3 91.2 86.5 89.2 87.3 74.9 70.8 82.7 86.7 67.5 75.2 83.4 75.7 89.2 29.3 78.3

OpenAI Models

gpt-3.5-turbo 78.5 74.3 38.3 79.1 80.7 47.1 34.8 76.0 72.0 46.7 79.5 78.0 53.8 50.7 65.4 63.6 75.4 47.4 64.8
gpt-4-32k 84.1 77.6 42.0 83.1 86.3 49.8 68.4 80.2 79.3 46.4 82.7 85.4 60.4 52.2 68.3 68.6 84.1 60.2 71.8

ko lt mr nl pl pt ro ru ta te th tl tr uk ur vi wo yo zh avg

Fine-tuned Baselines

mBERT 51.7 78.8 68.7 88.6 80.7 88.0 71.5 82.4 58.5 75.2 41.3 80.5 70.5 80.6 56.6 55.4 0.0 56.6 59.6 71.9
XLM-R Large 57.1 84.2 81.8 89.5 86.8 90.2 82.6 87.3 64.0 84.2 48.5 92.4 81.2 85.8 70.8 58.5 0.0 24.8 44.1 76.2

OpenAI Models

gpt-3.5-turbo 39.0 71.3 57.9 78.3 81.7 76.7 66.7 69.9 32.6 79.8 25.5 54.3 77.2 58.9 39.9 57.7 50.4 7.0 57.2 60.2
gpt-4-32k 51.2 73.7 79.1 81.8† 80.7 81.0 66.3† 74.7 34.7 84.6 31.2† 58.4† 77.0 61.9 41.3 64.7 59.1 33.8† 63.5 66.6

Table 12: Comparison of model F1 scores on UDPOS for each language. All numbers are monolingual results
except the ones marked with †, which indicate zero-shot cross-lingual results (due to absence of training data in
those languages). The mapping between the ISO 639-1 code for each language and its language name is provided in
Table 2.

Model en af ar az bg bn de el es et eu fa fi fr gu he hi hu id it ja jv ka kk

Fine-tuned Baselines

mBERT 86.4 76.1 42.9 65.5 76.7 69.7 79.5 70.9 75.3 75.8 64.4 40.0 76.6 79.6 51.3 56.2 65.9 76.1 61.0 81.3 29.2 62.4 65.1 50.3
XLM-R Large 85.4 78.6 47.3 69.4 80.9 74.7 80.7 79.2 71.8 78.7 61.6 55.2 79.6 79.8 62.7 55.5 70.9 80.2 51.8 80.3 18.5 61.9 70.9 54.4

OpenAI Models

gpt-3.5-turbo 43.2 43.8 45.4 42.1 51.6 40.3 52.7 41.0 60.2 58.7 31.5 39.3 59.1 50.7 18.4 34.3 45.5 53.7 58.4 60.0 7.4 57.7 25.1 30.9
gpt-4-32k 49.7 55.9 59.4 59.6 62.6 52.7 69.2 54.4 68.6 74.4 57.8 67.6 71.1 68.5 23.8 48.0 59.4 71.9 72.7 72.8 9.2 68.8 31.6 45.3

ko lt ml mr ms my nl pa pl pt qu ro ru sw ta te th tl tr uk ur vi yo zh avg

Fine-tuned Baselines

mBERT 59.5 75.8 53.0 57.0 67.1 45.7 81.0 30.5 79.2 80.4 58.5 74.0 63.9 71.4 50.7 48.9 0.4 72.6 73.4 69.7 35.4 74.5 45.8 42.5 62.3
XLM-R Large 59.2 75.8 60.2 63.4 68.5 55.2 83.2 49.4 79.3 79.9 58.5 78.7 71.9 68.9 58.4 53.8 0.7 74.7 80.3 78.0 60.3 78.3 37.0 26.6 65.2

OpenAI Models

gpt-3.5-turbo 27.9 51.9 25.2 34.4 52.0 8.7 59.4 36.7 58.4 48.9 41.9 42.7 29.4 57.7 26.0 22.0 1.7 36.5 50.5 34.4 35.7 33.5 56.9 13.3 40.3
gpt-4-32k 51.4 71.3 35.6 47.4 64.1 16.3 67.9 49.8 70.3 64.5 69.8 59.6 64.8 68.9 36.9 33.0 2.5 61.9 72.9 58.4 69.6 58.4 73.9 18.5 55.5

Table 13: Comparison of model F1 scores on PAN-X (NER) for each language. The mapping between the ISO
639-1 code for each language and its language name is provided in Table 2.
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Model ar en es eu hi id my ru sw te zh avg

Prompt-Based Baselines

BLOOMZ 79.7 95.7 87.3 70.5 79.9 85.6 49.9 67.3 65.3 67.4 90.0 76.2
XGLM 59.8 75.9 69.2 63.8 62.5 70.8 61.2 72.4 65.2 63.4 67.7 66.5

OpenAI Models

gpt-3.5-turbo 92.5 96.8 95.8 78.4 91.1 95.0 57.2 96.6 92.3 73.1 95.6 87.7
gpt-3.5-turbo (TT) 94.3 96.8 96.1 92.5 94.7 95.2 88.6 96.2 88.7 93.6 95.6 93.9
text-davinci-003 87.4 98.3 97.6 78.1 77.8 96.4 47.4 94.2 78.1 57.6 95.0 82.5
text-davinci-003 (TT) 95.0 98.3 96.2 94.1 95.1 95.9 90.1 96.9 90.7 94.3 96.2 94.8
gpt-4-32k 99.1 99.6 99.5 97.6 98.8 99.0 77.6 99.1 98.4 93.4 99.2 96.5
gpt-4-32k (TT) 97.7 99.6 98.7 96.8 97.9 98.1 93.2 99.2 93.6 96.4 98.3 97.0

Table 14: Comparison of model accuracy (%) on XStoryCloze for each language. The mapping between the ISO
639-1 code for each language and its language name is provided in Table 2.
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