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Abstract

Retrieval-Augmented Generation (RAG) has
emerged as a key paradigm for enhancing large
language models by incorporating external
knowledge. However, current RAG methods
exhibit limited capabilities in complex RAG
scenarios and suffer from limited task diversity.
To address these limitations, we propose RAG-
Instruct, a general method for synthesizing
diverse and high-quality RAG instruction data
based on any source corpus. Our approach
leverages (1) five RAG paradigms, which
encompass diverse query-document relation-
ships, and (2) instruction simulation, which
enhances instruction diversity and quality by
utilizing the strengths of existing instruction
datasets. Using this method, we construct
a 40K instruction dataset from Wikipedia,
comprehensively covering diverse RAG
scenarios and tasks. Experiments demonstrate
that RAG-Instruct effectively enhances LLMs’
RAG capabilities, achieving strong zero-shot
performance and outperforming various RAG
baselines. The code is publicly available at
https://github.com/FreedomIntelligence/RAG-
Instruct.

1 Introduction

Retrieval-Augmented Generation (RAG) (Guu
et al., 2020; Asai et al., 2024b) enhances large
language models (LLMs) by integrating exter-
nal knowledge through document retrieval, effec-
tively reducing hallucinations and improving per-
formance across diverse tasks (Asai et al., 2023; Jin
etal., 2024; Lu et al., 2022; Liu et al., 2024a; Zeng
et al., 2025; Du et al., 2025a; Wei et al., 2025).
Given the inherent limitations of retriev-
ers (BehnamGhader et al., 2022; Gao et al., 2023),
coupled with considerable research showing that
noisy retrieval can adversely affect LLM perfor-
mance (Petroni et al., 2020; Shi et al., 2023;
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Maekawa et al., 2024; Yang et al., 2025), numerous
studies have focused on enhancing the robustness
of RAG in handling noisy retrieval contexts. On
one hand, some studies involve adaptive retrieval
based on query analysis (Asai et al., 2024a; Jeong
et al., 2024), or query reformulation (Chan et al.,
2024; Ma et al., 2023) to enhance the robustness
of LLM-based RAG systems. On the other hand,
(Zhang et al., 2024b; Liu et al., 2024b; Yoran et al.,
2024) enhance the robustness of models’ naive
RAG capabilities by training them to adapt to irrel-
evant and noisy documents.

However, we find existing RAG methods still
have limitations: (1) Limited RAG scenarios.
Real-world RAG scenarios are complex: Given
the query, the retrieved information may directly
contain the answer, offer partial help, or be help-
less. Some answers can be obtained from a single
document, while others require multi-hop reason-
ing across multiple documents. Our preliminary
study demonstrates that existing RAG methods ex-
hibit limitations in complex RAG scenarios. (2)
Limited task diversity. Due to the lack of a gen-
eral RAG dataset, most current RAG methods (Wei
et al., 2024; Zhang et al., 2024b) are fine-tuned on
task-specific datasets (e.g., NQ (Kwiatkowski et al.,
2019), Trivial QA (Joshi et al., 2017)), which suffer
from limited question diversity and data volume.

To address these limitations, we propose RAG-
Instruct, a general method for synthesizing diverse
and high-quality RAG instruction data based on any
source corpus. Using this method, we construct a
40K RAG instruction dataset from Wikipedia. Our
method emphasizes the diversity in two aspects:

1. Defining diverse RAG paradigms: we define
five RAG query paradigms that encompass
various query-document relationships to adapt
to different RAG scenarios, considering both
document usefulness and the number of useful
documents. Based on these modes, we prompt
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LLM:s to synthesize RAG-specific instructions
and responses using external documents.

2. Enhancing task diversity and data quality:
we incorporate exemplar data from existing
instruction datasets, such as SlimOrca (Mi-
tra et al., 2023) and Evol Instruct (Xu et al.,
2023a), to guide the generation of RAG in-
structions. This approach is inspired by re-
cent advancements in synthetic instruction
datasets which have two key advantages: (1)
high-quality instruction-following responses
generated by proprietary LLMs, and (2) di-
verse instructions that cover a wide range of
real-world tasks. We refer to this approach
as “Instruction Simulation”, which leverages
the strengths of existing instruction datasets
to improve the diversity and quality of the
synthesized data.

Our contributions are summarized as follows:

* We introduce RAG-Instruct, a general
method for synthesizing diverse and high-
quality RAG instruction data from any given
corpus. Using this method, we construct the
RAG-Instruct dataset (based on Wikipedia),
the first RAG instruction dataset covering di-
verse RAG scenarios and tasks.

* We define five RAG paradigms to cover di-
verse query-document relationships and in-
troduce Instruction Simulation, a technique
that enhances instruction diversity and quality
by utilizing the strengths of existing instruc-
tion datasets. These techniques ensure the
diversity of synthesized datasets across RAG
scenarios and tasks.

* Empirical experiments on 11 tasks, includ-
ing knowledge-intensive QA, multi-step rea-
soning, and domain-specific benchmarks,
demonstrate that RAG-Instruct significantly
enhances the model’s RAG capabilities. Fur-
ther experiments demonstrate that the RAG-
Instruct outperforms existing RAG datasets
and exhibits strong generalization across mul-
tiple retrieval sources and retrievers.

2 Preliminary Study

Since retrievers are not perfect, the helpfulness of
retrieved documents to the query varies in real-
world scenarios. This raises the question: Can

TriviaQA (Single-hop) HotpotQA (Multi-hop)

Method

Helpful Midhelp Helpless Helpful Midhelp
Llama2-7b 71.0 48.0 17.1 51.2 21.2
Llama3-8b 76.4 51.0 20.2 61.4 21.4
Self-RAG (2-7b) 71.3 42.4 14.7 45.1 16.6
RQ-RAG (2-7b) 80.9 52.6 18.7 57.9 24.0
ChatQA-1.5 (3-8b) 83.5 54.9 214 65.1 23.9
ChatQA-2.0 (3-8b) 824 51.5 20.1 61.4 19.9
RAG-Instruct (3-8b)  86.9 72.6 40.5 73.1 42.2

Table 1: Preliminary study of limited RAG scenarios.
Accuracy (%) is reported. We divided TriviaQA and
HotPotQA into multiple subsets. More information for
each subset is shown in Appendix C.1

existing RAG methods handle complex and var-
ious RAG scenarios?

To investigate this, we first define five RAG
scenarios based on query-document relationships,
which we believe cover the majority of RAG use
cases: Single-Doc Answer (helpful), Single-Doc
Support (midhelp), Useless Doc (helpless), Multi-
Doc Answer (helpful), and Multi-Doc Support
(midhelp). Detailed definitions for each scenario
are provided in § 3.1.

Next, we evaluate the performance of existing
RAG methods across these five scenarios. Us-
ing GPT-40 (Achiam et al., 2023), we catego-
rize questions from two question answering (QA)
datasets, Single-hop QA (TriviaQA) and Multi-hop
QA (HotPotQA (Yang et al., 2018)), into relevant
subsets based on the defined RAG scenarios'. De-
tailed prompts for categorization are provided in
the Appendix C.1. Then we choose some robust
RAG methods, including Self-RAG (Asai et al.,
2024a), RQ-RAG (Chan et al., 2024), ChatQA-1.5
and ChatQA-2.0 (Liu et al., 2024b) as baselines
to explore their performance across the five RAG
scenarios.

As shown in Table 1, existing RAG methods im-
prove primarily in helpful scenarios, while gains
in mid-helpful and helpless scenarios are minimal,
with some, such as Self-RAG, even underperform-
ing the baseline. This indicates that existing RAG
methods are still unable to handle complex and
diverse RAG scenarios effectively. In comparison,
our RAG-Instruct method demonstrates significant
improvements across all five scenarios, highlight-
ing its effectiveness and adaptability to complex
and diverse RAG scenarios.

Comparision with existing RAG datasets. As
shown in Table 2, existing RAG datasets fail to

"'We choose these datasets for their large number of ques-
tions and subsets, which reduces bias.
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. RAG Scenarios . . RAG Capability Gains (A)
Dataset Data Size — = ==~ Task Diversity 0 FotpotQA (acc) ARC (EM) CFQA (EM)
LongAlpaca (Chen et al., 2023) 12K X X X v X X 1.6 1 871 391 19
SQUAD2.0 (Rajpurkaretal, 2018) 130K X X X X X 131 574 14.14 58]
NarrativeQA (Ko&isky etal,2018) 15K X X X / X X 374 1.0J 511 751
RAG-12000 (Liu et al., 2024b) 12K X X X v X X 551 6.1] 871 1.71
Self-RAG Data (Asai et al., 2024a) 150K v X X v X X 2171 142 6.51 3.6
RQ-RAG Data (Chan et al., 2024) WK X X X v 324 401 421 201
RAG-Instruct (Ours) 0K V v 7 7 v 6.6 1 1287 9.6 1 41t

Table 2: Comparison with three types of non-task-specific RAG datasets:

Long-context instruction dataset ,

reading comprehension datasets , and RAG-specific datasets . rg to r4 represent the five RAG scenario paradigms
defined in Table 3. RAG Capability Gains (A) refer to the performance difference between models trained on
Llama3.1-8B using these datasets and Llama3.1-8B-Instruct. More details can be found in Table 4 and Table 7.

balance both scenario and task diversity. Long-
context instruction datasets and reading compre-
hension datasets are limited to a narrow range of
RAG scenarios, and only show improvements on
certain QA tasks, while significantly underperform-
ing on tasks like ARC and CFQA. Additionally,
RAG-specific datasets, such as Self-RAG Data and
RAG-12000, perform poorly on multi-hop reason-
ing benchmarks due to the lack of focus on multi-
hop scenarios. In contrast, our RAG-Instruct ef-
fectively balances both RAG scenario and task di-
versity, demonstrating superior generalization and
robustness.

3 Method

This section outlines the RAG-Instruct process, fo-
cusing on constructing diverse and high-quality
synthetic RAG datasets. The detailed architecture
is illustrated in Figure 1.

3.1 RAG-Instruct

Synthesizing RAG Instructions. Recent propri-
etary models like GPT-40 (Achiam et al., 2023)
have demonstrated remarkable capabilities, and
many works (Zheng et al., 2023b; Xu et al., 2023a)
based on synthetic datasets have achieved notable
success. Therefore, we use GPT-40 to synthesize
RAG instructions by leveraging source documents
D*? to create context-rich instructions. Specifically,
GPT-40 synthesizes an instruction ¢* based on D¥,
followed by a response a* referencing D*, which
can be formalized as:

(¢",a") = LLM(D"). (1)

Inspired by work (Zhang et al., 2024b), we intro-
duce documents D~ unrelated to ¢*, which serve
as additional noise to enhance the robustness. Then

2We will explain how D* are obtained in the following
Instruction Simulation section.

our target RAG instruction is as follows.
D*.D”,q" —a".

However, RAG instructions generated this way
lack diversity in both RAG scenarios and tasks. To
address this, we define five RAG paradigms and
introduce Instruction Simulation.

RAG Paradigms. Real-world RAG scenarios are
complex: Given the g*, D* may directly contain
the answer, offer partial help, or be helpless. Some
answers can be obtained from a single document in
D*, while others require multi-hop reasoning across
multiple documents. To address this, we define
RAG paradigms R, where each r € R characterizes
the relationship between D* and ¢*. As in Table
3, these RAG paradigms consider both document
utility and the count of useful documents.

Instruction Simulation. Generating (g*,a*)
from D* faces the challenge of instruction
monotony. Although ¢* is related to D*, the task,
phrasing, and difficulty of the instructions can be-
come repetitive with a similar synthesis prompt.
Previous datasets address this by broadly collect-
ing instructions (Izacard et al., 2023) or using self-
instruct (Wang et al., 2023b). In our approach, we
leverage diverse, high-quality instructions to diver-
sify ¢*, a process we term Instruction Simulation.
In this process, we use questions from synthetic
datasets including ShareGPT (Wang et al., 2023a),
Alpaca (hin Cheung and Lam, 2023), WizardLM-
70K (Xu et al., 2023a), Lmsys-chat-1M (Zheng
et al., 2023a), and SlimOrca (Mitra et al., 2023)
as exemplar data. These datasets cover a wide
range of tasks, diverse phrasing styles, and vary-
ing levels of instruction difficulty. Since RAG is
most effective in knowledge-intensive task scenar-
ios (Maekawa et al., 2024; Shi et al., 2023), we use
GPT-4o to filter knowledge-intensive instructions
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Figure 1: The process of synthesizing data with RAG-Instruct involves ensuring instruction data diversity through
five RAG paradigms and Instruction Simulation. The visualization of the question topic is generated using Atlas.

D*-g* Relationship Useﬁ}llgf S8 |D*|  Relationship Description
(ro) . . . .
Useless Doc Useless 1 D~ offers no help in answering g*, even if related.
(r) . One doc (|[D*] = 1) aids g, providing supporting info or clues
Single-Doc Support Supporting ! without explicit answers.
(ry) Multiple documents (|[D*| > 2) support g* by providing clues or
2 Supporting >2  supporting information without explicitly answering it, requiring
Multi-Doc Support . . . .
integration (multi-hop reasoning).
(r3) f g *| : : * *
Single-Doc Answer Explicit 1 One doc (|D*| = 1) directly provides the answer a* to g*.
(rg) Explicit >9 Multiple docs (|D*| > 2) provide a full answer to ¢*, requiring

Multi-Doc Answer

integration (multi-hop reasoning).

Table 3: Detailed descriptions of our defined five RAG paradigms. See Appendix C.2 for specific prompts.

from these synthetic datasets (details of the prompt
are provided in Appendix A.1).

Then for each synthesis, an instruction ¢’ € Q
is randomly sampled for simulation. Given a cor-
pus D containing multiple documents d € D, the
source documents D* C D are retrieved based on
q'. Subsequently, (¢*,a*) can be synthesized as
follows:

(¢",a") =LLM(D",q,r), 2)
where r denotes the sampled RAG paradigm, and
the synthesis prompt is illustrated in Figure 3. Here,
D* controls the topic of ¢*, while ¢’ shapes its
format and task requirements.

3.2 Dataset Construction

We construct RAG-Instruct using Wikipedia corpus.
For each synthesis, we sample an RAG paradigm
r, a simulated instruction ¢/, and retrieved source
documents D* to generate (¢*,a*) using GPT-4o.
To incorporate unrelated documents D™, we ran-
domly sample documents retrieved based on ¢* and
ranked beyond the top 200 as D~. Additionally, for

cases where |D*| > 2, we ensure that the number
of source documents is fewer than 5. Subsequently,
D*,D~,q* — a* is set as the training objective to
form RAG-Instruct. In total, we build a dataset
of 53K instructions, with the distributions of RAG
paradigms and simulated instructions illustrated
in Figure 2. More dataset construction details are
shown in Appendix A.1.

4 Experiments

4.1 Experimental Settings

Evaluation Tasks. We conduct evaluations of
our RAG-Instruct and various baselines across 10
tasks in four major categories: (1) Open-Ended
Tasks, including WebQA (WQA) (Berant et al.,
2013), PopQA (PQA) (Mallen et al., 2023), and
TriviaQA-unfiltered (TQA) (Joshi et al., 2017),
where models answer open-domain factual ques-
tions with accuracy as the metric. (2) Closed-
Set Tasks, including OpenbookQA (OBQA) (Mi-
haylov et al., 2018), PubHealth (Pub) (Zhang et al.,
2023) and ARC-Challenge (ARC) (Clark et al.,
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Figure 2: The detailed distributions of 5 RAG paradigms and simulated instruction data sources.

<Documents>

[1] {<document 1>}
[2] {<document 2>}
[3] ...

</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>.
Please note that the question q* can take various forms, not limited to questions with a question mark, but also including
statements, instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG
Paradigms):

1. The answer to g* can be derived from multiple documents within <Documents>, involving multi-hop reasoning or
the integration of information from several documents.

2. a* should leverage the information in <Documents> to provide an accurate answer to q*, ensuring that the response
is accurate, detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide
a question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task

<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

...}. Ensure the quality of the generated (q*, a*).

requirement and expression to the <Simulated Instruction> below:

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*":

Figure 3: The prompt of RAG-Instruct. <document> and <Simulated Instruction> represent input variables for
the document and simulated instruction, respectively. (Blue text) indicates RAG Paradigms, illustrating the prompt
for r4; other paradigms are shown in Appendix C.2. (Red text) represents Instruction Simulation.

2018), involving multiple-choice QA with Extract
Match (EM) as the metric. (3) Multi-Hop Tasks,
including 2WikiMultiHopQA (2WIKI) (Ho et al.,
2020), HotpotQA (HotQ) (Yang et al., 2018), and
Musique (MSQ) (Trivedi et al., 2022), requiring
multi-hop reasoning with accuracy as the metric.
(4) Domain-Specific Tasks, CFQA (Chen et al.,
2022) in the financial domain and PubMedQA (Jin
etal., 2019) in the medical domain. We also include
the long-form QA evaluation in Appendix B.1.
We perform zero-shot evaluations throughout these
experiments, providing task instructions without
few-shot demonstrations. Reasoning details and

prompts are provided in Appendix A.2.

Baselines. We compare our method against
a diverse set of baselines, grouped into two
main categories: (1) Closed-Source LL.Ms with-
out RAG, including GPT-40 and GPT-40-mini.
We test them using OpenAl’s official APIs.
(2) Open-source instruction-turned baselines
with RAG, such as Llama3.1-8b-Instruct (Dubey
et al., 2024), Llama3.1-70B-Instruct, Qwen2.5-7B-
Instruct (Yang et al., 2024) and Qwen2.5-72B-
Instruct. (3) RAG-specific baselines, including
Self-RAG, RQ-RAG, InstructRAG (Wei et al.,
2024) and ChatQA. For these methods, we evaluate
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Open-ended Closed-set Multi-hop Domain-specific
WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed AVG
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)
Closed-Source LLMs without RAG
GPT-40 725 713 844 88.6 87.7 88.0 88.0 54.6 314 63.0 77.0 73.4
GPT-40-mini 69.5 69.2 822 89.6 87.0 84.1 74.4 54.5 30.8 60.7 73.0 70.4
~ 8B Open-Source LLMs with RAG
Llama-3.1-8B-Instruct 59.5 60.8 714 77.2 56.8 703 66.8 455 187 53.7 73.6 54.5
Qwen2.5-7B-Instruct 64.1 62.0 75.6 74.2 742 757 66.5 49.5 20.8 587 62.6 58.4
RQ-RAG (Llama2-7B) 56.5 57.1 702  80.6 71.8  68.3 53.7 43.1 182 21.9 55.6 52.6
Self-RAG (Llama2-7B) 49.0 558 693 78.0 724 73.1 48.4 358 115 21.5 49.8 50.4
InstructRAG (Llama3-8B) 632 662 785 73.1 71.8  66.3 69.2 552 30.1 279 60.3 60.2
ChatQA-2.0 (Llama3-8B) 50.5 583 725 72.6 75.8  65.6 59.0 423 16.1 51.8 61.3 54.7
Llama-2-7B + RAG-Instruct 672 624 714 71.4 759 748 68.1 535 21.8 29.7 71.2 60.3
Qwen2.5-7B + RAG-Instruct 66.1 63.7 78.1 78.4 764 78.0 748 546 277 59.7 72.7 64.5
Llama-3.1-8B + RAG-Instruct 69.7 684 80.0 84.8 772 799 79.3 564 33.7 57.8 77.0 66.8
> 10B Open-Source LLMs with RAG

Llama-3.1-70B-Instruct 649 633 754 85.0 754 847 73.5 475 26.6 59.1 77.2 63.9
Qwen2.5-72B-Instruct 68.8 68.7 815 83.0 78.0 80.2 81.1 56.6 355 66.8 80.0 68.8
Llama-3.1-70B + RAG-Instruct 73.6 704 83.8 88.6 82.8 851 83.1 629 40.1 62.1 79.7 72.0
Qwen2.5-72B + RAG-Instruct 724 703 85.0 89.3 785 82.1 88.3 639 420 69.2 82.0 73.7

Table 4: Zero-shot performance of different instruction datasets on RAG Benchmarks. Bold and underline indicate
the best and second-best experimental results within each section. The datasets were fine-tuned using identical

hyperparameters.

using publicly released model weights and prompts
provided by their respective works.

Training settings. We train our model using the
RAG-Instruct dataset (wikipedia), which features
diverse instruction-following input-output pairs.
During the dataset construction, we employ the off-
the-shelf Contriever-MS MARCO (Izacard et al.)
as the retriever. For each data entry, we ensure the
use of all source documents D* and supplement
them with enough unrelated documents D~ to to-
tal 10 documents. Additional training details are
provided in Appendix A.1.

Inference settings. We use VLLM (Kwon et al.,
2023) for memory-efficient inference and adopt a
greedy decoding strategy for model generation. For
evaluation benchmarks, we utilize Wikipedia as the
retrieval corpus and use the Contriever retriever
for document retrieval. More detailed inference
specifications can be found in Appendix A.2.

4.2 RAG Capability Gains

Comparison against closed-source LLMs. As
shown in Table 4, compared to powerful propri-
etary models like GPT-40 and GPT-40-mini, our
RAG-Instruct, trained on base 8B models, matches
or even outperforms them on several tasks, in-
cluding open-ended tasks (PQA and TQA), multi-
hop tasks (HotQA and MSQ), and domain-specific
tasks (PubMedQA). This demonstrates that our

RAG-Instruct significantly enhances the model’s
RAG capabilities.

Comparison against RAG-specific models. As
shown in Table 4, RAG-specific models such as
Self-RAG, and RQ-RAG show significant improve-
ments over the base models on open-ended and
closed-set tasks. However, they underperform com-
pared to the base models on domain-specific and
multi-hop tasks. In contrast, our RAG-Instruct
achieves significant improvements across all four
categories of tasks compared to the base models
and outperforms all previous SOTA RAG-specific
models, particularly in multi-hop and domain-
specific tasks. This highlights its superior robust-
ness and generalization across a broader range of
RAG scenarios and tasks.

Comparison against Open-source instruction-
tuned models. We also compare our method with
open-source instruction-tuned models, which ex-
hibit strong RAG capabilities. As shown in Table 4,
models trained with RAG-Instruct on base models
outperform these instruction-tuned models across
various tasks, demonstrating that the RAG instruc-
tion dataset effectively enhances the model’s RAG
performance.

4.3 Impact of Instruction Simulation

To investigate the impact of Instruction Simulation,
we design a comparative experiment. We randomly
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TQA ARC HotP
RAG-Instructyg (Llama3.1-8B) 770 794 53.1
w.o. Simulationyox 759 704 477
Llama3.1-8B-Instruct w.o. Retrieval 63.1 64.1 33.9
RAG-Instruct w.o. Retrieval 63.2 62.8 334

Table 5: Ablation Study (only 20k data used) on RAG-
Instruct. w.o. Simulation indicates the removal of the
Instruction Simulation process, while w.o. Retrieval
indicates the performance in non-retrieval scenarios.
Complete ablation results are in shown Appendix B.2

Method TriviaQA (Single) HotpotQA (Multi)
Helpful Midhelp Helpless Helpful Midhelp
RAG-Instruct 86.9 72.6 40.5 73.1 42.2
Ww.0. 19 86.4 69.6 364~ 731 39.3
w.0. 7] 86.5 66.5" 409 72.4 413
Ww.0. 12 86.2 71.8 39.7 68.2 29.8~
Ww.0. 13 835~ 70.6 39.6 72.8 422
W.0. 74 85.2 72.1 39.5 654~ 38.8

Table 6: Ablation study on role of query paradigms. All
experiments are conducted based on the Llama3.1-8B

)

model using identical hyperparameters. ‘-’ indicates
large performance drops for each paradigm.

sample a subset Dy containing 20,000 entries from
our RAG-Instruct dataset and create another subset
D), without using Instruction Simulation. To ensure
a fair comparison, Dy and D), share the same source
documents D* and include all five RAG scenario
paradigms. We then train two models on Llama3.1-
8B using D, and D/, with identical hyperparameters.

As shown in Table 5, removing the Instruc-
tion Simulation process results in performance de-
clines across all tasks. The drop is smaller for
open-ended tasks (TQA) but significantly larger
for closed-set (ARC), multi-hop (HotP) tasks. We
observe that without Instruction Simulation, GPT-
40 tends to generate overly simple and uniform
questions, resembling open-ended ones, leading
to minimal impact on closed-set evaluation. How-
ever, the diverse formats of closed-set, multi-hop,
and domain-specific tasks, such as multiple-choice
and multi-hop reasoning, pose challenges that the
model struggles to handle. This highlights the crit-
ical role of Instruction Simulation in enabling the
model to adapt to a wide variety of tasks.

Furthermore, we provide specific cases in Ap-
pendix B.5, demonstrating that Instruction Simu-
lation generates questions that closely resemble
exemplar questions, significantly enhancing diver-
sity compared to those produced without it.

4.4 Role of RAG Paradigms

To evaluate the role of RAG paradigms, we design
an ablation experiment to verify the effectiveness
of the five RAG scenarios in RAG-Instruct. Specif-
ically, we remove the data corresponding to each
paradigm from RAG-Instruct one at a time and
train models on Llama3.1-8B using identical train-
ing hyperparameters, respectively.

As shown in Table 6, when a single RAG
paradigm (e.g. rp) is removed from RAG-Instruct,
we observe a noticeable performance drop in evalu-
ation benchmarks corresponding to that specific
RAG scenario. This indicates that each RAG
paradigm plays a critical role in enhancing the
model’s RAG capabilities.

5 Further Analysis

5.1 What advantages does RAG-Instruct have
over existing instruction datasets?

To explore whether existing instruction datasets
are sufficient for RAG scenarios, we evaluate
models fine-tuned on four common instruction
datasets and three context-enhenced datasets us-
ing LLaMA-3.1-8B. Results are shown in Table 7
and our findings are as follows:

Take-away 1. Rich context datasets (e.g., long-
context instruction dataset LongAlpaca and read-
ing comprehension dataset SQuAD?2.0) improve
RAG capabilities more effectively than those
with shorter context lengths (e.g., Wizardlm and
Aplaca).

Take-away 2. Traditional instruction datasets fail
to effectively enhance models’ RAG capabilities,
significantly lagging behind the official instruction-
tuned models, while RAG-Instruct can significantly
improve RAG performance.

5.2 Does fine-tuning with RAG-Instruct affect
model’s general capabilities?

To explore whether fine-tuning with RAG-Instruct
affects model’s general capabilities, we evalu-
ate the fine-tuned model (on Llama3.1-8B) in
non-RAG scenarios. As shown in Table 5,
RAG-Instruct,, ;. gerrievar performs on bar with
Llama-3.1-8B-Instruct in non-RAG scenarios, with-
out significant performance degradation. This
demonstrates that RAG-Instruct enhances the
model’s RAG capabilities while also improving its
general instruction-following abilities. We assume
that RAG-Instruct are inherently based on general
instruction datasets, which inherit the advantages
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Open-ended Closed-set Multi-hop Domain-specific
WQA PQA TQA OBQA ARC 2WIKI HotP MSQ CFQA PubMed AVG
Proprietary instruction-tuned LLaMA
Llama-3.1-8B-Instruct 59.5 60.8 734 77.2 70.3 66.8 45.5 18.7 53.7 73.9 60.0
Llama-3.1-8B (Base)
Fine-tuning with Traditional Instruction Datasets
+ Evol-Instruct (70K) 546 542- 715 734 63.1° 509 411 14.7 38.7° 53,57 51.6°
+ ShareGPT (94K) 60.9 549~ 728 67.27 529 59.00 439 143 40.3- 6727 524~
+ Alpaca (52K) 53.1- 564 723 65.6- 60.6° 57.7° 413 134~ 348~ 36.5°  49.2°
+ SlimOrca (518K) 553  60.0 69.1 824 62.7- 547 402- 155 33.1° 669"  54.0°
Fine-tuning with Context-Enhanced Datasets
+ LongAlpaca (12K) 639 56.0 750 75.2 66.4 729% 542*% 277" 518 65.7-  60.9
+ SQuAD2.0 (130K) 61.5 572 721 59.87 5627 65.7 51.2% 237% 479° 51.6- 547
+ NarrativeQA (12K) 612 57.0 77.1 67.87 6527 52.0° 445 17.2 46.2 68.7- 55.6
Fine-tuning with RAG Instructions
+ RAG-Instruct (40K) 69.7* 68.4* 80.0* 848" 799+ 793" 564* 337 578 71.0 68.6*%

Table 7: Zero-shot performance of different instruction datasets using RAG. Using Llama-3.1-8B-Instruct as the
pivot, ‘+’ indicates a >5-point improvement, while ‘-’ indicates a >5-point drop. All datasets were fine-tuned with
identical hyperparameters. See Section 4.1 for evaluation details.

of these datasets without compromising general ca-
pabilities. Additionally, we evaluate our model on
MMLU and MMLU-Pro (in Appendix B.6), which
further demonstrates that RAG-Instruct does not
impair the model’s general capabilities.

Take-away 3. RAG-Instruct dataset enhances RAG
capabilities without compromising the model’s gen-
eral capabilities.

5.3 How does RAG-Instruct perform with
other retrieval sources and retrievers?

To further explore the generalization of our method,
we investigate the impact of using different re-
trieval sources. Specifically, we further evaluate
our method on four single-hop QA tasks, includ-
ing ARC, PQA, TQA and OBQA, utilizing Duck-
DuckGo, and Bing Search as retrieval sources
during inference. The results (detailed in Ap-
pendix B.3.) suggest that all retrieval sources ef-
fectively improve task performance, with minimal
variation in performance across different sources.
Additionally, we also explore the performance on
the BM25 retriever (Robertson et al., 2009). The de-
tailed results can be found in Appendix B.4. These
results demonstrate the robustness of RAG-Instruct
across different retrieval sources and retrievers.

5.4 Does the performance improvement stem
from enhanced RAG capabilities rather
than knowledge injection?

Since our RAG-Instruct is built on the Wikipedia
corpus, the performance improvements on evalua-

tion benchmarks may stem from knowledge injec-
tion during the supervised fine-tuning stage. To in-
vestigate whether our approach genuinely enhances
the model’s RAG capabilities, we compare the per-
formance in both retrieval and non-retrieval sce-
narios (based on the Llama3.1-8B model trained
on RAG-Instruct). As shown in Table 5, perfor-
mance in non-retrieval scenarios is significantly
lower across all benchmarks compared to retrieval
scenarios. This demonstrates that RAG-Instruct in-
deed effectively enhances the model’s capabilities
in RAG scenarios rather than knowledge injection.

6 Related Work

6.1 Retrieval-Augmented Generation

Large language models (LLMs) are advancing at
a rapid pace across numerous fields and appli-
cations (Zhang et al., 2025d,b; Tan et al., 2025;
Feng and Peng, 2014; Zhang et al., 2025f; Wu
et al., 2025; Guo et al., 2025; Leong and Wu,
2024; Zhang et al., 2025a). Retrieval-augmented
generation (RAG) is a widely adopted approach
for supplementing the parametric knowledge of
LLMs with external information sources (Fang
et al., 2025; Liu et al., 2025a; Lu et al., 2025; Liu
et al., 2025b). Due to the imperfections of retriev-
ers, the retrieved information often fails to align
well with the LLM’s needs, which can negatively
impact LLM performance (Petroni et al., 2020; Shi
et al., 2023; Maekawa et al., 2024).

To enhance LLM-based RAG capabilities, some
studies focus on aligning retrievers with LLM
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needs (Shi et al., 2024; Lin et al., 2023) through
multi-step retrieval processes (Trivedi et al., 2023;
Jiang et al., 2023; Jeong et al., 2024; Shao et al.,
2023; Yu et al., 2023; Asai et al., 2024a; Du et al.,
2025b,b) and query reformulation (Ma et al., 2023;
Jeong et al., 2024). On the other hand, several
studies focus on enhancing the RAG capabilities
of LLMs by improving their robustness in noisy
retrieval contexts. Research such as (Chan et al.,
2024; Zhang et al., 2024b; Liu et al., 2024b; Yoran
et al., 2024) trains models with additional irrelevant
or noisy documents to better handle such scenarios.
However, these approaches consider only a limited
range of RAG scenarios. Furthermore, the lack of
a general RAG dataset forces many works, such as
RAFT (Zhang et al., 2024b), to fine-tune models
on task-specific datasets, leading to poor task gen-
eralization. This highlights the need for a dataset
that covers diverse RAG scenarios and tasks.

6.2 Instruction Data

With the development of LLMs (Zhao et al.,
2023; Zhang et al., 2024a; Leong et al., 2024;
Zhang et al., 2025¢e,c), the creation of instruction
datasets has been instrumental in enhancing the
instruction-following and generalization capabil-
ities of these models. Early initiatives, such as
(Mishra et al., 2022), introduced task-specific in-
structions to guide model behavior. Subsequent ef-
forts, including Super-Naturallnstructions (Wang
et al., 2022) and Unnatural Instructions (Honovich
et al., 2022), expanded the diversity and com-
plexity of these instructions. These datasets en-
abled LLMs like Alpaca (Taori et al., 2023) and
Dolly (Conover et al., 2023) to better align with
human intent through fine-tuning on structured
instruction-output pairs, fostering adaptability to
unseen tasks through varied instruction formula-
tions. Recent studies, such as WizardLM (Xu et al.,
2023b) and ShareGPT (OpenAl, 2023), have fur-
ther enhanced the generalization and richness of in-
struction datasets, significantly contributing to the
robust generalization capabilities of LLMs. There-
fore, RAG-Instruct inherits multiple high-quality
and rich instruction datasets, leveraging their ad-
vantages.

7 Conclusion

This work introduces RAG-Instruct, a method for
synthesizing diverse and high-quality RAG instruc-
tion data from any source corpus. It incorpo-

rates five RAG paradigms to capture diverse query-
document relationships and uses instruction simula-
tion to enhance data quality and diversity by lever-
aging existing datasets. Using this approach, we
construct a 40K instruction dataset from Wikipedia,
covering diverse RAG scenarios and tasks. For
future work, we plan to expand the instructions
in RAG-Instruct to incorporate chain-of-thought
(CoT) characteristics, enabling models to perform
planned retrieval based on the query.

Limitations

Granularity of RAG Paradigms While RAG-
Instruct introduces five distinct RAG query
paradigms to handle various query-document re-
lationships, this relationship is of a coarse granu-
larity. Specifically, the current set of paradigms
focuses on broad categories but does not explore
more granular or specialized paradigms that could
better capture nuanced retrieval tasks. For instance,
for multi-hop queries, the number of hops could be
specified, and relevance might have more granular
options. Expanding the range of RAG paradigms to
cover finer distinctions could enhance the model’s
ability to handle complex, diverse, and edge-case
retrieval situations, thereby improving its robust-
ness and performance.

Reliance on Synthetic Data  Our approach re-
lies on synthetic data generation, which inherently
carries the risk of introducing errors or biases, even
when using powerful large language models like
GPT-4. While the use of large-scale instruction
datasets such as SlimOrca and Evol Instruct im-
proves the diversity and quality of the generated
data, it is still possible for GPT-4 to produce flawed
or inconsistent RAG instructions that may nega-
tively impact downstream tasks. As synthetic data
generation becomes more prevalent, ensuring the
accuracy and reliability of such data remains an on-
going challenge, especially in high-stakes domains
where the correctness of information is critical.
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A Experimental Details

A.1 More Details of RAG-Instruct Dataset

Dataset Construction. Our RAG-Instruct cor-
pus is built using Wikipedia. Following the ap-
proach (Karpukhin et al., 2020), each document is
a disjoint text block of up to 100 words extracted
from a Wikipedia article. Following work (Shi
et al., 2023), we generate Wikipedia document em-
beddings.

For exemplar data, we select datasets such as
ShareGPT (Wang et al., 2023a), Alpaca (hin Che-
ung and Lam, 2023), WizardLM-70K (Xu et al.,
2023a), Lmsys-chat-1M (Zheng et al., 2023a), and
SlimOrca (Mitra et al., 2023). First, we remove
overly short, overly long, and low-quality data from
these datasets. Then, we randomly sample 120K
questions from the filtered data. Since RAG is
most effective in knowledge-intensive task scenar-
i0s (Maekawa et al., 2024, Shi et al., 2023), we use
GPT-4o to further filter for knowledge-intensive
instructions from these synthetic datasets. The spe-
cific prompt used is shown in Figure 5.

Detailed Statistics of RAG-Instruct Dataset.
We have included detailed statistics for the RAG-
Instruct dataset, including the number of questions,
average question lengths, average answer length,
average number of source documents, data source
distribution, and RAG scenario distribution. These
are presented in the Table 8.

Additionally, we report the API cost in construct-
ing RAG-Instruct, including the GPU hours used
for training and evaluation in Table 9.

A.2 More Details of Training and Inference

Training Details. We train our models using 8
Nvidia A800 GPUs, each with 80GB of memory.
All models are trained for 3 epochs with a total
batch size of 128, a peak learning rate of Se-6,
3% warmup steps, and linear weight decay. The
maximum token length is set to 4096 for all mod-
els. We leverage DeepSpeed Stage 3 (Rajbhandari
etal., 2020) for multi-GPU distributed training with
BFloat16 precision enabled. FlashAttention (Dao
et al., 2022) is employed to improve efficiency dur-
ing long-context training.

Inference Details. We conduct evaluations of our
RAG-Instruct and various baselines across a wide
range of downstream tasks, covering 11 tasks in
four major categories. Throughout these experi-
ments, we perform zero-shot evaluations, providing

task instructions without few-shot demonstrations.
For RAG-specific models, we follow the original
papers’ weights and prompts for inference. For our
model and other baselines, reasoning details and
prompts are provided in Table 18.

Open-Ended Tasks include three open-domain
question-answering datasets, WebQA (WQA) (Be-
rant et al., 2013), PopQA (PQA) (Mallen et al.,
2023), and TriviaQA-unfiltered (TQA) (Joshi et al.,
2017), where models are required to answer arbi-
trary questions based on factual knowledge. We re-
trieve the top 10 most relevant documents from the
corpus as candidate documents. Following (Asai
et al., 2024a), we evaluate the performance based
on accuracy, assessing whether gold answers are
included in the model output.

Closed-Set Tasks include two multiple-choice
question-answering datasets: OpenbookQA
(OBQA) (Mihaylov et al., 2018), PubHealth
(Pub) (Zhang et al., 2023) and ARC-Challenge
(ARC) (Clark et al., 2018). We retrieve the top
5 most relevant documents from the corpus as
candidate documents. Extract Match (EM) is used
as the evaluation metric, and results are reported
on the test set for both datasets.

Multi-Hop Tasks include three multi-hop question-
answering datasets: 2WikiMultiHopQA (2WIKI),
HotpotQA (HotQ), and Musique (MSQ). Follow-
ing (Chan et al., 2024), we adopt a reading compre-
hension setup for these datasets, using candidate
documents from their original sources. Each ques-
tion is linked to 10 passages, with only a few (2 for
HotQ and 2 or 4 for 2WIKI) being relevant. MSQ
is more challenging, requiring 2, 3, or 4 reasoning
hops to answer. We use accuracy as the evaluation
metric.

Domain-Specific Tasks include two datasets:
CFQA (Chen et al., 2022) in the financial domain
and PubMedQA (Jin et al., 2019) in the medical do-
main. For both, we adopt a reading comprehension
setup, utilizing the provided context as candidate
documents. Exact Match (EM) is used as the eval-
uation metric.

B Additionally Experiments

B.1 More Evaluation Datasets

Long-form QA Evaluation To explore the per-
formance of RAG-Instruct in more general sce-
narios, we conducted evaluations on the ASQA
dataset (Stelmakh et al., 2022). The results are
shown in Table 10. The metrics used for ASQA are
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Statistic QNum Avg. QLen. Avg. ALen. Avg. D, Num. Retrieved Docs Num. RAG Scenarios
RAG-Instruct 40000  22.1 (words) 81.2 (words) 2.65 10 5

Table 8: More detailed statistics about RAG-Instruct dataset.
Statistic API Cost ($) A800 GPU Hours (Training) A800 GPU Hours (Evaluation)
RAG-Instruct Construction 620 - -

Llama3.1-8B + RAG-Instruct -
Qwen2.5-7B + RAG-Instruct -
Llama3.1-70B + RAG-Instruct -
Qwen2.5-72B + RAG-Instruct -

26.4 53
24.7 53
288 24.8
294 25

Table 9: Model and Cost Statistics. We report the API cost in constructing RAG-Instruct, including the GPU hours

used for training and evaluation.

correctness (str-em), citation precision (pre), and re-
call (rec), following the settings of Self-RAG (Asai
et al., 2024a). The results demonstrate that our
RAG-Instruct exhibits strong generalization and
performs well in more general scenarios.
Additionally, Work (Dong et al., 2024) also at-
tempts to align RAG with instruction fine-tuning.
Compared to their approach, we argue that our
RAG-Instruct framework provides stronger advan-
tages in multi-hop RAG scenarios. As their model
is not publicly available, we evaluate our method
on the FollowRAG benchmark they proposed for
comparison. The results are presented in Table 11.
IF (Instruction Following) measures how well the
model adheres to atomic instructions, based on the
pass rate across samples. RAG evaluates the correct-
ness of the model’s outputs compared to gold an-
swers, using GPT-4o for scoring. As shown in the
table, our model consistently outperforms theirs,
particularly in multi-hop tasks such as HotpotQA.

Method ASQA (em) ASQA (pre) ASQA (rec)
Llama-3-Instruct-8B 43.8 62.9 66.4
Self-RAG (3-8b) 36.9 69.7 69.7
InstructRAG (3-8b) 47.6 65.7 70.5
RAG-Instruct (3-8b) 49.1 70.5 72.8

Table 10: Evaluation results on the ASQA dataset to
explore the generalization of RAG-Instruct in broader
scenarios. Metrics include correctness (str-em), citation
precision (pre), and recall (rec), following the settings
of Self-RAG.

B.2 Complete Ablation Study Results.

As shown in Table 12, removing the Instruction
Simulation process results in performance declines
across all tasks. The drop is smaller for open-ended
tasks (TQA) but significantly larger for closed-set
(ARC), multi-hop (HotP) tasks. We observe that

TriviaQA HotpotQA
IF RAG AVG IF RAG AVG

Llama3-8B-SFT-VIF-RAG 427 78.0 604 39.6 46.0 428
RAG-Instruct (3-8b) 453 805 629 424 529 477

Method

Table 11: Comparison of RAG-Instruct against Llama3-
8B-SFT-VIF-RAG on the FollowRAG benchmark. The
IF metric measures the pass rate of atomic instruction
following, and the RAG metric evaluates output cor-
rectness against gold answers using GPT-40 scoring.
RAG-Instruct outperforms the baseline, particularly in
multi-hop tasks like HotpotQA.

without Instruction Simulation, GPT-40 tends to
generate overly simple and uniform questions, re-
sembling open-ended ones, leading to minimal im-
pact on closed-set evaluation. However, the di-
verse formats of closed-set, multi-hop, and domain-
specific tasks, such as multiple-choice and multi-
hop reasoning, pose challenges that the model
struggles to handle. This highlights the critical role
of Instruction Simulation in enabling the model to
adapt to a wide variety of tasks.

Furthermore, we provide specific cases in Ap-
pendix B.5, demonstrating that Instruction Simu-
lation generates questions that closely resemble
exemplar questions, significantly enhancing diver-
sity compared to those produced without it. Given
the high quality and diversity of the synthesized
dataset, Instruction Simulation ensures both at-
tributes effectively.

B.3 Experiments on Different Retrieval
Source

To further explore the generalization of our method,
we investigate the impact of using different re-
trieval sources. Specifically, we further evaluate
our method on four single-hop QA tasks, includ-
ing ARC, PQA, TQA, and OBQA, utilizing Duck-
DuckGo, Wikipedia, and Bing Search as retrieval
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RAG Generated Question Gnerated Question
Paradigms o e (w.o. Instruction Sii ion) (w. Instruction Si i

[1] know and understand the Creed, the Lord's | What is the significance of | Claim: "It's important for some Christians that their |Claim: 'Baptism in some Christian traditions is considered
Prayer, and the Ten Commandments, and be | confirmation within The babies have a Baptism.”. Is the claim above correct, | necessary for salvation.' Is the claim above correct, and

0 able to answer the other questions in the Church of Jesus Christ of and can it be verified by human common sense and | can it be verified by human common sense and without a
Church Catechism. ... Latter-day Saints? without a web search? Options: yes - no web search? Options: - yes - no
[! ]vTh,C Rl BERET What role does the Songhua | Do these two sentences from wikipedia have the Select the main industrial highlight of Harbin:
China's biggest cities with nearly ten million | - ; ¢ ’ ] p r ! .

1 B A .. |River play in the capital of |same meaning? Choose your answer from: A) Textile Manufacturing B) Steam Turbine Production C
urban residents. It is also dependent on the its 4 o ) .

Heilongjiang? A no B.yes. The answer is: Agriculture

water supply. ...
[1] In Tier 2, the main purpose of progress Imagine you are designing a program that analyzes |Imagine you are an educational program designer tasked
monitoring is to determine whether " 5 factors like socio-economic status. The program with creating a comprehensive intervention strategy aimed
. . . . What is the main purpose of 5 i A 5 . A
interventions are successful in helping PP A should provide recommendations for study habits, |at improving student academic performance. What

2 . progress monitoring in Tier 3 3 5 R o B -
students learn at an.... > interventions? tutoring, while also ensuring ongoing monitoring | elements should be included in your strategy to ensure
[2] Entities receiving grant money are given a : and collaboration with teachers, families, and success, considering the different factors that can impact
fair amount of autonomy. Each plan devised.... community organizations. student learning outcomes?
[1] Soil moisture Current or past data ) Tell me the temperature, sunshine rate, rainfall, Summarize the main focus of the experiment and its
collection: Point framing, Above ground plant | Which plant genera are e : : ngo o 3

3 . o . R » humidity rate, soil type for handkerchief tree seed scope in one
traits, Soil moisture, Transplant experiments, | studied in the OTC plots? 8 .

& 3 A in bullets 2 words answer in number
Nutrients; (T ) seedling survival; ...
[1] facilitate data use by policy makers and
carchers. It provides statisti dards, ... | What role do population How can I generate a web page that displays a chart

[2] The birth rate percentages over the age of | pyramids play in comparing |showing the population growth rate of different How might data transformation influence the visualization

4 30 and under the age of 30 are also var... demographic trends across | countries using Python code? Can you provide me | of population statistics on a web platform?
[3] Data can also be transformed to make different countries? with some sample code to get started?
them easier to visualize. For example, suppose

Figure 4: Some cases of RAG-Instruct for each RAG scenario. We compare the generated questions with and

without using Instruction Simulation.

Open-ended Closed-set Multi-hop Domain-specific
WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed AVG
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)
RAG-Instructyox (Llama3.1-8B) 646 648 77.0 80.2 76.0 794 73.0 53.1 297 55.4 77.2 66.4
w.o. Simulationyok 634 63.1 759 74.2 714 704 62.5 477 250 47.4 70.4 61.1
Llama3.1-8B-Instruct w.o. Retrieval 59.3 283 63.1 60.2 62.0 64.1 49.6 339 10.6 - - 47.9
RAG-Instruct w.o. Retrieval 576 284 632 61.2 60.6 62.8 47.7 334  10.1 - - 473

Table 12: Ablation Study on RAG-Instruct. w.o. Simulation indicates the removal of the Instruction Simulation
process, while w.o. Retrieval indicates the performance in non-retrieval scenarios.

Method ARC PQA OBQA WQA AVG.(}) VAR.()
Self-RAG (Llama2-7B)
+ DuckDuckGo 72.1  56.7 76.4 48.1
+ WIKI 73.1 558 8.0 49.0 62.9 1.9
+ BingSearch 68.6 532 768 46.4
RQ-RAG (Llama2-7B)
+ DuckDuckGo 69.0 583 798 524
+ WIKI 683 57.1  80.6 56.5 65.2 1.6
+ BingSearch 689 556 88 574
RAG-Instruct (Llama2-7B)
+ DuckDuckGo 75.1  63.0 74.4 68.1
+ WIKI 748 624 714 67.2 69.7 0.7
+ BingSearch 755 638 720 69.0

Table 13: Performance comparison of different retrieval
sources. AVG. represents the mean, and VAR. repre-
sents the variance.

sources during inference. As shown in Table 13,
our RAG-Instruct method demonstrates strong re-
silience to changes in retrieval sources compared
to Self-RAG and RQ-RAG. We use the official API
to obtain retrieval results.

While Self-RAG, primarily curated using
Wikipedia, shows notable performance drops (3-
5%) when switching to Bing Search (with a vari-
ance of 1.9), and RQ-RAG similarly experiences
performance inconsistencies (variance of 1.6), our
RAG-Instruct method exhibits minimal perfor-
mance fluctuations across different data sources.
Specifically, the average performance of RAG-

Instruct remains consistently high (69.7) with a
variance of only 0.7, even when employing Duck-
DuckGo, Wikipedia, or Bing Search for retrieval.

This demonstrates that RAG-Instruct not only
achieves higher overall performance but also main-
tains exceptional robustness and stability across
diverse retrieval sources, highlighting its superior
generalization capabilities compared to existing
methods.

B.4 Experiments on Different Retrievers

To further explore the generalization of RAG-
Instruct across different retrievers, we also conduct
experiments with the BM25 retriever (Robertson
et al., 2009), and the results are shown in Table 14.
The results indicate that our RAG-Instruct demon-
strates excellent generalization across various re-
trievers.

B.5 Synthetic Data Cases.

We provide specific synthetic data cases, as shown
in Figure 4. For each RAG scenario, our synthetic
data closely aligns with the particular requirements
of that scenario. Additionally, we demonstrate
that Instruction Simulation generates questions that
closely resemble exemplar questions, significantly
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Open-ended Closed-set Multi-hop Domain-specific
WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)
Llama-3.1-8B 537 524 588 64.1 562 61.6 550 451 283 553 68.0

Llama-3.1-8B +RAG-Instruct  62.7 584  65.2 70.2

712 79.6 60.3 524 30.7 56.5 72.0

Table 14: Performance on BM25 retriever. Bold indicates the best experimental results. The datasets were fine-tuned

using identical hyperparameters.

enhancing diversity compared to those produced
without it. Given the high quality and diversity
of the synthesized dataset, Instruction Simulation
effectively ensures both attributes.

B.6 The effect of RAG-Instruct on Model’s
General Capabilities.

To evaluate the impact of fine-tuning on the RAG-
Instruct dataset on the model’s general capabilities,
we conducted systematic evaluations on two rep-
resentative and challenging general benchmarks:
MMLU and MMLU-Pro. Specifically, we fine-
tuned the Llama3.1-8B model, and the detailed
experimental results are presented in Table 15. As
shown in the table, our RAG-Instruct enhances
the capabilities of RAG without compromising the
model’s general capabilities.

Accuracy
Model MMLU-Pro  MMLU
LLaMA3.1-8B-Instruct 45.7 70.2
Llama-3.1-70B-Instruct 67.6 82.8
Llama3-8B + RAG-Instruct 442 72.5
Llama3-70B + RAG-Instruct 65.6 83.4

Table 15: Model Performance for RAG-Instruct trained
with Llama3.1-8B on MMLU and MMLU-Pro.

B.7 Integration with General Instruction
Datasets

As RAG-Instruct serves as an instruction-
tuning dataset, its integration with other general
instruction-tuning datasets is essential. To validate
this, we conducted experiments by mixing RAG-
Instruct with general instruction datasets during
the training of Llama3.1-8B-base. Specifically,
we sampled 5k data points from Evol-Instruct,
ShareGPT, SlimOrca, and Alpaca, combining them
with RAG-Instruct, resulting in a total of 60k data
points for fine-tuning. We then evaluated the model
in both RAG and non-RAG scenarios. As shown
in Table 16, our results demonstrate that: (1) RAG-
Instruct effectively enhances the model’s RAG ca-
pabilities, even when mixed with other instruction

datasets. (2) Mixing RAG-Instruct with general in-
struction data slightly improves the model’s general
instruction-following abilities, but it also slightly
diminishes its RAG capabilities.

We plan to explore in future work the integration
of RAG-Instruct with other types of instruction
data, including more detailed investigations into
the optimal mixing ratios and other related factors.

C Detailed Prompts in our Experiments

C.1 Prompts for dividing the datasets into five
RAG scenarios.

To explore the performance of RAG methods across
five different scenarios, we use GPT-40 to catego-
rize questions from two QA datasets: Single-hop
QA (TriviaQA) and Multi-hop QA (HotPotQA),
into relevant subsets based on the defined RAG
scenarios. The prompts used for categorization are
shown in Figure 6 (Single-hop QA) and Figure 8
(Multi-hop QA). The final data volume for each
subset is shown in Table 17.

C.2 Prompts for synthesizing data for five
RAG scenarios.

We construct five RAG paradigms as described
in Figure 9-13. To generate data for each RAG
paradigm, we simply provide the randomly selected
source documents <Documents> and the simulated
instruction <Simulated Instruction>.
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Open-ended Closed-set Multi-hop Domain-specific

WQA PQA TQA OBQA Pub ARC 2WIKI HotP MSQ CFQA PubMed AVG
(acc) (acc) (acc) (EM) (EM) (EM) (acc) (acc) (acc) (EM) (EM)

RAG-Instruct with Retrieval 69.7 684 80.0 84.4 772 799 79.3 564 337 57.8 77.0 69.5
Mixed-data with Retrieval 68.8 683 79.1 84.7 77.5  79.1 76.8 574 338 56.8 76.2 68.9
Llama3.1-8B-Instruct w.o. Retrieval 59.3 283 63.1 60.2 62.0 64.1 49.6 339 10.6 - - 47.9
Mixed-data w.o. Retrieval 589 299 64.1 60.2 61.2  63.0 48.5 332 105 - - 47.7
RAG-Instruct w.o. Retrieval 576 284 632 61.2 60.6 62.8 47.7 334 10.1 - - 473

Table 16: The effect of mixing RAG-Instruct with general instruction data. "Mix-data" refers to the combination of
20K general instruction data with RAG-Instruct. All experiments are based on training the Llama3.1-8B model.

TriviaQA(Single-hop QA) HotpotQA (Multi-hop QA)
Helpful Midhelpful Helpless Helpful Midhelpful
Mumber of Data 5628 894 791 4015 3390

Table 17: Detailed information on dataset subsets categorized into five RAG scenarios.

Knowledge-Intensive Data Selection Prompt

{Question}
Please determine if retrieving external information would help answer the above question. If it helps, answer "True", otherwise
answer "False".

Figure 5: The prompt of filtering knowledge-intensive instructions from synthetic datasets

Dividing Prompt for Single-hop Question.

Documents:
{Doucments}

Question:
{Question}

Answer:
{Answer}

Based on the question and its answer, along with the provided documents, carefully review the documents to assess their
overall usefulness in answering the question. Avoid evaluating each document individually; instead, consider the documents
as a whole. Choose the most accurate option based on how much the documents contribute to the answer: 1. Very helpful:
The answer is directly provided in the documents. 2. Partially helpful: The documents offer supporting information or clues
but do not provide an explicit answer. 3. Not helpful: The documents do not contribute to answering the question. Please
directly respond with only the chosen option (1, 2, or 3).

Figure 6: The prompt for dividing the single-hop question answering datasets into five RAG scenarios.
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Task Template

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS?}

Open-ended Please refer to the documents above and answer the following question:
{QUESTION}
### Response:
Domain-specific
### Instruction:

Reference Document:
{RETRIEVED DOCUMENTS}
OBQA & ARC Given four answer candidates, A, B, C and D, choose the best answer choice for the question.
Please refer to the documents above and answer the following question:
{QUESTION (Including Options) }
### Response:

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
Pub (FEVER) Is the following statement correct or not? Say true if it’s correct; otherwise, say false.
Please refer to the documents above and answer the following question:
{QUESTION}
### Response:

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}

Multi-h . .
uit-nop Please refer to the documents above and answer the following question:
{QUESTION}
### Response:
Domain-specific
### Instruction:

Reference Document:
{RETRIEVED DOCUMENTS}
CFQA Please refer to the documents above and answer the following question:
{PREVIOUS QUESTIONS ANSWERS}
{QUESTION}
### Response:

### Instruction:
Reference Document:
{RETRIEVED DOCUMENTS}
PubMed Please refer to the documents above and answer the following question:
Answer the question with “yes” or “no” or “maybe”.
{QUESTION}
### Response:

Table 18: Prompt templates in our Evaluation. For Open-ended and Close-set datasets, RETRIEVED DOCUMENTS
are sourced from the retrieval corpus (e.g., Wikipedia). For Multi-hop and Domain-specific datasets, RETRIEVED
DOCUMENTS come from the context provided in datasets.

3885



Prompt for QA Pair Quality Check

Document:
{Document}

Question:
{Question}

Answer:
{Answer}

RAG Scenario:
{RAG Scenario}

Simulated Task Question:
{Simulated Task Question}

You are an expert Al assistant tasked with evaluating the quality of the above question and answer, given the retrieved
document, the specified RAG scenario, and the simulated task question. Please examine whether the question answer pair
exhibits any of the following issues:

Issue 1: The question is vague, incomplete, or logically incoherent.

Issue 2: The answer does not respond to the question.

Issue 3: Check strictly whether the question and answer align with the given RAG scenario. If they do not, please identify the
inconsistency.

Issue 4: The question significantly deviates from the expected format or purpose of the provided simulated task.

Issue 5: The question or answer contains content that is ethically inappropriate, harmful, or poses safety risks.

If the question and answer pair has none of the five issues above, return true; otherwise, return false. Please format your
output as follows:

{
"is_passed”: true/false,
"explanation”: "Brief explanation if any issues are present; otherwise, leave empty or use ’None’."

}

\

Figure 7: The prompt used to identify five types of quality issues in QA pairs for RAG-Instruct.

Dividing Prompt for Multi-hop Question.

Documents:
{Doucments}

Question:
{Question}

Answer:
{Answer}

Based on the question and answer provided, carefully review the given documents and assess their overall usefulness in
addressing the question. Avoid evaluating each document individually; instead, consider the documents as a whole. Choose
the most accurate option based on how much the documents contribute to the answer: 1. Very helpful: The answer can be
directly derived from multiple documents. 2. Partially helpful: The documents offer supporting information or clues but do
not provide an explicit answer. It needs further reasoning or more knowledge. Please directly respond with only the chosen
option (1, or 2).

Figure 8: The prompt for dividing the multi-hop question answering datasets into five RAG scenarios.
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Useless Doc ()

<Documents>
[1] {<Document 1>}
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,
instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):

1. g* should be related to the <Documents>, but the <Documents> can not provide any useful information for answering q*.
2. a* should be able to answer q*, ensuring that the response a* is accurate, detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:

<Simulated Instruction>

{<Simulated Instruction>}

</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

. J

Figure 9: The prompt for synthesizing Useless Doc (rg) data.

Single-Doc Support (77)

<Documents>
[1] {<Document 1>}
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,
instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):

1. <Documents> can support q* by providing useful information or hints, but they do not contain explicit answers.

2. a* should use useful information from <Documents> to aid in answering q*, ensuring that the response is accurate,
detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:

<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

Figure 10: The prompt for synthesizing Single-Doc Support (r|) data.

3887



Multi-Doc Support (r;)

<Documents>

[1] {<Document 1>}
[2] {<Document 2>}
[3]...

</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question gq* can take various forms, not limited to questions with a question mark, but also including statements,
instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):

1. Multiple documents within <Documents> can support q* by providing useful information or hints, but they do not contain
explicit answers.

2. a* should use useful information from <Documents> to aid in answering q*, ensuring that the response is accurate,
detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:

<Simulated Instruction>

{<Simulated Instruction>}

</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

. J

Figure 11: The prompt for synthesizing Multi-Doc Support () data.

Single-Doc Answer (73)

<Documents>
[1] {<Document 1>}
</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,
instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):

1. Ensure that q* can be answered directly using the content of <Documents>, meaning its answer can be fully derived from
<Documents>.

2. a* should use the information from <Documents> to answer q* accurately, ensuring that the response is accurate, detailed,
and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:

<Simulated Instruction>
{<Simulated Instruction>}
</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

Figure 12: The prompt for synthesizing Single-Doc Answer (r3) data.
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Multi-Doc Answer (r4)

<Documents>

[1] {<Document 1>}
[2] {<Document 2>}
[3]...

</Documents>

Your task is to generate an English question q* and a corresponding response a* based on the provided <Documents>. Please
note that the question q* can take various forms, not limited to questions with a question mark, but also including statements,
instructions, and other formats. You need to follow the requirements below to generate the q* and a* (RAG Paradigms):

1. The answer to q* can be derived from multiple documents within <Documents>, involving multi-hop reasoning or the
integration of information from several documents.

2. a* should leverage the information in <Documents> to provide an accurate answer to q*, ensuring that the response is
accurate, detailed, and comprehensive.

Additionally, to ensure diversity, richness, and high quality in the question q* you generate, we will randomly provide a
question for you to emulate. In other words, while satisfying the requirements above, make q* similar in task requirement
and expression to the <Simulated Instruction> below:

<Simulated Instruction>

{<Simulated Instruction>}

</Simulated Instruction>

Please directly generate the question-answer pair (q*, a*) following all the rules above in the format of {"q*": ..., "a*": ...}.
Ensure the quality of the generated (q*, a*).

.

Figure 13: The prompt for synthesizing Multi-Doc Answer (r4) data.
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