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Abstract

To enable broader deployment of Large Lan-
guage Models (LLMs), it is essential to identify
the best-performing model under strict mem-
ory constraints. We present AMQ, Automated
Mixed-Precision Weight-Only Quantization, a
framework that assigns layer-wise quantization
bit-widths to optimally balance model quality
and memory usage. However, the combinatorial
search space, with over 101°%Y possible config-
urations, makes conventional black-box opti-
mization infeasible. AMQ overcomes this chal-
lenge through four key innovations: (1) search
space pruning using prior knowledge to ex-
clude unpromising configurations, (2) quanti-
zation proxy to bypass costly format conver-
sions during search, (3) quality predictor to
minimize evaluation overhead, and (4) itera-
tive search-and-update strategy for fast and
stable convergence. By integrating these com-
ponents, AMQ efficiently explores the quality-
efficiency landscape, reaching the Pareto fron-
tier and yielding LL.Ms that are both compact
and high-performing. Our code is available at
https://github.com/dlwns147/amq.

1 Introduction

Weight-only quantization is a powerful optimiza-
tion technique for large language models (LLMs),
significantly reducing memory usage and alleviat-
ing performance bottlenecks by lowering the bit-
width of model weights. Recent advances (Frantar
etal., 2022; Lin et al., 2024; Chee et al., 2024) have
demonstrated that even 4-bit quantization can pre-
serve model accuracy. However, pushing below 4
bits often leads to substantial accuracy degradation
due to increased quantization error. This raises a
critical question: “Given a fixed memory budget,
how can we compress an LLM to achieve the
best possible performance?”
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Figure 1: (Top): Trade-off between memory usage
and average zero-shot accuracy on ARC-Easy, ARC-
Challenge, PIQA, HellaSwag, WinoGrande, and BoolQ.
(Bottom): Inference speed. See Section 4 and Ap-
pendix C for more details.

Building on this motivation, our study investi-
gates the Pareto frontier of weight-only quantiza-
tion to maximize model quality under a fixed mem-
ory budget. A key observation is that quantization
sensitivity varies widely across models, modules,
and layers, indicating that fine-grained bit-width
allocation can open up a new possible solution, en-
hancing the quality-efficiency trade-off. However,
this flexibility comes at a cost: it dramatically en-
larges the configuration space, posing a key yet
largely unexplored challenge, how to efficiently
identify the optimal configuration within such a
vast search space.

This problem can be formulated as a discrete
combinatorial optimization task, which is known
to be NP-complete. A common strategy is to apply
black-box optimization methods such as simulated
annealing or genetic algorithms (Kirkpatrick et al.,
1983; Golberg, 1989). However, these methods are
impractical in our context. Due to the massive scale
of LLMs, even converting between different bit-
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width formats can take several hours. Moreover,
evaluating model quality on a full validation set is
computationally expensive, often requiring thou-
sands to millions of iterations per configuration.
Consequently, despite aggressive evaluation prun-
ing, black-box approaches remain prohibitively
costly and unsuitable for real-world deployment.

To address these limitations, we propose AMQ,
Automated Mixed-Precision Weight-Only Quanti-
zation, a novel framework that automatically iden-
tifies the optimal quantization configuration for
any given model, maximizing accuracy and exe-
cution efficiency within a fixed memory budget,
without requiring expert intervention. AMQ is built
upon four key innovations: (1) search space prun-
ing based on prior knowledge to eliminate un-
promising configurations, (2) quantization proxy
to avoid costly bit-width format conversions dur-
ing the search, (3) quality predictor to reduce
evaluation overhead, and (4) iterative search-and-
update strategy that enables fast and stable con-
vergence. Together, these techniques make black-
box optimization tractable, allowing AMQ to dis-
cover near-optimal configurations for fine-grained
LLMs quantization. Extensive experiments show
that AMQ consistently outperforms existing meth-
ods in accuracy under the same memory constraints,
while also delivering the highest throughput, as il-
lustrated in Figure 1.

2 Related Works

2.1 Weight-only Quantization

Weight-only quantization for LLMs reduces model
memory usage, addressing hardware constraints
and improving inference speed. GPTQ (Frantar
et al., 2022) and AWQ (Lin et al., 2024) success-
fully minimized performance degradation while
reducing model weights to 3-bit or 4-bit precision.
However, these approaches rely on fixed-precision
quantization, making them less adaptable to di-
verse memory environments. The advanced mixed-
precision quantization (Huang et al., 2024a; Shang
et al., 2023; Lee et al., 2024b; Huang et al., 2024b;
Kim et al., 2023; Lee et al., 2024a), which assigns
different bit precisions to specific groups or chan-
nels within linear layers based on weight distribu-
tion, has further improved performance. However,
these methods require irregular data access due to
mixed precision, making it challenging to achieve
actual speedup in real-world deployment.
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Figure 2: Quantization sensitivity of Llama 2 7B per
linear layer with HQQ. Result is the perplexity on the
WikiText-2 test set.

2.2 Model Compression with Varying Targets

Recent research has focused on model compres-
sion techniques that allow LLMs to be flexibly
adjusted to accommodate various memory restric-
tions. LLM-MQ (Li et al.) and CMPQ (Chen et al.,
2024) perform mixed-precision quantization at the
linear or channel level to match variable target bits,
while sharing the common problem of irregular pat-
tern from mixed precision. BitStack (Wang et al.,
2024) stores weights using low-rank decomposition
and reconstructs them by loading residual blocks
within memory constraints. It is an alternate ap-
proach supporting various compression targets, but
the weight reconstruction process slows down in-
ference notably.

2.3 AutoML for Neural Architecture Search

Neural architecture search (NAS) is a prominent
branch of research within the field of AutoML,
offering various solutions to combinatorial opti-
mization problems, which align closely with our
own research. To identify neural network architec-
tures within a discrete space that optimize accuracy
and performance, numerous studies have explored
black-box optimization methods and differentiable
approaches (Zoph, 2016; Pham et al., 2018; Real
et al., 2019; Tan and Le, 2019). Among these, we
drew significant inspiration from research based
on neural predictors (Wen et al., 2020; Wan et al.,
2020; White et al., 2021). In particular, the qual-
ity predictor serves as a key common element that
substantially reduces search costs. However, our
unique contribution lies in additional ideas that con-
sider the characteristics of quantization, which is
also highly important to make AMQ feasible.

3 Method

The primary objective of this work is to make the
search for optimal quantization configurations com-
putationally feasible. To effectively navigate the
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trade-off between memory and accuracy, we aim to
construct a Pareto frontier over various bit-width
combinations. NSGA-II (Deb et al., 2002), a ge-
netic algorithm-based method, is well-suited for
this task, as it efficiently explores Pareto-optimal
solutions across multiple objectives. If search over
the configuration space is tractable, one can simply
select the most accurate model within the given
memory budget from the resulting Pareto frontier.
However, in practice, the search process requires
hundreds of thousands of quantization/evaluation
runs, resulting in prohibitive costs. This section
identifies the key sources of this overhead and in-
troduces four core ideas designed to mitigate it.

3.1 Search Space Design

A key step in making the search efficient is to
carefully define the configuration space. While
finer-grained quantization (e.g., per-weight or per-
channel) may offer more optimal configurations, it
dramatically increases the number of meaningless
candidates and raises the risk of suboptimal conver-
gence. In addition, such granularity often breaks
hardware-friendly memory access patterns, leading
to significant slowdowns during inference.

To strike a balance between flexibility and ef-
ficiency, we adopt layer-wise bit-width as the
core unit of our search space. This design aligns
well with hardware execution and offers sufficient
expressiveness for mixed-precision strategies. As
shown in Figure 5, our empirical analysis shows
that applying different bit-widths within a single
linear layer (Huang et al., 2024b) introduces irregu-
lar memory access, causing considerable inference
latency with only marginal gains in quality. Instead,
assigning a single bit-width, chosen from 2, 3, or 4
bits, to each linear layer, using grouped quantiza-
tion (Lin et al., 2024), provides a good trade-off: it
preserves high-quality representations while main-
taining a rich search space. For example, Llama
2 7B (Touvron et al., 2023) has 224 linear layers,
yielding a search space size of 322 ~ 10'%6 possi-
bilities. For the group size of 128, the range of our
search space is [2.25, 4.25].

3.2 Space Pruning via Prior Knowledge

However, the vast configuration space contains
many low-quality candidates that are unlikely to
contribute to an optimal solution. Our analysis re-
veals substantial variation in quantization sensitiv-
ity across linear layers. As shown in Figure 2, in-
dividually quantizing a single layer to 2-bit, while

Quantization Proxy
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Figure 3: Illustration of activation-dependent vs.
activation-independent quantization and Quantization
Proxy.

keeping all others at 4-bit, results in widely varying
degrees of perplexity degradation. This suggests
that some layers are highly sensitive and should re-
main at higher precision (e.g., 4-bit), while others
are robust enough to tolerate lower bit-widths.

Based on this observation, we propose a sim-
ple yet effective strategy to refine the search space
by pruning configurations unlikely to yield high-
quality results. However, overly aggressive pruning
risks eliminating promising candidates. To miti-
gate this, we adopt a conservative filtering criterion.
We first measure per-layer sensitivity using a small
calibration set, following the aforementioned pro-
cedure. Layers with sensitivity exceeding twice the
median are treated as outliers and fixed to 4-bit
precision; the remaining layers define the active
search space. This model-aware pruning approach
substantially reduces search complexity while pre-
serving flexibility. For Llama 2 7B, 13B, and 70B,
only 4, 3, and 5 layers are excluded, corresponding
to just 1.8%, 1.1%, and 0.9% of all linear layers,
respectively. Despite its simplicity, this modifica-
tion leads to a notable gain, as demonstrated in
Section 5.2.

3.3 Quantization Proxy

One of the key challenges in layer-wise mixed-
precision search is the high computational cost of
generating quantized model representations. For
example, the widely used AWQ (Lin et al., 2024)
takes approximately 1.5 hours on a single A100
GPU to convert the FP16 weights of a 70B model
into 4-bit precision. Additionally, AWQ employs an
activation-dependent quantization scheme in which
each layer’s quantization depends on the activation
results of preceding layers. Consequently, every
distinct bit-width configuration requires a separate,
end-to-end conversion process.

While activation-dependent quantization tech-
niques achieve state-of-the-art model quality, their
computational cost makes them impractical for di-
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rect use within a search process. To address this
limitation, we propose a quantization proxy, a
lightweight approximation that assembles a quan-
tized model by selecting precomputed versions of
each linear layer based on the desired bit-width
configuration, as illustrated in Figure 3. The mo-
tivation behind this approach is formalized in the
following theorem:

Theorem. Let X be the bit-width search space
with size function S : X — Ry and injective
model-quality scores (Q1,Q2 : X — R, where
Q1 corresponds to proxy quantization and Q2 to
activation-dependent quantization. If

Q1(r) < Q1(y) = Qa(r) < Q2(y)

for all x,y € X, then the Pareto frontier for
(Q1,S) coincides with that for (Q2, S).

The proof of the theorem is provided in Ap-
pendix A. To apply this proxy-based approach,
we evaluate several existing quantization meth-
ods and identify HQQ (Badri and Shaji, 2023),
an activation-independent technique that quan-
tizes weights without requiring activation data, as
a strong candidate. As shown in Figure 6, the
Pareto frontier obtained using HQQ closely aligns
with those derived from activation-dependent meth-
ods such as GPTQ and asymmetric clipping

PPL of AWQ PPL of GPTQ
Figure 6: WikiText-2 perplexity (PPL) of HQQ, asym-
metric clipping AWQ, and GPTQ on Llama 2 7B, eval-
uated over a randomly sampled 20% of Pareto frontiers
identified by AMQ.

AWQ (Gong et al., 2024). This implies that we can
search for optimal configurations using HQQ, and
then transfer the resulting bit-width assignments
to GPTQ or AWQ for final deployment. To lever-
age the activation-independent nature of HQQ, we
precompute each linear layer at 2-, 3-, and 4-bit pre-
cision. Given any target configuration, a quantized
model can be efficiently assembled by selecting the
corresponding precomputed layers. This approach
significantly reduces computational overhead while
preserving the quality of solutions discovered dur-
ing the search.

3.4 Quality Predictor

To efficiently guide the search, we assess model
quality using logit similarity, based on the intuition
that a quantized model retains quality if its output
distribution remains close to that of the original.
Specifically, we measure the Jensen—Shannon di-
vergence (JSD) between the logits of the quantized
model and that of the original model.

Although computing JSD requires only a for-
ward pass, evaluating each quantized model over
the full dataset remains expensive, especially when
scaling to thousands of configurations. To miti-
gate this overhead, we introduce a surrogate quality
predictor that estimates model performance using
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a small set of JSD-labeled samples. We adopt a
Radial Basis Function (RBF) model (Baker et al.,
2017), which predicts the expected quality of un-
seen configurations during the search. Leveraging
this model, we can rapidly evaluate hundreds of
thousands of configurations. However, since the
predictions are approximate, the resulting Pareto
frontier may contain errors. These inaccuracies are
mitigated through the iterative search-and-update
process described below, ensuring that model qual-
ity is preserved despite the use of the predictor.

3.5 Iterative Search-and-update

Building on the proposed quantization proxy and
quality predictor, we apply NSGA-II to search for
optimal bit-width configurations. Figure 4 illus-
trates the complete AMQ pipeline, and the corre-
sponding pseudo-code is provided in Algorithm 1.

The process begins with search space pruning to
eliminate unpromising candidates. We then per-
form random sampling, evaluating hundreds of
configurations to initialize the archive, a set of
observed samples, which is used to train the ini-
tial quality predictor. Next, NSGA-II explores the
Pareto front, optimizing two objectives: the model
quality (estimated by the quality predictor) and the
average bit-width (as a proxy for memory usage).

The candidate solutions found by NSGA-II are
then evaluated to obtain their true quality scores,
which are used to update the archive. The quality
predictor is retrained on this updated archive, and
the search process is repeated for a fixed number
of iterations. Finally, the best configuration that
satisfies the memory constraint is selected.

This iterative pipeline ensures that the predic-
tor is continuously refined using high-quality sam-
ples discovered during the search. As a result, both
performance estimation and solution quality im-
prove over time, enabling efficient exploration of
the quantization search space.

4 [Experiments

To validate the superiority of AMQ, we conducted a
series of analyses and experiments using the Llama
2 model family (Touvron et al., 2023), ranging
in size from 7B to 70B. Also, we further provide
the experimental results on Llama 3.1 8B, 70B
(Grattafiori et al., 2024), Qwen2.5-7B, 14B (Yang
et al., 2024) and Mistral 7B v0.3 (Jiang et al., 2023)
in Appendix H. We employed 128 samples from
the WikiText-2 train set (Merity et al., 2016) as

the calibration set to measure the sensitivity and
evaluate the models identified during the search.

To assess the effectiveness of the bit configu-
rations discovered by AMQ, we utilized AWQ
(Lin et al., 2024), a well-established weight-only
quantization method, following its original set-
tings except for asymmetric clipping (Gong et al.,
2024). AMQ utilized a group size of 128 for search
and performance evaluation. We further compared
AMQ with PB-LLM (Shang et al., 2023) and Bit-
Stack (Wang et al., 2024) under varying memory
constraints, and also with fixed-precision quantiza-
tion methods, GPTQ and AWQ.

We evaluate the optimized models by report-
ing language-modeling perplexity (PPL) on the
WikiText-2 test set and the C4 validation set (Raf-
fel et al., 2020). For zero-shot performance, we
use the LM-Evaluation-Harness (Gao et al., 2024)
on six benchmarks: ARC-Challenge, ARC-Easy
(Clark et al., 2018), PIQA (Bisk et al., 2020), Hel-
laSwag (Zellers et al., 2019), BoolQ (Clark et al.,
2019), and WinoGrande (Sakaguchi et al., 2021).
To probe more demanding tasks, we further eval-
uate 5-shot MMLU (Hendrycks et al., 2020) and
GSMBSK (Cobbe et al., 2021). We also report infer-
ence throughput as the median tokens per second
when generating 128 tokens with batch size 1. Ad-
ditional details are provided in Appendix C.

4.1 AMQ vs. Any-Size Compression

Table 1 shows the perplexity and zero-shot task per-
formance of the optimized models under varying
memory budgets and models using AMQ, BitStack,
and PB-LLM. AMQ consistently outperforms Bit-
Stack across multiple bit-width settings and model
scales. At extremely low precision (e.g., 2.5 bits),
AMQ achieves the best average zero-shot accuracy
among all methods. Notably, for the 70B model at
3.5 bits, AMQ retains up to 99.18% of the FP16
model’s average zero-shot performance. Even with
0.5 fewer bits, AMQ matches or exceeds the perfor-
mance of the 3.5 bits baselines over different model
scales, demonstrating its robustness. As shown in
Figure 1, AMQ consistently outperforms baselines
across all bit levels. Moreover, Table 2 shows that
AMQ consistently outperforms BitStack on 5-shot
MMLU and GSMS8K across models, demonstrating
superior performance on challenging tasks. This
highlights the efficiency and generalization capa-
bility of our search strategy.

35525



Model‘ %ﬁg‘) ‘%‘i’tgs"MethodHWikiZQ) c4(¢)HARC-e(T) ARC-c(1) PIQA(T) HellaS.(1) WinoG.(1) BoolQ() Avg.()
‘ 12,853 ‘ 16 ‘ FP16 H 5.47 7.26 H 74.58 46.25 79.11 76.00 69.22 77.77 70.49
PB-LILM 24.53 32.05 37.50 23.04 58.00 34.25 51.85 61.77 44.40

2,431 2.5 | BitStack 8.92 12.09 55.56 33.62 72.31 61.85 63.77 72.35 59.91

AMQ 9.24 12.37 58.88 36.86 73.50 65.01 62.75 66.39 60.56

7B PB-LLM 11.60 14.81 53.20 29.10 70.02 53.82 61.72 71.31 56.53
2817 | 30 |BiStack | 746  1013|| 6216 3763 7481 6696 6638 7382  63.63

AMQ | 683 903 | 6822 4172 7655 7127 6732 6844 6559

PB-LLM 7.90 10.40 62.75 36.60 74.92 65.43 67.80 77.25 64.12

3,203 | 3.5 | BitStack 6.72 9.04 64.06 40.44 76.17 69.61 67.88 75.11 65.54

AMQ | 595 790 | 7155 4420 7786 7392 6906 7388 6841

‘ 24,826 ‘ 16 ‘ FP16 H 4.88 6.73 H 77.53 49.15 80.52 79.37 72.30 80.55 73.23
PB-LLM 32.70 42.50 42.05 24.15 61.48 35.95 53.28 62.39 46.55

4408 | 25 |BitStack | 746 1013 | 6789 3823 7573 6689 6725 7526 6521

AMQ | 688 946 | 6738 4019 7709 7111 6938 7716  67.05

13B PB-LLM 9.57 13.30 63.55 37.71 75.46 62.77 68.27 73.09 63.48
5164 | 30 |BitStack | 633 873 || 7437 4437 7726 7193 6946 7810  69.25

AMQ | 568 780 | 7218 4539 7835 7602 7032 7957 7031

PB-LLM 6.79 9.44 68.48 41.81 77.86 71.35 71.98 80.58 68.68

5020 | 35 |BiStack | 576 793 || 7567 4556 7862 7361 7119 8058 7087

AMQ | 520 713 | 7584 4889 8025 7767 7222 7904 7234

‘ 131,591 ‘ 16 ‘ FP16 H 3.32 5.71 H 81.02 57.25 82.70 83.78 77.98 83.79 77.75
21.403 | 2.5 BitStack 491 7.43 76.73 51.11 79.82 77.25 75.93 76.70 72.92

: S UAMQ | 490 725 | 7702 5128 80.03 7784 7561 8073 7375

70B 25483 | 3.0 BitStack 4.34 6.69 78.83 54.78 81.56 79.81 76.72 80.95 75.44
TS : AMQ 4.01 6.29 78.54 55.80 81.77 81.31 75.45 83.46 76.05

o563 | 35 |BiStack|| 395 630 || 7971 5623 8199 8106 7751 8248 7650

563 |35 | UAMQ | 362 593 || 7980 5768 8221 8280 7719 8297 7711

Table 1: Evaluation of Llama 2 7B/13B/70B models compressed by AMQ, BitStack and PB-LLM at average bit
widths of 2.5, 3.0, and 3.5, showing WikiText-2 and C4 dataset perplexity (PPL) alongside zero-shot tasks accuracy.

PB-LLM is excluded due to lack of 70B model support.
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LLM.
4.2 Inference Acceleration

As illustrated in Figure 8, weight decomposition-
based compression methods (BitStack) suffer from
the overhead of weight reconstruction during in-
ference. In contrast, AMQ customizes kernels for
each linear layer based on its bit configuration, re-
sulting in up to 2.67x speedup compared to FP16
on the L40S GPU for Llama 2 7B. For Llama 2
13B, AMQ achieves an even higher speedup of
3.16x. Moreover, AMQ delivers high-speed in-
ference while maintaining a small memory foot-
print, making it particularly effective in memory-
constrained environments such as the RTX 3090.

4.3 AMQ vs. Fixed-Precision Quantization

We compared the performance of AMQ with ex-
isting quantization methods, GPTQ and AWQ,
which using iso-precision over all layers. Table 3
presents the perplexity and average zero-shot ac-
curacy across bit-widths ranging from 2.25 to 4
bits. AMQ consistently matches or surpasses uni-
form quantization, validating the effectiveness of
its discovered bit configurations. For Llama 2 7B,
AMQ maintains stable accuracy at 2.35 bits, while
GPTQ and AWQ degrade sharply at 2.25 bits. It
remains robust at 3 bits and competitive even at 4
bits across model sizes. On Llama 2 13B, AMQ
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- - AMQ 568  7.80 | 7031
|28,171| 16 | FP16 || 79.85  87.72 ‘ GPTQu30128|| 548 749 || 70.89
BitStack | 60.24 34.95 5,542 | 3.25 | AWQuz3g128 | 5.32  7.31 || 72.11
‘6,909‘ 25 ‘ AMQ H 63.65  36.69 AMQ 536  7.33 || 71.52
BitStack | 67.66  65.73 ‘ GPTQu4 519  7.06 || 71.85
Qwen2.5 14B ‘7’697‘ 3 ‘ AMQ H 71.61 7339 6.676 1 40 Ale\?é““ ggg §3$ %gg
‘8,484‘ 35 ‘B}fi}[a(ng Sy wmY 1131563| 16 | FPl6 || 332 571 || 77.75
- GPTQuogios | 833 1071 || 59.85
‘9,272‘ 4 ‘B;fi}[aékH L ‘19’363 225 | AWQyoq128 | 7.25¢4 6.56e4| 40.54
. - 20179 |2.35|  AMQ 517 759 | 7345
Table 2: 5-shot MMLU, GSMS8K task results over Mis- ‘ GPTQ,3 488 7.1 || 7331
25483 | 3.0 | AWQ,: 436 6.63 | 75.10
tral 7B v0.3, Llama 3.1 8B and Qwen2.5 14B. 70B Al\(/I)QS 401 629 | 76.05
achieves 96.01% of FP16 average zero-shot accu- ‘ 27523 | 3.25 %385;;’1122; 88 ol | Tess
racy with only 3 bits, demonstrating strong memory ERI) 393 6,03 || 76.38
fhici S i " GPTQus || 359 590 || 77.07
cinciency without sacri cing periormance. 33,643 | 4.0 AWQ,4 3.48 5.84 77.41
AMQ 346 580 | 77.48

5 Analysis

5.1 Search and Compression Cost

We compare the overall algorithmic costs of AWQ,
OmniQuant (Shao et al.,, 2024), and BitStack
with AMQ in Table 4. The comparison includes
both search time, required for exploring memory-
performance trade-offs, and compression time,
needed to generate optimized models, using the
Llama 2 family on NVIDIA A100-80GB GPUs.
AWQ and OmniQuant incur no search overhead
but are constrained to fixed-bit quantization, limit-

Table 3: Evaluation of Llama 2 7B/13B/70B models
quantized by AMQ, AWQ, and GPTQ on WikiText-2,
C4 perplexity (PPL), and zero-shot tasks. For 2.25-bit
settings, our method matches asymmetric clipping in
AWQ; thus, we report results with an additional 0.1 bits.
Memory overhead from extra quantization parameters in
GPTQ and AWQ at w3, w4 is omitted as it is negligible.
Detailed zero-shot accuracy is provided in Table 14.

ing flexibility. OmniQuant also requires fine-tuning,
increasing its compression cost. BitStack performs
only one compression run by weight decomposi-
tion but suffers from significantly higher search
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Model || 7B I 13B [ 70B
Type I Search || Compression || Search || Compression || Search || Compression
Parameter || #GPU | Cost (h) || #GPU | Cost (h) || #GPU | Cost (h) || #GPU | Cost (h) || #GPU | Cost (h) || #GPU | Cost (h)
AWQ - 0.15 - O 28 - 1 5
OmniQuant - | 1.24 - 1 - 1
BitStack 1 1 2.25 1 1 4 25 2 >300 1
AMQ 1 1 0.15 1 1 0.28 2 1 1 5

Table 4: The search and compression time on Llama 2 family of AWQ, OmniQuant, BitStack, AMQ.

w/o Search Space Prunlng w/ Search Space Pruning
1.00 { === 1.00

0.75 0.75

0.50 ¥ 0.50

JSD Loss

0.251) 3 0.259 =

0.00 {om o= = —_——

2.25 2.75 3.25 3.75 4.25

2.75 3.25 3.75 4.25

Figure 9: Total search samples on Llama 2 70B with vs.
without Search Space Pruning.
Llama 2 70B

7.50 w/ Space Pruning 13
—— w/o Space Pruning

Llama 3.1 70B

12

11

10

25 3.0 3.5 4.0 25 3.0 3.5 4.0
Bits
Figure 10: C4 perplexity of Llama 2 and 3.1 70B, with
and without search space pruning.

and compression time due to block evaluation and
sorting. AMQ achieves practical search costs by
avoiding type conversion overhead through a quan-
tization proxy and accelerating convergence via a
quality predictor and search space pruning. For in-
stance, on Llama 2 7B, AMQ evaluates only 10,250
candidates directly, while predicting performance
for over 800,000 samples, despite the vast search
space size (approx. 10109),

5.2 Effect of Search Space Pruning

Impact on Vast Space. We assess the effect of
pruning on large search space by comparing results
with and without it. As shown in Figure 10, prun-
ing markedly improves search quality for Llama
2 70B and Llama 3.1 70B. Without pruning, the
search fails to explore configurations near 4.25 bits
at Llama 2 70B, as those regions remain entirely
unvisited, illustrated in Figure 9. This indicates that
outlier linear layers destabilize training and inject

Iter 10
141 —— lter 20
131 —=— lter 50
—e— lter 200
121
=
1
o 114
o
< 101
O
9,
8,

255 3.0 35 4.0
Bits
Figure 11: C4 perplexity variation of Pareto frontiers
across iterations on Llama 2 7B with six random seeds.
Data points are plotted only when all seeds discover
a sample for the corresponding bit-width at a given
iteration.

noise into quality predictions, steering the search
toward suboptimal points, especially for large scale
models.

Ablation on Threshold and Calibration Set.
We investigate how the selection of outlier layers is
affected by the calibration set and threshold. Note
that we set the sensitivity threshold conservatively
to prevent excluding too many candidates and lim-
iting the expressiveness of the search space. Ta-
ble 5 shows that sensitive layers consistently oc-
cur in early V linear layers of self-attention and
early/late Down linear layers of MLP, regardless
of calibration set. The excluded fraction remains
small (0.45-2.14%) with negligible impact on C4
perplexity, and AMQ converges stably as long as
the threshold is not overly strict. We thus adopt
twice the median threshold, which yields consis-
tently robust performance.

5.3 Robustness over Random Seed

Figure 11 illustrates the perplexity variations of
the Pareto frontiers on the C4 validation set across
different bit-widths at iterations 10, 20, 50, and
200 (final) during AMQ search on the Llama 2 7B
model with six random seeds. The results highlight
the robustness of the search process, which consis-
tently converges to an optimal Pareto frontier while
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Model ‘ Dataset ‘ et Qnter H o er H 2.5-bit ‘ 3-bit ‘ 3.5-bit ‘ 4-bit
VK 1s | viBkDown (1311 | 30134%) || 1261 | 1005 | 904 | 873
(WikiText2 || Down: [1] | 1(045%) || 12.67 | 10.08 | 9.03 | 8.74
Mistral 7B v0.3 | C4 | | Down: [1, 31] | 2(0.89%) || 1287 | 997 | 9.03 | 8.73
WikiText-2 - | H | | |
. I Down: [1] 1045%) | 1267 | 1008 | 9.03 | 874
e s | |
‘Wikgj’“‘z‘ 15 ‘V: [0, 1, 2], Down: [0, 3, 39] ‘ 6 (2.14%) H 9.43 ‘ 778 ‘ 7.13 ‘ 6.91
(WikiText2 || V:l0LDown:[0.3] | 3(L07%) || 939 | 7.77 | 713 | 691
I ca | | Vi[O, 1], Down: [0,3] | 4(1.43%) || 938 | 775 | 713 | 691
Llama 2 13B WikiText2
VK s | vionpown (0,31 | 30.07%) || 939 | 777 | 713 | 691
| WikiText-2 | | Down: [0, 3] | 2(071%) || 945 | 778 | 7.15 | 691
4 |2 | V0LDown:[0.3] | 3(L07%) | 946 | 7.80 | 7.3 | 691

Table 5: C4 Perplexity and selected outlier linear layers over different calibration sets and sensitivity thresholds for
Search Space Pruning. The default is WikiText-2 and 2 x median. Layer indices start at 0. We employ 32 samples
from the C4 calibration set to approximate the token count of 128 samples from WikiText-2.

4
-l--r.-'.---||:. 3
lll 2

10 15 20 25 30 35 39
Layer Index

Figure 12: Visualization of bit allocation over linear
layers with different average bits at Llama 2 13B. Each
row in each box represents Q, K, V, O, Gate, Up, and
Down. The numbers on the left indicate the average bits
per configuration.

progressively reducing variation at each iteration,
regardless of the initial random seed.

5.4 Visualization of Bit Allocation

Figure 12 shows bit allocation across linear layers
for models quantized to average bit-widths of 2.5,
3.0, 3.5, and 4.0. As bit-width decreases, Query
and Key layers in self-attention are prioritized for
lower bit-widths, followed by the Gate layer in the
MLP. Notably, the Value layer in self-attention con-
sistently retains a higher bit-width, underscoring
its critical role in preserving model performance.

6 Conclusion

In this paper, we propose AMQ, an automated
mixed-precision weight-only quantization frame-
work designed to achieve optimal model quality

under memory constraints. Our approach precisely
defines the search space, and by selectively exclud-
ing low-bit-sensitive outlier layers, we effectively
prune the initial search space, enhancing both con-
vergence speed and search quality. Additionally,
we leverage a quantization proxy to generate quan-
tized models rapidly. Finally, we introduce a qual-
ity predictor that estimates the performance of un-
seen bit-width combinations, significantly reducing
the evaluation overhead during the search process.
Our experimental results demonstrate that AMQ
efficiently allocates bit-widths to each linear layer,
even at lower precision levels, outperforming ex-
isting baselines while effectively addressing real-
world constraints.

Limitations

This study presents an efficient approach to explor-
ing the search space using a quality score predic-
tor, a genetic algorithm, and search space shrink-
ing to address the NP-complete problem of opti-
mal bit configuration in memory-constrained en-
vironments. However, alternative solvers for NP-
complete problems may yield better configurations,
which will be investigated in future work.

The current method focuses on weight-only
quantization, addressing primary memory con-
straints in LL.Ms. Future research will extend this
to tackle computation-bound challenges through
activation quantization and explore rotation-based
techniques to further improve performance and ef-
ficiency.
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A Proof of Motivation in Section 3.3

Since Q1 and Q) are injective, they induce strict to-
tal orders on X. The condition implies order equiv-
alence for all z,y € X:

Qi(r) < Qi(y) <= Qa(z) < Q2(y).

Let /1 and F5 denote the Pareto-frontiers for
(Q1,S5) and (Q2, S), respectively. Suppose a € Fi
but @ ¢ F. Then there exists b € X such that
Q2(b) > Q2(a) and S(b) < S(a), which by order
equivalence implies Q1 (b) > @Q1(a), contradicting
a € F1. Hence F1 C F3. The same argument with
@1 and ()5 swapped yields Fo C Fi. Therefore,
F1 = Fo.

B Detailed Algorithm

Algorithm 1 Auto Weight Quantization Search

Require: S: Search space, 2,3, Q4: Proxy
models for 2-bit, 3-bit, and 4-bit quantization,
D: Calibration dataset, NV: # of initial samples,
I: # of iterations, B: Target bits
S < SpaceShrink(S, D)
A+ 0 > Initialize archive
fori=1to N do > Initial sampling
a < RandomSample(S)
Qo < Assemble(a, Q2, Q3, Q4)
Score < Evaluate(Q,, D)
A+ AU (a, Score)
end for
forj =1toldo > Iterative search
P <« Re/TrainPredictor(.A)
front <— ParetoSort(.A)
& + NSGA-II(front, P)
for o € @ do > Verify candidates
Qo < Assemble(a, Q2,Q3,Q4)
Score < Evaluate(Q, D)
A+ AU (o, Score)
end for
: end for
: o + SelectOptimal(.A, B)
return o*

R AN A S ey

B = m ko s s e s e
N T AT ANE - el =

C Detailed Experimental Setting

All experiments were run on up to two NVIDIA
A100-80GB GPUs. For AMQ, for each target bit
precision we evaluated the candidate whose aver-

Pruning, we quantified each linear layer’s sensitiv-
ity using the JSD score and the same calibration set
used for model-quality evaluation within Iterative
search-and-update process. For PB-LLM, we set
the group size to 128, counting only weight mem-
ory and excluding any additional indexing over-
head. For BitStack, we used the official pre-trained
weights from their implementation.

In all inference speed experiments including
FP16, QulIP#, and BitStack, we leveraged the multi-
head attention and layer normalization kernels with
FasterTransformer (NVIDIA, 2025a). For the 4-
bit linear layers, AMQ employed TensorRT-LLM
(NVIDIA, 2025b)-based kernels, while for the 2-bit
and 3-bit linear layers, AMQ utilized AutoGPTQ
(AutoGPTQ, 2025) kernels.

The hyperparameters used for searching the
Llama 2 family in our experiments are detailed
in Table 6.

H ¢ \ Model
yper-parameter 7B 138 70B
Search Iteration 200 200 250

NSGA-II Candidate 50 50 50
Pretraining Data 250 300 600
NSGA-II Pop 200 200 200
NSGA-II Iteration 20 20 20
Cross-over Probability | 0.9 09 0.9
Mutation Probability | 0.1 0.1 0.1
Subset Pop 100 100 100

Table 6: Hyper-parameters of our algorithm used in
Llama 2 search space.

D Robustness over NSGA-II

Hyperparameter
M | S || wikiw i
0.5 926 1232
2.5 0.7 919 1232
0.9 924 1237
0.5 6.78 9.03
3 0.7 6.84 9.07
0.9 6.83 9.03
0.5 5.93 7.89
35 0.7 5.92 7.88
0.9 5.95 7.90
0.5 5.67 7.54
4 0.7 5.68 7.54
0.9 5.68 7.54

Table 7: Evaluation of different crossover probabilities
over Llama 2 7B. Our default option is 0.9.

We assess the robustness of the search process

age bit-width lay within £0.005 of the target and
achieved the lowest score. During Search Space
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with respect to variations in NSGA-II hyperparam-
eters, specifically the crossover and mutation prob-



Sgraee | Mgiaton | waic)ca
0.01 9.18 12.23

0.05 9.25 12.22

2.5 0.1 9.24 12.37
0.2 9.23 12.26

0.3 9.26 12.31

0.01 6.90 9.07

0.05 6.80 9.03

3 0.1 6.83 9.03
0.2 6.84 8.98

0.3 6.83 9.06

0.01 5.93 7.88

0.05 5.98 7.91

3.5 0.1 5.95 7.90
0.2 5.94 7.89

0.3 5.95 7.90

0.01 5.68 7.54

0.05 5.70 7.56

4 0.1 5.68 7.54
0.2 5.69 7.54

0.3 5.67 7.54

Table 8: Evaluation of different mutation probabilities
over Llama 2 7B. Our default option is 0.1.

abilities. Table 7 and Table 8 present the results for
the Llama 2 7B model under different settings. The
results demonstrate that AMQ consistently main-
tains strong performance across a wide range of
NSGA-II configurations, highlighting the robust-
ness of the method. As no single setting shows
clear superiority, we arbitrarily select one for our
experiments.

E Choice of Search Method, Quantization
Proxy, Predictor, and Iteration

NI(%‘/I"]‘;)I' y %‘;tgs Predictor | Wiki(]) C4(])
2431 | 25 | ML 034 1231
2817 | 3 | Rer | 683 903
3203 | 3.5 l\lg‘g 232 ng?)
3580 | 4 %%E 2:22 ;lgi

Table 9: Evaluation of MLP/RBF predictor over Llama
2 7B.

Search Method. NSGA-II is widely used in
space exploration studies (Loni et al., 2020; Lu
et al.,, 2019; Chu et al.,, 2020) as a standard
multi-objective genetic algorithm. While other ap-
proaches such as NSGA-III (Jain and Deb, 2013)
and MOEAD (Carvalho et al., 2012) exist, they of-
ten extend NSGA-II or require additional hyperpa-
rameters, such as reference directions. We therefore

Model | Iteration || Time (h) || 2.5-bit | 3-bit | 3.5-bit | 4-bit

100 2 12.34 | 9.10 7.90 7.55
7B 200 5 12.37 | 9.03 7.90 7.54
300 11 12.32 | 9.06 7.89 7.53
400 21 12.32 | 9.06 7.90 7.53
100 3 9.43 7.83 7.16 6.92
13B 200 8 9.39 7.71 7.13 6.91
300 16 9.39 7.79 7.14 6.90
400 29 9.39 7.76 7.13 6.90

Table 10: Search cost and C4 validation set perplexity
over different numbers of search iterations of Llama 2
7B/13B. The default iteration for Llama 2 7B/13B is
200.

Model ‘ # Layer ‘ Iteration ‘ Spe?{&an’s Ker’fgfllll’s
10 0.998 0.984
Llama3.18B | 224 s 1000 1000
200 1,000 1,000
10 0.999 0.991
ovensin | v | g |l M
200 1,000 1,000
10 0.993 0.976
Llama3.170B | 560 s 1000 9.008
250 1,000 1,000

Table 11: Rank correlation of predictions and true values
at different iterations.

adopt NSGA-II for its simplicity and effectiveness.

Although single-objective optimization methods,
such as genetic algorithms, reinforcement learning,
and policy gradients, may be suitable when optimiz-
ing for accuracy at a fixed average bit-width, our
goal is to identify the Pareto frontier. This makes
NSGA-II the most appropriate choice for our set-
ting.

Quantization Proxy. For the quantization proxy,
we considered data-independent methods like RTN.
However, they either yield lower performance or
offer no clear advantage in correlation compared to
HQQ. Thus, we adopt HQQ for its stronger align-
ment with actual performance metrics.

Predictor. We also explored alternative predictor
models, including multilayer perceptrons (MLPs),
classification and regression trees (CART), and
Gaussian processes. Due to slower training or neg-
ligible performance improvements over radial basis
function (RBF) models, we selected RBF predic-
tors for their efficiency. Table 9 shows a compari-
son of AMQ using MLP and RBF predictors on the
Llama 2 7B model, revealing minimal performance
differences between the two.

Table 11 reports the rank correlation between
RBF predictor outputs and ground truth during the
search on Llama 3.1 8B/70B and Qwen2.5 14B.
Since search space pruning removes outlier layers,
no outlier samples are used. The RBF predictor
achieves strong accuracy, with high Kendall’s Tau
and Spearman’s Rho, which we attribute to the low
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Figure 13: Visualization of bit allocation over linear
layers with different average bits at Llama 2 7B. Each
row in each box represents Q, K, V, O, Gate, Up, and
Down. The numbers on the left indicate the average bits
per configuration.

noise in the high-dimensional inputs. The iterative
search-and-update strategy further enhances perfor-
mance near the Pareto frontier by updating multiple
candidate points at once, enabling more stable and
reliable modeling.

Iteration. Table 10 reports C4 perplexity and
search time for Llama 2 7B/13B under varying
iterations. Our search-and-update procedure con-
siders only Pareto-superior candidates, ensuring
stable convergence. However, increasing the itera-
tion limit substantially raises costs, primarily due
to predictor training and search, while offering neg-
ligible performance improvements. Accordingly,
we set the iteration limit to 200 for models up to
30B and 250 for larger models. Nevertheless, when
resources or time are limited, using only 100 iter-
ations still produces competitive models, demon-
strating that AMQ is a practical rather than time-
consuming method.

F Additional Visualization of Bit
Allocation

Figure 13 and Figure 14 visualize the bit configu-
ration on various bit-widths searched from AMQ
with Llama 2 7B/70B.

G Comparison with Other Discrete
Structure Search Methods

Given the vast search space of all possible bit-width
assignments for Llama 2 7B (3%2* ~ 10'%0), ex-
haustive grid search is infeasible within a practical

| Cost (h)

Method 7B | 13B
One-shot search | 0.1 | 0.3
Greedy search | 10 | 43

AMQ | 7 | 16

Table 12: Cost of one-shot search and greedy search
over Llama 2 7B/13B on single NVIDIA RTX6000-
ADA.

time. For this reason, we propose two lightweight
search methods.

* One-shot search. Layers are first ranked by
JSD sensitivity, then the most sensitive lay-
ers are assigned 4 bits and the least sensitive
layers 2 bits so as to match a target average
bit-width in one pass.

* Greedy search. Starting from all layers at 4
bits, we iteratively quantize one layer to 2 bits,
measure the impact on JSD loss, and perma-
nently fix the layer causing the smallest qual-
ity drop. This repeats until the target average
bit-width is reached.

Table 12 and Table 13 demonstrate that AMQ
outperformed both one-shot and greedy search
methods, resulting in significantly lower perplex-
ity and higher zero-shot task performance. These
results highlight the effectiveness of AMQ’s finer-
grained approach, which surpasses heuristic meth-
ods in optimizing the trade-off between memory
and quality.

H Additional Experiments

Table 15, Table 16, Table 17, Table 18, Table 19,
and Table 20 are the evaluations of Llama 3.1
8/70B, Qwen2.5 7/14B, Mistral 7B v0.3 with AMQ
and baselines, respectively.
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Figure 14: Visualization of bit allocation over linear layers with different average bits at Llama 2 70B. Each row
in each box represents Q, K, V, O, Gate, Up, and Down. The numbers on the left indicate the average bits per
configuration.

Model ‘ “{i‘,}’]‘s’)‘y Average ‘ Method H Wiki2()) C4()) H ARC-e(1) ARC-c({) PIQA(D) HellaS.(1) WinoG.(1) BoolQ(t) Ave.(1)

| 12853 | 16 | FPI6 | 547 726 | 7458 46.25 79.11 76.00 69.22 7777 7049
One-shot || 1022 1346 || 5875 34.30 72.20 62.31 61.09 6511 5896

2,431 25 Greedy 998 1316 | 5715 35.07 72.91 63.94 62.67 6694 5978

AMQ 924 1237 | 5888 36.86 73.50 65.01 62.75 6639  60.56

7B One-shot || 804 1075 || 59.93 37.71 74.70 66.87 63.69 6520 6135
2,817 30 | Greedy 772 1033 | 6427 38.14 75.24 68.05 64.96 6477 6257

AMQ 683  9.03 68.22 41.72 76.55 71.27 67.32 6844 6559

One-shot || 6.77 8.96 67.68 41.47 76.66 70.97 66.61 6755 6516

3,203 35 Greedy 6.75 8.92 6831 41.89 76.99 70.92 67.32 6716 6543

AMQ 595 790 71.55 4420 77.86 73.92 69.06 7388 6841

| 24826 | 16 | FPI6 | 48 673 | 7153 49.15 80.52 79.37 72.30 8055  73.23
Oneshot || 774 1054 || 65.24 3951 75.03 68.37 66.46 7416 64.79

4,408 25 Greedy 717 971 67.80 40.44 76.01 69.68 69.69 7602 6661

AMQ 688 946 67.38 40.19 77.09 7111 69.38 7716 6705

13B One-shot || 6.56 8.89 70.29 41.98 77.69 71.62 69.30 7544 6172
5,164 30 | Greedy 6.32 8.66 70.88 43.69 76.99 72.35 69.46 7862 6866

AMQ 568  7.80 72.18 45.39 78.35 76.02 70.32 7957 7031

One-shot | 580  7.80 7151 44.62 78.94 74.26 7151 7768 69.75

5,920 35 Greedy 574 781 72.39 45.05 79.54 75.00 70.96 7881 7029

AMQ 520 7.3 75.84 48.89 80.25 77.67 72.22 79.14 7234

Table 13: Evaluation of one-shot search, greedy search and AMQ on Llama 2 7B/13B.
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Memory | Average

Model ‘ i | A ‘ Method H Wiki2()) C4()) H ARC-e(f) ARC-c(1) PIQA(1) HellaS.(t) WinoG.(t) BoolQ(1) Ave.()
| 12,853 | 16 | FP16 I 5.47 7.26 || 74.58 46.25 79.11 76.00 69.22 77.77 70.49
2238 205 GPTQu24128 61.77 44.10 35.40 25.17 58.32 40.17 51.46 48.62 43.19
” - AWQ 24128 2.22e5 1.68¢e5 25.76 26.62 50.38 26.07 50.04 37.83 36.12
2315 235 AMO 1149 1512 | 5492 3396 71.06 60.98 60.93 6532 5786
GPTQ,3 9.27 11.81 57.62 34.73 74.43 65.68 62.67 69.05 60.70
2,817 3.0 A w3 15.45 17.44 53.54 33.53 66.21 56.53 60.69 57.52 54.67
7B AMQ 6.83 9.03 68.22 41.72 76.55 71.27 67.32 68.44 65.59
GPTQu34128 6.45 8.53 69.70 43.09 77.53 71.94 68.11 72.97 67.22
3,010 3.25 AWQ 34128 6.25 8.30 69.53 44.20 77.48 73.33 68.11 73.12 67.63
AMQ 6.20 8.25 69.49 43.34 78.13 73.21 68.90 74.56 67.94
GPTQ,4 6.09 7.86 71.76 43.69 77.75 74.56 68.90 74.65 68.55
3,589 4.0 AWQy4 5.83 7.72 70.75 44.11 78.13 74.93 68.67 78.01 69.10
AMO 568 754 || 7210 4454 78.45 7499 68.03 7761 6929
| 24,826 | 16 | FP16 I 4.88 6.73 || 77.53 49.15 80.52 79.37 72.30 80.55 73.23
4.029 225 GPTQuz2g128 27.78 23.39 40.57 25.68 62.08 42.37 52.17 50.98 45.64
’ . Qu2g128 1.22e5 9.55¢4 27.10 27.47 49.95 25.99 50.83 62.17 40.59
4,181 2.35 MQ 7.60 10.29 65.28 38.99 75.19 67.92 65.98 74.16 64.59
GPTQ,3 6.75 8.96 68.10 41.38 76.99 71.40 69.69 76.76 67.39
5,164 3.0 AWQ,;3 6.45 9.07 70.58 45.22 77.97 72.62 65.11 72.54 67.34
13B AMO 568 780 || 7218 4539 78.35 76.02 70.32 7957 7031
GPTQu34128 5.48 7.49 74.54 46.93 79.22 76.83 69.38 78.44 70.89
5,542 3.25 AWQ 34128 5.32 7.31 75.38 49.06 78.94 77.41 72.06 79.82 72.11
AMQ 5.36 7.33 74.96 47.27 79.00 77.18 71.43 79.27 71.52
GPTQu4 5.19 7.06 75.04 47.10 80.25 78.39 71.35 78.99 71.85
6,676 4.0 AWQ4 5.06 6.96 77.40 49.40 79.65 78.57 71.90 78.59 72.59
AMO 503 691 | 7702 48,63 80.25 78.34 72.93 8018 7298
| 131,563 | 16 | FP16 I 3.32 571 || 81.02 57.25 82.70 83.78 77.98 83.79 77.75
19.363 205 GPTQu24128 8.33 10.71 55.35 35.41 72.42 64.59 67.56 67.06 60.40
’ - AWQ,24128 7.25e4 6.56e4 25.84 28.41 49.78 25.72 51.30 62.17 40.54
20179 | 235 AMO 517 759 | 7605 5017 79.82 77.54 7451 8263 7345
GPTQ,3 4.88 7.11 75.76 49.66 80.85 79.47 75.45 78.65 73.31
25,483 3.0 AWQ,3 4.36 6.63 80.13 55.63 80.90 80.51 73.32 80.09 75.10
70B AMQ 4.01 6.29 78.54 55.80 81.77 81.31 75.45 83.46 76.05
GPTQu34128 3.88 6.11 79.67 54.69 82.48 82.34 77.03 83.61 76.64
27,523 3.25 AWQ,34128 3.74 6.04 79.63 56.48 82.21 82.71 75.37 83.09 76.58
AMQ 3.73 6.03 78.75 56.23 82.43 82.27 75.61 83.00 76.38
GPTQ,4 3.59 5.90 80.22 56.31 82.64 83.10 77.19 82.97 77.07
33,643 4.0 i 3.48 5.84 80.72 56.74 83.03 83.27 77.27 83.43 77.41
AMQ 3.46 5.80 79.92 56.57 82.86 83.31 77.58 84.62 77.48

Table 14: Evaluation of fixed-precision quantization methods with AMQ over Llama 2 7B/13B/70B. We omit the
memory overhead of additional quantization parameters in GPTQ and AWQ at w3 and w4, since it is negligible.

Model ‘ Memory | Average

Method H Wiki2(})

c4() H ARC-¢(1) ARC-c(f) PIQA(D) HellaS.(t) WinoG.(t) BoolQ(t) Ave.(1)

(MB) Bits
| 15317 | 16 | FPl6 | 624 954 || 8102 53.24 81.23 78.94 73.16 8217 7496
1085 | s | BitStck | 2328 3823 || 59.43 3242 71.55 52.13 62.51 7110 58.19
g : AMQ 1776 2632 | 5947 36.26 72.52 60.25 64.56 6875 6030
aso1 | 30 | BitStack | 1255 2047 || 68.64 39.33 75.41 63.35 65.67 74.01 64.40
8B . 3. AMQ 944 1468 | 7184 44.88 77.69 70.80 71.51 79.63  69.39
4017 | 35 | BiStck | 947 1529 | 7412 43.69 77.37 68.61 68.59 7917 68.59
. : AMQ 739 1156 | 7471 47.27 79.27 75.99 72.14 80.09 7158
s333 | 40 | BiStck [ 839 1347 || 76.64 47.78 78.94 7161 69.53 8L19 7095
33 : AMQ 683 1060 | 7917 5213 80.25 77.38 74.11 8086  73.98
| 134571 | 16 | FPl6 | 281 711 || 8670 65.02 84.22 85.07 79.40 8535  80.96
saatl | o5 | BitStack | 755 1292 || 8043 54.18 80.09 77.19 75.53 7963 7451
; ~ AMQ 762 1214 | 79.50 53.50 80.14 75.39 75.85 8162 7433
ssao1 | 30 | BitStack | 638 1121 || 8144 56.66 81.66 79.40 76.95 8168 7630
70B : : AMQ 5.84 9.74 82.28 59.73 82.86 80.40 77.19 8437 7181
1571 | 35 | BitStack | 544 952 || 83.54 59.47 83.24 81.72 77.82 8364 7824
. AMQ 426 8.20 84.05 60.92 83.73 83.10 78.30 8459 7911
w6651 | a0 | BitStck [ 498 892 || 84.64 61.69 83.19 82.01 79.79 8373 71917
, AMQ 349 761 85.77 62.80 84.11 84.12 78.77 8526  80.14

Table 15: Evaluation of any-size compression method with AMQ over Llama 3.1 8B/70B.
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Model ‘ Memory Av"age‘ Method H Wiki2(}) C4(}) H ARC-e(f) ARC-c(t) PIQA() HellaS.(t) WinoG.(1) BoolQ(1) Ave.(1)

(MB) Bits
| 15317 | 16 | FPlI6 || 624 9.54 | 8102 53.24 81.23 78.94 73.16 82.17 74.96
1877 205 | GPTQuazgizs || 324777 734.82 27.31 23.55 52.07 26.85 51.38 43.61 37.46
> - AWQyo.128 || 1.5.E+06  1.9.E+06 24.83 24.40 50.22 26.46 49.80 37.83 35.59
3,961 2.35 AMQ 50.00 61.40 47.81 28.41 65.51 45.03 56.75 46.70 48.37
GPTQ,3 13.37 18.36 60.98 38.82 73.67 67.51 57.06 51.19 58.21
4,501 3.0 AWQ,3 18.13 31.70 67.09 44.28 73.78 68.85 58.80 65.84 63.11
8B AMQ 9.44 14.68 71.84 44.88 71.69 70.80 71.51 79.63 69.39
GPTQu34128 26.95 21.35 56.52 34.90 71.22 67.05 67.72 69.20 61.10
4,709 3.25 AWQ 34128 8.14 12.79 73.91 47.87 78.24 73.82 70.17 79.36 70.56
AMQ 7.96 12.45 75.34 47.53 78.89 74.39 71.51 7823 70.98
GPTQy 87.50 53.10 55.51 37.37 59.36 272 67.80 64.04 54.47
5333 4.0 AWQ,4 7.18 11.07 76.94 51.11 80.63 77.52 73.32 80.73 73.38
AMQ 6.83 10.60 79.17 52.13 80.25 77.38 74.11 80.86 73.98
| 134571 | 16 | FPI6 | 281 711 | 8670 65.02 84.22 85.07 79.40 85.35 80.96
22371 225 | GPTQuazgzs 113.22 131.90 25.38 25.85 51.69 37.16 52.64 47.40 40.02
» - WQuag12s || 1.8.E+06 1.5.E+06 24.54 26.02 51.52 26.43 53.20 62.17 40.65
23,187 235 AMQ 8.46 13.18 7391 48.38 78.18 72.79 73.16 79.63 71.01
GPTQy3 1.6.E+04  1.3.E+04 25.80 25.94 52.23 26.45 48.78 37.83 36.17
28,491 3.0 AWQ,3 43.14 43.59 4230 28.92 63.93 4457 53.04 53.33 47.68
70B AMQ 5.84 9.74 82.28 59.73 82.86 80.40 77.19 84.37 77.81
GPTQy34128 5.17 8.76 68.22 43.86 74.37 81.61 76.09 82.39 71.09
30,531 325 AWQ,39128 4.80 8.62 83.96 62.37 83.41 82.67 78.85 83.64 79.15
AMQ 5.09 8.91 82.95 60.67 83.68 82.41 78.06 85.23 78.83
GPTQ,4 1.4E+04 8.8.E+03 25.29 26.79 52.12 26.43 51.85 37.86 36.73
36,651 4.0 AWQ,4 4.18 8.29 83.00 60.32 83.19 83.39 63.06 82.75 75.95
AMQ 3.49 7.61 85.77 62.80 84.11 84.12 78.77 85.26 80.14

Table 16: Evaluation of fixed-precision quantization methods with AMQ over Llama 3.1 8B/70B. We omit the
memory overhead of additional quantization parameters in GPTQ and AWQ at w3 and w4, since it is negligible.

Memory | Average
Model‘ L ‘ el

Method H Wiki2(}) C4()) H ARC-e(t) ARC-¢(1) PIQA(1) HellaS.(f) WinoG.(t) BoolQ(D) Avg.(t)

its

| 14525 | 16 | FPI6 | 685 11.89 ||  77.69 51.45 79.92 78.96 73.01 84.56 74.26
1005 | o5 | BitStack 20.97 38.16 || 65.66 37.29 71.87 54.82 62.90 75.41 61.33

> - AMQ 12.85 19.81 67.42 42.24 74.43 66.42 61.64 73.52 64.28

4414 | 30 | BitStack 11.92 2031 || 75.67 47.78 76.01 65.48 66.46 77.58 68.16

7B > : AMQ 8.74 14.30 73.74 46.59 78.45 73.88 66.93 82.02 70.27
1503 | 35 | BitStack 9.17 1586 || 79.12 52.13 78.94 70.22 71.35 83.98 72.62

> : AMQ 7.57 12.78 73.36 48.04 79.22 76.61 70.09 84.07 71.90

s192 | 49 | BitStack 8.36 1443 || 79.55 52.39 79.60 7243 73.16 84.80 73.65

> - AMQ 7.20 12.33 77.40 51.79 79.98 71.74 71.98 83.82 73.79

| 28171 | 16 | FPl6 || 529 1035 || 79.38 58.96 82.37 82.90 75.93 85.32 77.48
6009 | o5 | BitStack 13.14 2254 || 67.68 41.38 75.19 64.40 70.88 70.76 65.05

> - AMQ 10.18 16.38 71.42 46.33 75.52 70.94 68.03 71.80 67.34

2607 | 30 | BitStack 9.12 1571 ||  67.97 4522 77.69 72.50 75.85 75.44 69.11

14B , : AMQ 7.23 12.31 80.56 54.44 80.41 77.83 72.85 81.87 74.66
gasa | 35 | BitStack 7.29 1322 ||  80.30 53.33 79.43 75.67 77.27 80.49 74.42

k : AMQ 6.27 1115 80.01 55.89 80.58 80.78 74.74 85.29 76.21

o072 | 40 | BitStack 6.72 1230 || 82.62 56.66 79.76 77.62 77.11 82.29 76.01

> : AMQ 5.81 10.73 80.85 59.30 81.77 82.06 75.69 84.37 77.34

Table 17: Evaluation of any-size compression method with AMQ over Qwen2.5 7B/14B.
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Model | MUY | A8 | Method | Wiki2()) C4() | ARC-e(f) ARC-c(t) PIQA(H) HellaS.) WinoG.(1) BoolQ(1) Ave.(1)

| 15317 | 16 | FPI6 || 685 1189 || 77.69 5145 79.92 78.96 73.01 8456 7426
3830 o5 | OPTQuogios || 57.77 55.94 3291 27.65 57.56 4111 51.93 4752 #.11

; : WQuog2s || LLE+07 13E+07 | 2626 26.54 51.36 25.93 49.72 3783 3627

3,908 235 AMQ 15.08 2357 63.59 39.16 72.69 63.86 61.01 7046 6180

GPTQ,3 13.37 18.36 60.98 38.82 73.67 67.51 57.06 5019 5821

4414 3.0 AWQ,3 18.13 31.70 67.09 4428 73.78 68.85 58.80 6584  63.11

7B AMQ 8.74 1430 73.74 46.59 78.45 73.88 66.93 8202 7027
GPTQuag2s || 8.19 13.28 64.69 43.77 7175 75.74 67.96 82.14 6867

4,608 325 | AWQu.198 8.03 13.47 78.66 49.49 78.35 75.27 68.43 8498 7253

AMQ 791 1321 7391 48.04 79.05 75.81 66.93 8413 7131

GPTQ,4 7.65 1274 74.45 50.17 79.87 77.04 68.27 8306  72.14

5,197 4.0 AWQ,4 7.63 13.13 76.77 50.26 79.22 77.74 70.88 8349  73.06

AMQ 720 1233 77.40 51.79 79.98 77.74 71.98 8382 7379

| 28172 | 16 | FPl6 || 529 1035 || 79.38 58.96 82.37 82.90 75.93 8532 7748

6515 55 | OPTQuogios | 3938 46.25 3371 25.09 58.76 40.32 49.17 5624 4388

1 : AWQ,2q125 || 3.7.E+07 3.4.E+07 |  25.08 27.05 52.12 26.20 49.25 62.17 4031

6,673 235 AMQ 1245 .90 64.44 40.44 74.32 65.92 65.27 6581 6270

GPTQ,3 9.81 14.68 68.56 4334 77.20 72.05 63.06 5765  63.64

7,697 3.0 AWQ,3 8.53 14.04 70.83 47.70 78.04 77.56 66.22 7128 6876

14B AMQ 723 1231 80.56 54.44 80.41 77.83 72.85 81.87  74.66
GPTQua,108 || 6.96 11.65 82.37 58.02 80.85 79.77 72.22 84.65 7631

8,090 325 | AWQu.128 6.65 11.60 80.77 55.80 80.79 79.48 75.14 83.00 7583

AMQ 6.61 11.49 79.71 54.78 80.58 79.76 72.53 8446 7530

GPTQ,4 6.31 11.10 81.48 57.34 81.77 81.37 74.90 8428 7686

9,272 40 AWQ,4 6.06 11.02 81.57 58.02 81.45 82.25 74.43 8587 7726

AMQ 581 10.73 80.85 59.30 81.77 82.06 75.69 8437 7134

Table 18: Evaluation of fixed-precision quantization method with AMQ over Qwen2.5 7B/14B. We omit the memory
overhead of additional quantization parameters in GPTQ and AWQ at w3 and w4, since it is negligible.

Memory | Average | yroghoq H Wiki2()) C4(]) H ARC-e(1) ARC-c(1) PIQA(?) HellaS.(1) WinoG.(1) BoolQ(1) Avg.(1)

(MB) Bits ‘

13825 | 16 | FPI6 | 532 848 || 7837 5230 82.43 80.42 73.88 8211 7492

5503 o5 | BitStack || 1068 1632 | 6444 35.67 7524 6171 66.54 7422 6297
: ~ AMQ 834 1262 | 6641 38.82 77.09 70.19 66.69 79.60 6647

3.009 3 BitStack 7.94 12.20 || 70.71 40.87 77.48 69.57 68.75 78.44 67.63
: AMQ 646 1006 | 7357 45.48 79.49 76.09 69.38 82.54 7109

3425 35 BitStack 6.69 10.39 || 73.15 44.20 79.16 73.17 70.96 78.07 69.78
: : AMQ 569 9.1 75.04 49.15 81.07 79.09 71.98 8275 7318

3.841 4 BitStack 6.24 9.70 ||  75.29 46.25 79.92 75.43 70.48 80.83 71.37
: AMQ 549 874 77.36 5128 81.77 79.71 72.30 8291 7422

Table 19: Evaluation of any-size compression method with AMQ over Mistral 7B v0.3.

M(f\‘;‘]‘;)ry Avemge‘ Method H Wiki2())  C4()) H ARC-e(f) ARC-c(f) PIQA({) HellaS.() WinoG.(t) BoolQ() Ave.(h)

Bits
13,825 | 16 | FP16 I 5.32 848 || 7837 52.30 82.43 80.42 73.88 82.11 74.92
2385 295 GPTQu24128 23.71 27.85 40.32 28.84 60.07 42.68 54.62 51.04 46.26
> - AWQ,24128 3.7.E+04 3.7.E+04 26.05 28.67 51.14 25.83 49.88 37.83 36.57
2,469 2.35 AMQ 10.34 15.47 64.18 35.58 76.88 65.78 63.93 75.96 63.72
GPTQ,3 9.55 13.57 66.08 42.06 77.42 72.27 63.30 68.72 64.97
3,009 3 AWQ,3 7.54 12.14 72.56 43.94 78.94 74.49 64.48 70.46 67.48
AMQ 6.46 10.06 73.57 45.48 79.49 76.09 69.38 82.54 71.09
GPTQu34128 6.20 9.63 73.11 46.76 79.82 77.68 71.35 78.38 71.18
3,217 3.25 w3g128 5.92 9.34 75.29 48.89 80.36 77.43 71.03 79.27 72.05
AM(j? 591 9.33 75.08 48.89 79.82 78.28 71.74 82.17 72.66
GPTQ,4 5.74 9.01 75.97 49.49 80.58 77.22 T1.11 80.64 72.50
3,841 4 AWQ 4 5.72 9.02 77.02 50.60 80.63 79.20 72.69 79.17 73.22
AMQ 5.49 8.74 77.36 51.28 81.77 79.71 72.30 8291 74.22

Table 20: Evaluation of fixed-precision quantization methods with AMQ over Mistral 7B v0.3. We omit the memory
overhead of additional quantization parameters in GPTQ and AWQ at w3 and w4, since it is negligible.
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