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Abstract

LLM:s are increasingly applied in the legal do-
main in tasks such as summarizing legal texts
and providing basic legal advice. Yet, their
capacity to draft full judicial analyses in U.S.
court opinions is still largely uncharted, such
as generating entire judicial reasoning sections
in U.S. court decisions, remain under-explored.
Given the continued adoption of LLMs and the
significance of law to society at large, measure-
ment of LLM’s legal reasoning capabilities is a
pressing task. We propose COURTREASONER,
a novel expert-annotated judicial reasoning
benchmark to evaluate the capabilities of LLM
agents in complex legal reasoning. Sourcing
U.S. court opinions, we construct benchmarks
that measure the LLMs’ abilities to construct
goal-oriented legal reasoning. COURTREA-
SONER measured the agent’s ability to argue
both ways in a legal dispute, rather than simple
question answering. Our results show that in
the outputs of frontier models, more than 60%
contain invalid arguments and more than 53%
produced irrelevant citations when conducting
complex legal reasoning. We also introduce a
meta-evaluation benchmark to provide insights
into the capabilities of LLMs as evaluators of
legal reasoning. Our data, code, and full an-
notation guidelines are released for future re-
search.

1 Introduction

Large language models (LLMs) have achieved im-
pressive results across mathematical, logical, and
commonsense reasoning tasks (OpenAl, 2025a,b;
DeepMind, 2025; Anthropic, 2024). However, le-
gal reasoning under the U.S. legal system poses dis-
tinct challenges. Unlike math or factual question
answering (QA), legal problems often lack a single
correct answer. Expert disagreement is common,
particularly in cases that reach litigation or appel-
late review (Post, 2024). Binary accuracy metrics
used in many legal QA benchmarks (Guha et al.,

2023; Koreeda and Manning, 2021; Hendrycks
et al., 2021a) fail to capture this complexity.

Legal reasoning requires constructing coherent
arguments grounded in precedent, applying doc-
trine to nuanced facts, and often addressing com-
peting values or interpretations (Schauer, 2009).
Evaluating such reasoning involves more than la-
beling the “correct” party: it must assess how
well a model engages with case law, distinguishes
counterarguments, and weaves a persuasive narra-
tive (Hanks et al., 1994; Dworkin, 1986).

This task is further complicated by ultra-long
context requirements: inputs may span tens of thou-
sands of tokens across statutes, precedents, and fac-
tual records, while outputs are also often long-form,
exceeding 5,000 tokens. Unlike in math or logic
tasks, increasing token limits at test time is compu-
tationally prohibitive and insufficient (Zheng et al.,
2025). Consequently, strategies such as test-time
scaling, which have proven effective in mathemat-
ical and logical reasoning tasks by increasing the
number of input or output tokens (Muennighoff
et al., 2025), may not be directly applicable. In
the legal domain, simply scaling token length is
computationally prohibitive and can lead to expo-
nential growth in both the size of the input context
and the complexity of the output.

To address this gap, we introduce
COURTREASONER, a benchmark  built
from real U.S. court opinions drawn from
https://case.law/caselaw/, a database of
U.S. court opinions. Rather than focusing on
multiple-choice answers or bar exams, we evaluate
full-length legal reasoning. Each document
is manually segmented into background and
facts and reasoning sections, and models must
construct the entire judicial reasoning section.
A judicial reasoning section includes breaking
the issue into doctrinal building blocks, bringing
in one precedent per element, synthesizing the
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sub-conclusions into the holding, showing why
an outlier precedent does not control and finally
closing with a logically connected conclusion.
Each of the components can be repeated and
iterated through multiple times to draw the final
conclusion. We chose the U.S. appellate system
because it offers a suitable and well-documented
environment for this specific task, supported by
a large, publicly accessible corpus of judicial
opinions necessary for building a high-fidelity
benchmark.
LLM agents have access to online documents.
Since all the cases we can access are online, LLMs
can simply search for the exact case based on the
background/facts section we feed to it in the input.
Therefore, we design three adversarial settings in
order to evaluate whether an LLM is capable of
formulating novel arguments rather than copying
online texts. In the adversarial settings, we ask an-
notators to remove facts from original documents
to present an alternative scenario unseen by models
to assess their ability to reason without recalling
information seen in training or internet searching.
Because complex disputes often involve several
independent doctrines (e.g., standing, immunity,
merits), these steps may be iterated: the opinion
cycles through the sequence for each doctrine, then
integrates those partial holdings into a final judg-
ment.
Evaluation is conducted by experienced U.S.
lawyers and paralegals, who assess outputs on three
dimensions:
1) citation relevance, i.e., is precedent correctly
cited and applied?

2) constraint extraction, i.e., are the conditions
of the cited rule correctly identified?

3) argument validity, i.e., do the conclusions log-
ically follow from the cited law and facts?

Our human annotators carefully evaluate the out-
puts of several proprietary agents, namely GPT-40
Deep Research (OpenAl, 2025b), OpenAl o3
with search (OpenAl, 2025a), Gemini Pro Deep
Research (Google, 2024). In addition, we in-
cluded an open-source baseline, namely Open
Deep Research!, our custom legal Open-RAG
pipeline.

Our findings highlight that while modern agents
can mimic complex reasoning chains, they remain
inconsistent in citing relevant cases, extracting con-
straints, and producing valid arguments. In partic-

"https://github.com/langchain-ai/open_deep_research

ular, models perform better when supporting the
original side of a case than when asked to argue the
opposite, even when the latter is legally defensible.
We further provide a meta-evaluation benchmark
to test whether LLMs can act as evaluators of legal
reasoning, showing that they correlate with human
annotators in some settings but remain fragile and
inconsistent under stress-testing with long outputs.

Our contributions are as follows.

1. We propose COURTREASONER, a novel
benchmark for measuring complex realis-
tic legal reasoning consisting of both ques-
tion answer pairs and meta-evaluations. It
specifically addresses complex legal reason-
ing, which is distinct from previous complex
LLM reasoning tasks as both sides can be true
and the model output tokens are extremely
long. The inter-annotator agreements of the
meta-evaluations are 75% or higher among all
five task settings.

2. We identify three quantifiable aspects that are
indispensable for judicial reasoning quality,
citation relevance, constraint extraction and
argument validity. We construct a scoring
rubric or automatically scoring LLM agents’
outputs in three aspects and measure state-
of-the-art LLM agents’ capability to evaluate
these three aspects respectively.

3. We perform qualitative analysis to shed light
on how LLMs perform on moral/emotional
reasoning these three aspects with selected
cases where these aspects are particularly rel-
evant.

2 Related Work

2.1 LLM reasoning benchmarks in the legal
domain

GPT-4 excelled at the Uniform Bar Exam (Ope-
nAl, 2023), demonstrating LLMs’ growing legal
knowledge. GPT-4 could reason through statutory
problems, though imperfectly (Blair-Stanek et al.,
2023). Similarly, Nay et al. (2024) showed LLMs
can reach high accuracy on tax law problems with
proper prompting, though still below expert levels.

Our benchmark differs from prior work by fo-
cusing on court opinion documents rather than
question-answer accuracy (Guha et al., 2023; Ko-
reeda and Manning, 2021; Hendrycks et al., 2021a;
Han et al., 2025; Wang et al., 2023; Wilson
et al., 2016; Zheng et al., 2021; Zimmeck et al.,
2019; Ravichander et al., 2019; Holzenberger and
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Figure 1: Overview of the COURTREASONER pipeline for judicial reasoning evaluation of LLM agents.

Van Durme, 2021; Lippi et al., 2019) or bar exam
performance (Zheng et al., 2025). This allows us
to better capture the practical reasoning found in
legal writing. Evaluating practical reasoning is
essential because expert consensus is rare on is-
sues contentious enough to reach litigation. Split
opinions are common among Supreme Court jus-
tices (Post, 2024), making benchmarks focused
solely on widely-agreed legal tasks an incomplete
measure of LLM reasoning. Instead, we assess
how well LLMs can produce reasoning that sup-
ports opposing legal conclusions.

Thus, evaluation must go beyond accuracy to
assess citation relevance, constraint extraction, and
argument validity.

2.2 Legal reasoning with LLMs

Previous work identified that judicial reasons gen-
erated by LLMs contain legal “rhetoric” rather than
legal “reasons”, allowing judgments to become
works of persuasion rather than of deduction (Re,
2023). Furthermore, while LLMs hold consider-
able promise in legal analysis, their responses are
highly susceptible to changes in prompts and the
framing of counterarguments. Several scholars
have also noted that LLM judicial reasons may hal-
lucinate both law and facts (Schwarcz et al., 2025;
Magesh et al., 2025; ?). More broadly, previous
literature identified that LLLMs provide sufficient
reasons in response to simple legal questions, but
have organizational problems, overlook legal is-
sues, and ignore exceptions and rule variations in
more complex legal questions (Choi and Schwarcz,
2025).Taken together, these concerns suggest that
while LLMs can mimic the surface structure of rea-
soning, they may fall short of the coherence, depth,
and precision required for judicial analysis in com-
plex cases. In our work, we show that the most
advanced LLMs, such as OpenAI o3 and Gemini
Flash are very good at generating a coherent and
easy-to-follow logical flow of reasoning and the
premises are built up coherently. In some cases,

LLM produces very thorough explanations that can
help a lawyer originally not an expert in a certain
domain of law although in some cases, it can be
a lot more thorough than needed to be. Previous
LLM agents may fall short in cases that involve not
just applying the facts and rules but also addressing
ethical and interpretive subtleties (Dawson, 2024).

3 COURTREASONER

We describe the COURTREASONER construction
workflow, which is also illustrated in Figure 1.

3.1 Opverall input and output annotation

Annotators begin by selecting U.S. case-law opin-
ions from https://case.law from diverse areas
of law, jurisdictions with preference for opinions
that vary in length and structural complexity.

Issue construction In appellate case law, the ini-
tial paragraph of each subsection generally intro-
duces the legal question at issue, while the subse-
quent paragraphs elaborate on the court’s reasoning
by drawing upon precedent, applying statutory in-
terpretation, and evaluating the specific facts of the
case. Leveraging this structure, we prompt a large
language model (LLM) to generate a legal ques-
tion from the initial paragraph of each subsection.
The remaining paragraphs in that subsection are
treated as the corresponding reasoning or “solu-
tion”. This formulation naturally yields a dataset
of question—answer pairs grounded in authentic
judicial reasoning.

From the chosen opinion, annotators copy only
the first paragraph (or at most the first two if both
state the court’s position) of one analytical sub-
section. Using GPT-40 they convert this narrative
into a single well-formed legal issue whose answer
is supplied by the remainder of the analysis section.
The issue is manually reviewed and, if necessary,
manually edited for correctness.

Model output generation The input to the
model will be the concatenation of (1) the gen-
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Table 1: Distribution of question lengths.

LLM input length

sentence count

Dataset setting
word count

Default 1758 + 947 71 +48
Deleting most important fact 1565 £ 1261 71+ 60
Deleting 2nd most important fact 1625 4 1345 72 £ 61
Deleting least important fact 1699 + 1315 71+£64

erated issue questions, (2) the introduction, back-
ground and facts sections, and (3) the position the
model should take.

We use Gemini Pro Deep Research, GPT-40
with Deep Research enabled, 03 with search en-
abled, and open-deep-research from langchain2
as the base models for generating outputs. An ex-
ample of complete GPT-40 Deep Research model
input and output is included in Appendix C.

We also developed Legal OpenRAG, a legal
retrieval-augmented generation (RAG) framework
comprising three key components: (1) a retriever
built using the E5-base embedding (Wang et al.,
2022) to index a corpus of 6.7 million case law
documents that we crawled from CaseLaw, (2) a
reranker powered by GPT-40 to refine the top re-
trieved results, and (3) a generator based on the
03 model, which produces the final output using
the top 10 reranked precedent cases and the user’s

query.

Structured error analysis Annotators then as-
sess the model’s capability of generating court’s
side or alternate-side answer, paragraph-by-
paragraph and citation-by-citation. “Alternate-
side” refers to the opposite party, i.e., the side not
favored in the court’s decision. For each cited
authority they record: A). citation relevance, B).
whether all legally operative constraints (typically
larger than 3) are correctly extracted, C). whether
the reasoning convincingly shows those constraints
are satisfied.

If a citation fails at level A, we skip levels B and
C for that citation; similarly, if any constraint fails
at level B, we skip level C for that constraint. Ad-
ditional flags are assigned for faulty logical steps,
oft-point answers, or weak “hand-wavy” reasoning.
Citations that markedly streamline the argumenta-
tion are tagged as “good” to highlight persuasive
precedent. The full scoring rubric is listed in Ap-
pendix B.

We collected feedback from the annotators that
language models are able to generate a coherent
overall analysis from preliminary inspection of the

2 https://github.com/langchain-ai/open_deep_research

Table 2: Distribution of model output lengths.

Model LLM output length

word count

5023 £ 2164
2614 1411
1060 £ 179
1635 & 240
2094 + 1466

sentence count

184+ 76
91 £ 44
46 £9
60+ 17
96 + 72

Gemini Deep Research
GPT-40 Deep Research
o3-search
open-deep-research
Open-RAG

evaluated LLM agents’ output. We therefore did
not include this aspect in the evaluation rubrics.
This was further confirmed by annotators during
post-annotation discussions.

3.2 Adversarial complex legal reasoning task
construction

The annotation workflow is designed to probe
whether a tool-augmented GPT-40 can truly rea-
son about law rather than retrieve and paraphrase
existing opinions. We therefore begin with a fixed
set of court opinions whose introductory mate-
rial, background facts, and questions have already
been studied. Anchoring the task on pre-selected,
question-answerable cases eliminates noise from
case selection and lets us focus on the model’s
analytic competence.

Ranking fact importance In Step 2 the annota-
tor manually ranks every fact in the introduction
and background according to its influence on the
question at issue, as revealed by the court’s original
answer paragraphs. The two most pivotal facts and
the single least important fact are flagged. This
ranking phase is critical: by explicitly identifying
what matters most and least, we can later remove
those facts one at a time to stress-test the model’s
doctrinal chain. The idea is simple but powerful:
if a model truly grasps why the court ruled as it
did, deleting a key premise should force it to con-
struct a different (yet still valid) line of arguments,
whereas deleting a trivial premise should leave its
reasoning largely intact.

Model output generation Step 3 operationalizes
that test. For each of the three targeted facts (most
important, second most important, and least impor-
tant), the annotator deletes only that fact with all
other facts and background information untouched
and then prompts GPT-40 Deep Research to draft
a fresh analysis that reaches the same side as the
original court while explicitly avoiding the deleted
premise and any verbatim reuse of the court’s
methodology. The prompt instructs the model to
rely solely on the facts that remain, forbids cita-
tion to the source case or to Wikipedia, and de-
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mands in-text citations to precedents that pre-date
the opinion.

Table 4 reports inter-annotator agreement (raw
agreement) between two annotators across systems
and evaluation categories. inter-annotator agree-
ment varies across both systems and evaluation
categories. Agreement on constraint extraction is
generally highest, since constraints in prompts are
usually explicit (e.g., specific requirements, condi-
tions, or limits), making them relatively straight-
forward for annotators to identify consistently. Ci-
tation relevance shows more moderate agreement,
as judgments about whether a source is sufficiently
relevant can be somewhat subjective: one annota-
tor may view a citation as adequately supportive
while another may find it tangential. The lowest
agreement appears for argument validity, which
requires assessing the soundness of reasoning in
model outputs. Because such judgments are more
interpretive and dependent on annotators’ back-
ground knowledge, disagreements are more fre-
quent in this category.

3.3 Dataset statistics

Task settings and models We have collected
292 expert-annotated meta-evalaution examples in
total. The same 50 seed cases are used to generate
all the model outputs throughout the annotations.
We include five distinct model variants in our eval-
uation:

1. Gemini Deep Research was evaluated under
three adversarial conditions: deleting the most
important fact or the second most important,
with 30 examples each, and 5 examples with
deleting the least important fact.

2. GPT-40 Deep Research was tested under
five conditions: original same-side reason-
ing (50 examples), asking the model to ar-
gue from a different side (50 examples), and
three citation-deletion adversaries (15 exam-
ples each), totaling 145 examples,

3. o3-search was tested under two adversarial
deletion conditions, with 26 examples each,

4. open-deep-research (LangChain-based)
underwent evaluation on the two adversarial
variants, with 10 examples per condition,

5. Open-RAG underwent evaluation on the origi-
nal case and the two adversarial variants, with
10 examples per condition.

The total dataset comprises 292 examples spanning
diverse reasoning conditions and model variants.

This evaluation assesses the robustness of legal
reasoning under perturbation and the consistency
of output quality across LLM agents with different
retrieval and generation strategies.

Input/output length Table 1 summarizes the dis-
tribution of input lengths, measured in both word
count and sentence count. In the default setting,
questions average 1,758 words and 71 sentences.
When a fact is deleted, the input length decreases
slightly.

Table 2 presents the distribution of output
lengths generated by each model, measured in both
word count and sentence count. Among the models
evaluated, Gemini Deep Research produces the
longest outputs by a significant margin, averaging
5,023 words and 184 sentences, indicative of its
long-form extensive reasoning style. GPT-40 Deep
Research outputs are substantially shorter, aver-
aging 2,614 words and 91 sentences, suggesting
a more concise but still elaborate reasoning pro-
cess. Open-RAG and open-deep-research fall in
a middle range, with outputs averaging 2,094 and
1,635 words respectively. These outputs tend to be
less verbose than GPT-40’s but still maintain sub-
stantive argumentation structure. o3-search, by
contrast, produces the shortest outputs on average,
with only 1,060 words and 46 sentences, reflecting
either a minimalistic style or possible limitations
in compositional depth. This variation in output
length underscores significant differences in the
number reasoning tokens across models.

3.4 Meta-evaluation

Annotating legal reasoning processes by legal pro-
fessionals is expensive, and therefore we provide
a meta-evaluation benchmark to provide insights
into the capabilities of LLMs in legal reasoning.

Table 3 reports the mean human evaluation
scores of each model’s legal reasoning perfor-
mance across three key dimensions: citation rele-
vance (CT), constraint extraction (CS), and argu-
ment validity (AG). Each model was tested under
a range of perturbation settings, including deletion
of the most, second most, or least important fact,
as well as an “opposite side” framing and a default
unperturbed condition.

GPT-40 Deep Research demonstrates the
strongest overall performance in the default set-
ting, with average scores of 3.33 for citation rele-
vance, 2.96 for constraint extraction, and 3.08 for
argument validity. Its relative robustness across
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Table 3: Performance of LLMs evaluated by human annotators, reported in mean.

Gemini Deep Research GPT-40 Deep Research o03-search Open DR Open-RAG

mest 2nd feast Def. meost 2nd least Opp. most 2nd most 2ad Def. mest 2ad
CT 2.07 2.28 2.80 3.33 3.00 3.06 3.13 242 292 289 210 270 3.00 2.80 2.90
CS 230 255 2.40 296 2.65 2.69 2.75 217 285 258 2.60 320 3.10 2.60 3.00
AG 217 217 2.60 3.08 2.65 2.63 269 225 258 246 240 270 3.00 2.50 2.50

Table 4: Inter-annotator agreement (%) with two annotators. o3-search shows the highest agreement overall,

followed by open-deep-research.

Gemini Deep Research GPT-40 Deep Research o03-search Open DR Open-RAG

most  2nd least Def. mest 2nd least Opp. most 2ad most 2nd Def. most 2nd
CT 839 742 80.6 84.0 80.0 733 80.0 82.0 923 923 90.0 90.0 80.0 80.0 80.0
CS 806 774 83.9 820 80.0 733 80.0 82.0 923 923 880 8.0 780 78.0 78.0
AG 742 80.6 71.0 76.0 733 667 733 740 885 885 860 860 720 720 720

Table 5: Performance of LLMs evaluated by human annotators, reported in percentage. Higher values are colored
in darker shades of red. In general, deleting important facts shifts the performance towards the worse side.

Gemini Deep Research GPT-40 Deep Research o3-search Open-DR Open-RAG

most 2nd teast Def. mest 2nd least Opp. most 2nd most 2nd Def. mest 2nd
CT=0 13 10 20 0 0 0 0 17 0 0 0 0 0 0 0
CT=1 13 7 0 0 6 0 6 8 4 4 30 0 0 0 0
CT=2 30 41 20 4 24 25 12 17 12 19 30 40 10 20 20
CT=3 40 28 0 58 35 44 44 33 73 62 40 50 80 80 70
CT=4 3 14 60 38 35 31 38 25 12 15 0 10 10 0 10
CS=0 7 3 40 0 0 0 0 17 0 0 0 0 0 0 0
CS=1 10 14 0 4 6 0 6 17 0 4 20 0 0 0 0
CS=2 47 28 0 8 47 56 44 0 42 46 30 20 30 60 30
CS=3 20 34 0 75 24 19 19 67 31 38 20 40 40 20 40
CS=4 17 21 60 12 24 25 31 0 27 12 30 40 40 20 30
AG=0 3 3 20 0 0 0 0 17 0 0 0 0 0 0 0
AG=1 27 34 20 0 0 12 19 8 4 4 20 0 0 0 0
AG=2 37 21 0 12 53 44 25 8 42 46 30 40 30 60 60
AG=3 17 24 0 67 29 12 25 67 46 50 40 50 40 30 30
AG=4 17 17 60 21 18 31 31 0 8 0 10 10 30 10 10

Table 6: Average per-citation relevance score (%) for
Gemini Deep Research (Gemini DR) and Open-Deep-
Research (Open DR).

Gemini DR Open DR
most 2ndimest mest 2ndmest
Per-Citation  2.30 2.80 2.41 3.30

perturbed settings suggests that GPT-40 benefits
from both strong citation grounding and stable
logical reasoning. By contrast, Gemini Deep
Research, despite producing substantially longer
outputs, shows weaker performance particularly
in citation relevance (as low as 2.07) and greater
variability across perturbations. This may indicate
a verbosity bias, where the model generates su-
perficially rich but less precise content, leading
to degraded grounding in precedent and fuzzier
constraint extraction.

Open-RAG performs competitively in the default
condition, particularly on constraint extraction
(3.10) and argument validity (3.00). This suggests
that reasoning could be more effective when it is

disentangled from the retrieval and reranking pro-
cess and that retrieving from a database solely con-
sisting of case law is effective for a legal research
framework. However, performance slightly de-
grades under fact-deletion perturbations, possibly
due to potential memorization of the default setting.
Both open-deep-research and o3-search show
moderate to low performance across all categories.
These models may suffer from limited retrieval
precision or insufficient output supervision, which
leads to incomplete or loosely connected legal rea-
soning steps.

Table 5 displays the distribution of human eval-
uation scores for each model across three dimen-
sions: citation relevance, constraint extraction, and
argument validity. These values are reported as
percentages over discrete rating levels (0 to 4).
Darker shades represent higher values, making
trends visually salient. The table reveals clear
patterns: performance generally degrades when
key facts are removed from the input, particularly
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when the most or second most important facts are
omitted. We also found that producing relevant
citations, constraints, and valid arguments for the
side ruled against is significantly harder than for
the side supported by the original court opinion for
LLM agents.

The degradation when critical facts are missed is
most evident for Gemini Deep Research, which
shows a substantial increase in low (0-1) scores
and a drop in high (3-4) scores across all dimen-
sions under deletion conditions. For example,
when the most important fact is deleted, 13% of
Gemini outputs are rated O in citation relevance,
and only 3% receive the top rating of 4. GPT-40
Deep Research demonstrates greater resilience
under perturbation. Even when key facts are re-
moved, a majority of its outputs maintain high
ratings (scores of 3 or 4), suggesting more robust
internal reasoning and better generalization. This
may be attributed to its superior retrieval rerank-
ing mechanism and generation strategies and it
is still capable of generating reasonable legal rea-
soning under the adversarial scenarios. Neverthe-
less, performance still drops in the “opposite-side”
condition, especially in citation relevance and con-
straint extraction, indicating its capability to rea-
son from the other side of the case is still limited.
Open-RAG performs competitively in the default
condition, with 80% of outputs rated 3 or 4 in ci-
tation relevance. Notably, Open-RAG has no scores
of 0 or 1 in both the argument validity and con-
straint extraction evaluations. This suggests that
restricting the retrieval space to be entirely based
on case law and disentangling the retrieval and
reasoning processes can potentially help an LLM
agent perform more robustly on complex legal rea-
soning. However, like other models, its scores
decline as critical facts are removed. 03-search
and open-deep-research exhibit lower robust-
ness, with relatively flat distributions across scores
and a tendency to cluster around mid-range ratings,
potentially reflecting limited citation grounding or
weaker constraint modeling.

Table 6 presents the average per-citation rel-
evance scores for Gemini Deep Research and
Open Deep Research under conditions where ei-
ther the most-important or second-most-important
fact was removed. Relevance is assessed on a
0 — 4 scale, with higher values indicating stronger
citation support for the claim. Gemini Deep
Research obtained mean scores of 2.30 (most) and

2.80 (second-most), whereas Open Deep Research
achieved 2.41 and 3.30, respectively. These results
align with the overall citation relevance statistics
reported in Table 3.

These patterns suggest that while larger or better-
tuned models can partially robustly conduct com-
plex legal reasoning even under adversarial scenar-
ios, the deletion of high-salience facts introduces
brittleness across systems, highlighting the limita-
tions of existing LLM agents.

4 Experiments with LLM Evaluators

4.1 LLM as an evaluator

Correlation with human evaluation To under-
stand how well different large language models can
grade complex judicial reasoning chains, we in-
stantiate four state-of-the-art models as evaluators:
OpenAI 03 (OpenAl, 2025a), Claude-3.7 (An-
thropic, 2025), Gemini-Pro (Google DeepMind,
2025), Gemini-Flash (DeepMind, 2025) and
Qwen2.5-72B (Yang et al., 2024). Each evaluator
receives (1) the question containing the position
the model is asked to take and the background and
introduction sections of the case, (2) the candidate
analysis, and (3) the three-layer rubric for citation
relevance, constraint extraction, and argument va-
lidity that human annotators already follow.

We computed the Spearman correlations (Ta-
ble 7) and Kendall correlations (Table S1) be-
tween LLM-based graders and human annotations
across citation relevance (CT), constraint extrac-
tion (CS), and argument validity (AG). Results
are reported under various perturbation settings
to test evaluation robustness. Claude consistently
achieves the strongest alignment with human rat-
ings, particularly under adversarial conditions. For
GPT-40’s “opposite side” setting, Claude reaches
Spearman correlations as high as 75 (CS) and
81 (AG), indicating strong sensitivity to reason-
ing flips and constraint violations. Qwen2.5-72B
also performs reliably across multiple models and
conditions, especially on GPT-40 and Gemini out-
puts. However, it struggles with OpenRAG and
open-deep-research outputs, where correlations
often drop to zero or turn negative, highlighting
challenges in grading retrieval-augmented gener-
ations. Gemini Pro and Gemini Flash show
inconsistent performance: they perform well on
their own outputs but degrade across others, sug-
gesting limited generalization in evaluation logic.
03, while occasionally correlated with its own or
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Table 7: Meta-evaluation on citation relevance (CT), constraint extraction (CS), and argument validity (AG) across

perturbations. Spearman correlations in percentage.

GPT-40 Deep Research

Gemini Deep Research o3-search Open DR

OpenRAG

Model Asp. default most 2nd least opposite most 2nd least most 2nd most 2nd default mest 2nd
03 CT 30 40 30 20 35 52 18 _ 32 6 -5 0 0 0 0
CS 21~ 51 10 -30 15 54| 10 0 25 47 0 21 0 38
AG 20 0141 0 15 49 13 32 -7 6 10 34 0o 27 0
Claude CT 30 48 19 17 56 22 29 29 36 6 34 47 25 42
CS 16 54| 6 6 36 27 27 29 -8 26 14 39 -16 6
AG 0o 3 5 -12 33 28 28 14 -4 47 11 6 -27 0
G-Pro CT 10 4 44 17 5049 44 44 -2 3 26 6 0 0 0
CS 21 -14 0 13 37 49 35 35 -2 70 42 18 - 50 43
AG 5 -5 23 34 28 6 12 12 -10 13 - 2 28 13 9
G-Flash CT 14 3 3 -14 38 42 7 7 0o -3 8 6 0o -17 0
CS 0 5032 -9 38 47 30 30 0 -12 18 18 5 0 24
AG 4 -10 13 20 28 35 32 32 0 -28 57 52 29 -26 -7
Qwen2.5 CT 6 43 0 13 45 10 6 6 0 19 38 -11 0 0 43
CS 23 19 41 -9 52 25 -22 22 21 -35 26 0 0 0 -
AG 29 22 28 4 52 19 9 9 0 -1 37 22 0 0 0

Gemini outputs, performs poorly on cross-model
evaluation, especially under fact-deletion perturba-
tions. Several negative correlations indicate mis-
alignment with human judgment in degraded rea-
soning scenarios. Overall, these findings show that
LLM-based evaluators vary significantly in reliabil-
ity across models and settings. While Claude and
Qwen2.5 show promise, robust meta-evaluation in
legal reasoning likely requires grader ensembles
or model-aware scoring mechanisms to maintain
consistency under perturbation.

4.2 Granular error categories

We identified recurring error types that compro-
mise the reliability of LLM legal reasoning. Expert
annotators produced free-form analyses, which
GPT-40 parsed into granular categories and con-
solidated into Table 8. A common error is hand-
waving: when unable to derive a solution, models
assert conclusions without reasoning. This high-
lights a core limitation—current LLMs struggle to
sustain structured legal reasoning with consistency
and integrity. One clear example is factual er-
rors, where models misstate holdings, procedural
histories, or material facts.

Another error type is quoting without citation,
which obscures source traceability and violates
standards of attribution. Models may also cite but
misquote or quote correctly but miscite, both of
which distort authority and mislead readers. Some
responses yield incomplete analyses, lacking depth
or omitting relevant factors, while others offer un-
necessary analysis, pursuing tangential issues. A
further subset reflects shifts in legal stance, where

the model analyzes from the wrong party’s per-
spective. Case studies of these categories follow
below.

Exaggeration of or changing key phrases
from the background information or facts This
error falls under the category of factual errors. In
the case of State v. Kony>, GPT40 Deep Research
has hallucinated the words “vast majority” — Dr.
Bivens’ testimony only contained the following on
this topic: “And what I found was that a hundred
percent of incest offenders, offenders offending
against family members, committed offenses in
their own home. And what that means is that a
hundred percent of incest victims experience sex-
ual abuse within their own home.” In the actual
case, the court’s background and introduction sec-
tion did not find that the probative value of the
evidence was “very high”. Instead, the court actu-
ally noted that “the testimony appears significantly
misleading”.

Analyzing an issue not legally reviewable This
error also falls under the factual error category. In
the case of Visser v. Auto Alley, LLC*, 03-search
analysis fails to consider the fact that “stipulated
judgments are not subject to appellate review”,
which actual case notes. Thus, enforceability is
not relevant since the issue is not properly before
the court on appeal. The model focused on an issue
outside the court’s authority, missing the core point:
such a judgment is unappealable absent fraud or
similarly serious defects, which Vicki did not show.

3 https://case.law/caselaw/?reporter=haw&volume=138&case=0001-01

4 https://case.law/caselaw/?reporter=idaho&volume=162&case=0001-01
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Table 8: Common model error types and their occurrence percentage in legal reasoning. Circular R stands for
circular reasoning. Insufficient A. stands for insufficient analysis. Unnecessary A. stands for unnecessary analysis.

Type|Factual|Circular R.|Quote w/o Cite|Misquote| Wrong Citation |Insufficient A.|Unnecessary A.|Change Stance

% 2400 2000 | 2400 | 800 |

400 |

8.00 | 12.00 | 8.00

Quoting without citation In the Fischer v. City
of Sioux Falls case®, GPT40 Deep Research
makes a subtle but significant legal error by stat-
ing that “gross negligence and willful or wan-
ton misconduct mean the same thing in South
Dakota” without citing any supporting case law.
While the statement is substantively correct, the
model presents it as a free-standing factual asser-
tion rather than a legal principle grounded in prece-
dent. In doing so, it overlooks a core expectation
of legal reasoning: that legal propositions must be
justified by authoritative sources, especially when
they reflect state-specific doctrines. The failure to
do so makes the model’s reasoning appear more
like a declarative opinion than a legally sound in-
terpretation.

4.3 Qualitative analysis on interleaving legal
and normative or moral reasoning
Unlike math reasoning or logical reasoning where
the conclusion deductively follows from the
facts (Hendrycks et al., 2021b; Han et al., 2024),
normative reasoning may play an important part of
judicial output. This need arises out of several tasks
where the law interacts with normative concepts.
First, some statutory definitions, such as “reason-
able” behavior, may be both vague and normatively
charged. While interpretations of these concepts
may be constrained by case history, they are not
strict deductions. Second, statutory language may
be ambiguous and open to many interpretations.
Lastly, seminal cases in new areas of law may not
have any directly applicable case history to lean on.
In such cases, judicial opinions often rely on non-
deductive reasoning, including moral arguments
for preferring one interpretation over another.
One of COURTREASONER examples involves
First-Amendment constitutionality of a statute pro-
hibiting infliction of “substantial” emotional dis-
tress. This requires the opinion writer to se-
lect precedent based on a vague and normatively
charged language that restricts the scope of the
statute being tested for constitutionality. An-
other one of COURTREASONER examples involves
the questions of whether disrepair of a particular
dwelling was determined “reasonably”, which is

3 https://case.law/caselaw/?reporter=nw2d&volume=919&case=0211-01

also a normative term.

5 Conclusion

We introduce COURTREASONER, a benchmark
for evaluating LLMs’ ability to generate full judi-
cial reasoning in U.S. court cases. Unlike prior le-
gal QA datasets, our benchmark emphasizes struc-
tured, precedent-based analysis and tests models
under adversarial conditions. The results show that
even advanced LLMs struggle with citation rele-
vance, constraint extraction, and argument validity,
especially when key facts are removed or when
reasoning from the opposite side. We also find that
LLMs are inconsistent as evaluators of legal rea-
soning. Our benchmark highlights the challenges
of legal reasoning and provides resources for ad-
vancing reliable legal Al

6 Limitations

While COURTREASONER offers a comprehensive
benchmark for evaluating LLMs’ ability to conduct
structured legal reasoning, several limitations merit
discussion.

First, the benchmark is built on U.S. appellate
court opinions, which may limit the generalizabil-
ity of findings to trial court decisions, international
legal systems, or non-adversarial legal contexts.
Judicial reasoning practices differ across legal tra-
ditions, and the reasoning structure assessed here,
such as doctrinal decomposition, precedent synthe-
sis, and final holding, may not fully reflect legal
reasoning in other jurisdictions. Our 292 anno-
tated examples, while deeply analyzed, may not
represent the full range of legal doctrines or com-
plexities. Due to the high cost of expert legal anno-
tation (minimum 40—50 / hr and a total of 300 hrs),
we prioritized depth over breadth in this release,
ensuring each example spans multiple adversarial
settings and reasoning dimensions. Nonetheless,
larger-scale annotation or cross-dataset validation
would strengthen the generality and robustness of
the findings. We plan to release detailed annotation
guidelines to enable community-driven expansion,
and we welcome future collaborations to scale the
benchmark.

Second, although we simulate adversarial sce-
narios by deleting critical facts and reversing po-
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sitions, these perturbations are designed and con-
strained manually. They do not exhaustively cap-
ture the space of real-world fact patterns or the
full adversarial complexity of litigation. Further-
more, LLMs might still memorize or approximate
aspects of the original cases despite our efforts to
mask them, especially if such cases exist in their
training corpora. Our adversarial setup deliberately
removes key facts, prohibits citation of the source
case, and restricts precedents to those predating
the decision. The original case remains publicly
available, so partial reuse or adaptation is still pos-
sible. These constraints are intended to stress-test
models’ reasoning rather than to fully eliminate
contamination, and retrieval leakage cannot be en-
tirely ruled out.

Finally, our evaluation depends on expert anno-
tations, which, while necessary for legal reasoning,
are costly and thus limit scale. The 292-instance
meta-evaluation set, while detailed, may not cover
the full spectrum of legal doctrines, jurisdictions,
or case complexities.

7 Ethical considerations

This work raises several important ethical consider-
ations related to the responsible use and evaluation
of large language models (LLMs) in legal contexts.

Use of public legal data  All case law used in the
construction of the COURTREASONER benchmark
is sourced from publicly available U.S. court opin-
ions from https://case.law/caselaw/, a database of
U.S. court opinions. These legal documents are in
the public domain and do not contain personal iden-
tifying information beyond what is already made
public in judicial decisions. No additional private
or confidential legal materials were accessed.

Annotation and legal expertise The evaluation
of model outputs was conducted by trained legal
professionals, including attorneys and paralegals,
to ensure accurate and domain-appropriate assess-
ments. Annotators were hired through the Upwork
platform® and fairly compensated for their time and
expertise. While inter-annotator agreement was
high, we acknowledge the inherently interpretive
nature of legal analysis and include transparency
regarding evaluation protocols and scoring rubrics
to mitigate subjectivity.

8 https://www.upwork.com

Avoiding harm in legal automation Our results
demonstrate that even frontier LLMs often gener-
ate legally invalid arguments, hallucinate citations,
or misrepresent case facts. If adopted uncritically
in legal practice, such behavior could lead to seri-
ous harms, including misinformation, unjust out-
comes, and erosion of public trust in the legal sys-
tem. These risks illustrate the broader dangers of
overreliance on opaque or hallucinating systems
in high-stakes domains and reinforce the need
to keep human legal professionals firmly in the
loop. Against this backdrop, COURTREASONER
is introduced not as a tool for deployment, but as a
research and evaluation framework—intended to
advance understanding of LLM reasoning in legal
contexts while safeguarding against misuse.

Responsible open release We plan to publicly
release all benchmark data, prompts, annotations,
and evaluation code to promote transparency and
reproducibility. We also include clear usage dis-
claimers that the benchmark is not intended to cer-
tify any LLM for legal use and should be used
solely for research and evaluation purposes.

By foregrounding these concerns, we aim to fos-
ter responsible Al research in the legal domain and
promote careful consideration of the limitations
and risks of automated legal reasoning.
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A Scoring Rubric
# Legal Analysis Evaluation Rubric

You are tasked with evaluating legal analyses according to the following comprehensive rubric.
Follow these criteria carefully to ensure consistent and fair assessment.

Conduct evaluations in all three of the following areas:
(If there are no citations, all the scores should be 0. )

## A. Citation Relevance (Score: 0-4)
Evaluate how applicable the cited precedent cases are to the legal question at hand.
Please analyze each citation in the legal analysis in order to produce this score.

*%@Q points**: No relevant cases cited, or all cited cases are completely irrelevant to the analysis.

*x1 pointx*: All cited cases have only remote or tangential relevance to the core legal analysis.

**2 points*x: Most cases cited have only distant relevance, with few directly applicable precedents.

**3 points**x: About half of the cases cited are only remotely relevant to the analysis, while the rest are relevant.
*%x4 points**: All or nearly all cited cases are highly relevant and directly applicable to the legal analysis.

X% kX %

## B. Constraints Extraction (Score: 0-4)

In order to use a conclusion in the cited case, the analysis must first identify which constraints

are needed to reach the conclusion in the case cited.

This conclusion is useful for arguing the case this legal analysis is trying to argue.

Evaluate how well the analysis identifies the necessary conditions (constraints) that must be satisfied

in the case cited to reach the conclusion in the case cited that is useful for arguing the case this legal analysis is trying to argue.

*x@ points*x: No legal constraints identified or the extraction is fundamentally incorrect.

*x1 pointx*: Some constraints extracted but fewer than 3, or contains significant errors in interpretation.

*%x2 points**x: At least 3 constraints extracted, but some are incorrectly formulated or incompletely articulated.
**3 points*x: All necessary constraints (typically at least 3 plus any other applicable ones) are extracted,

with only minor interpretive errors.

* x%4 pointsxx: All constraints are fully and correctly extracted with precise legal terminology and interpretation.

*
*
*
*

## C. Argument Validity per Constraint (Score: 0-4)

Evaluate how well the legal arguments support each identified constraint, factual accuracy is important here.
The legal analysis must not exaggerate or change key phrases in the background information or facts.

This aspect should be evaluate independent of citation relevance and constraint extraction.

*%@ pointsx*: No substantive arguments provided for any of the identified constraints.

*x1 pointx*: Arguments provided for some constraints, but they are predominantly invalid, weak, or misapply legal principles.
*%2 points**: Arguments provided for most constraints, but several are invalid or significant constraints lack supporting arguments.
**3 points*x: Arguments provided for all identified constraints; most are valid but contain minor logical inconsistencies or gaps.
**4 points*x: Strong, valid arguments provided for each identified constraint, with sound legal reasoning throughout.

EE

Additional Context:
Legal Question: {legal_question}

{legal_analysis_text}
Please analyze each citation in the legal analysis, then analyze whether constraints are satisfied for each cited case,
then analyze whether each argument is valid for each constraint.

Besides explanations for your scoring, also produce a formatted score following

the example below in a json format. Make sure to add ~~~json before the json dict.
T json
{{

"Citation Relevance”: "<number>",

"Constraints Extraction”: "<number>",

"Argument Validity per Constraint”, "<number>",

13

B Per-citation Relevance Rubric

Not relevant: The citation does not support the claim at all (possibly erroneous or misleading).

Slightly relevant: The citation touches on a loosely related topic but doesn’t provide strong evidence for the exact claim.
Relevant: The citation supports the claim in a general way, though not precisely or directly.

Very relevant: The citation directly supports the claim, but may not be the strongest or most specific possible source.
Highly relevant: The citation is exactly on point-direct, precise, and authoritative evidence for the claim.

W=

35292



C Example of model input and output
C.1 GPT40 Deep Research input

Use the information provided below to answer this question: Does Neb. Rev. Stat. § 25-1329 apply to a district court’s judgment resolving a petition in error, thereby
tolling the time for appeal, despite prior case law holding that the statute does not apply to district courts acting as intermediate appellate courts?

Do not cite anything from McEwen v. Neb. State. Do not cite any judgments rendered after Jul. 12, 2019. When conducting the research and analysis, use the facts
provided below and not any facts that you might know from the underlying case. For example, if any facts from the underlying case are missing from the information
provided below, do not assume those facts. The analysis should be based only on the facts provided below.

Cite precedent cases with in-text citations. Expand out the full case citations in the text instead of using popup citations. Do not use Wikipedia.

Dr. Robert McEwen filed a petition in error in the district court for Dawes County, Nebraska, against the Nebraska State *125College System (NSCS), a system of
three state colleges in Nebraska. He alleged that he was wrongfully terminated from his position as a tenured professor at Chadron State College.

Neither party disputes that the petition in error was timely filed. Responding to the petition in error, NSCS’ answer admitted that McEwen was discharged on March
16, 2016, that McEwen timely requested an additional hearing before NSCS’ board of trustees under a provision of the collective bargaining agreement, and that on
April 18, NSCS’ chancellor **556denied the additional hearing, thereby finalizing the discharge. McEwen’s petition was filed on May 17. District court proceedings
followed.

By a judgment styled as a memorandum order, the district court "overruled" his petition on March 31, 2017 (March judgment).

Exactly 10 days later, on April 10, 2017, McEwen moved for a new trial or, in the alternative, for an order vacating the March judgment. The alternative motion
stated that it was based on Neb. Rev. Stat. § 25-2001 (Reissue 2016).

After a hearing, the district court overruled both aspects of the motion, doing so by an order entered on May 25, 2017 (May order). Because the court had not
conducted a trial and reviewed only a transcript of the administrative proceedings, it concluded that a motion for new trial was not proper. Turning to McEwen’s
alternative motion to vacate judgment, the court explained that it had made a mistake of fact regarding the presence of an individual at an administrative hearing. But
the court concluded that the individual’s presence was not the "determining fact" in the court’s conclusions regarding the " *17.3” " issue, referring to a section of a
collective bargaining agreement. Thus, the court did not change its decision regarding the merits of McEwen’s petition in error.

Within 30 days after the May order, McEwen filed a notice of appeal. In case No. A-17-638, the Court of Appeals summarily dismissed the appeal for lack of
jurisdiction. The court’s summary order explained that McEwen’s motion for new trial did not "toll" the time to file a notice of appeal and that McEwen’s notice of
appeal was not timely filed.

McEwen moved for rehearing in the Court of Appeals. He argued that the May order was itself a final order. He premised this argument upon § 25-2001 and this
court’s decision in Capitol Construction v. Skinner .3 Notably, McEwen **557discussed two of our cases, Goodman v. City of Omaha4 and Timmerman v. Neth ,5
regarding the applicability of a motion to alter or amend a judgment6 where a district court acts as an intermediate appellate court. Based on this case law, McEwen
conceded, as he did at oral argument before this court, that his motion to vacate did not act as a motion to alter or amend the judgment, which would have terminated
the running of the appeal time.

By a summary order in case No. A-17-638, the Court of Appeals denied rehearing. The court explained that McEwen’s motion to vacate did not "toll" the time to
appeal from the March judgment. The court added, "Accordingly, by the time the district court entered [the May] order denying the motion to vacate, [McEwen]
*#126could only appeal from that order. However, [McEwen’s] brief on appeal argues only that the district court erred by denying his petition in error in the March
[judgment]." Thus, the Court of Appeals concluded that it lacked jurisdiction to consider the merits of the March judgment and left in place the dismissal of the
appeal from the May order.

McEwen timely petitioned for further review, which we granted.7

After oral argument in this court, we requested supplemental briefing by the parties addressing whether, in light of the distinction traditionally recognized between
petitions in error and appeals created by various statutes, the Legislature intended for motions to alter or amend a judgment under § 25-1329 to apply to judgments
entered in error proceedings and, if so, the proper application of that statute to the case before us. The parties promptly submitted supplemental briefs, which we
have considered.

**558I11. ASSIGNMENTS OF ERROR

McEwen assigns that the Court of Appeals erred in (1) dismissing his appeal for lack of jurisdiction and (2) overruling his subsequent motion for rehearing.

IV. STANDARD OF REVIEW

A jurisdictional question which does not involve a factual dispute is determined by an appellate court as a matter of law, which requires the appellate court to reach a
conclusion independent of the lower court’s decision.8

The meaning of a statute is a question of law.9
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C.2 GPT40 Deep Research Output (Excerpt)

Understood. I will research whether Neb. Rev. Stat. § 25-1329 applies to a district court’s judgment resolving a petition in error, despite prior case law suggesting
that it does not apply to district courts acting in an appellate capacity. I will craft the remaining portion of an appellate court judgment with legal analysis, discussion,
and a reasoned conclusion, using only precedent and legal interpretations available up to July 12, 2019, and excluding McEwen v. Neb. State.

## ANALYSIS

### District Court as Appellate Tribunal and Tolling Motions

Nebraska law has long held that when a district court exercises appellate jurisdiction — reviewing a decision of a lower court or tribunal — certain postjudgment
motions are not available to extend the time for appeal. In particular, a motion for new trial is confined to trial courts; if the district court acted as an appellate court,
a “motion for new trial” is not a proper pleading and does not arrest the running of the appeal clock. This rule has been applied uniformly whether the district court
was hearing an appeal from a county court or from “some other lower tribunal”. Accordingly, our cases repeatedly refused to recognize such motions as tolling the
time for appeal in that context. We reasoned that in an appellate review, the district court’s decision is not a true “judgment” as contemplated by the tolling statutes,
but rather an appellate disposition of another body’s judgment. We thus defined “judgment” for purposes of a motion to alter or amend (§ 25-1329) as *“the final
determination of the rights of the parties in an action”* —i.e. the decision of a trial court — and not an appellate decision of a district court. Under that view, a district
court sitting as an intermediate appellate court could not entertain a tolling motion (whether styled as new trial or to alter/amend), and any such motion would not
extend the 30-day deadline for filing a notice of appeal. This doctrine was well established in our jurisprudence.

##H# Petition in Error Proceedings as Distinct from Appeals

Notwithstanding the above principles, we recognize a clear distinction in Nebraska law between a direct *appeal* to the district court and a *proceeding in error*.
A proceeding in error in the district court (pursuant to Neb. Rev. Stat. §§ 25-1901 to 25-1908) is *“distinct and independent”*, whereas an appeal is *“a mere
continuation of the same cause in another court.”* Unlike a direct appeal which removes the entire cause to the higher court for retrial on law and fact, an error
proceeding is initiated by filing a petition in the district court (along with a transcript of the inferior tribunal’s record) and issuing summons to the adverse party. In
other words, the petition in error functions as a new civil action filed in the district court, the purpose of which is to obtain review of the inferior body’s decision on
the record. We have said that the two procedures — appeal and error — are so different that the statutory provisions governing each “cannot be taken together and
construed as if they were one law”. Consistent with that view, the outcome of a petition in error is a judgment of the district court concluding the independent error
proceeding, whereas on a direct appeal the district court’s ruling might simply remand the cause for further proceedings below. This historical distinction between an
error proceeding and a regular appeal is crucial in assessing the applicability of § 25-1329.

Earlier Nebraska decisions did not always articulate this distinction when considering postjudgment motions. The broad rule stated in cases like **Goodman v. City
of Omaha** (a zoning appeal) and **Timmerman v. Neth** (an administrative license appeal) was that no tolling motion lies when the district court acts as an
appellate reviewer. Those cases, however, involved ordinary appeals where the district court was unquestionably sitting as an intermediate appellate court. We
acknowledge that our jurisprudence at times used loose language referring to an “appeal by petition in error” and thus lumped error proceedings together with other
appeals. Upon closer examination, however, the district court’s role in a petition in error is more akin to that of a trial court entering a judgment in an original action
(albeit on a limited record review) than that of a purely intermediate appellate tribunal. The question, then, is whether the tolling provisions of § 25-1329 should
apply to the judgment rendered by a district court at the conclusion of a petition in error proceeding. We conclude that they should.

### Legislative Intent of § 25-1329

Section 25-1329 was enacted as part of L.B. 921 in 2000, against the backdrop of the above-described case law. By its plain terms, the statute imposes only two
requirements for a motion to alter or amend: it must be filed within ten days after the entry of *“the judgment,”* and it must seek a substantive change to that
judgment. Nothing in the text of § 25-1329 limits the term “judgment” to a particular court or type of proceeding. In contrast to other contexts where the Legislature
has explicitly differentiated appeals from other actions, here the statute is written generally, suggesting it encompasses any final judgment properly so called. Indeed,
the very purpose of § 25-1329, like similar provisions for new trial motions, is to give the court entering judgment a chance to correct any errors timely brought to its
attention, thereby potentially obviating the need for an appeal. This purpose would seem equally valuable whether the “judgment” is reached after a full trial or upon
a review of another tribunal’s decision. We must presume the Legislature intended § 25-1329 to be construed in a manner that effectuates this remedial purpose,
rather than in a way that creates procedural traps or unnecessary appeals.

The legislative history of L.B. 921 confirms that § 25-1329 was designed to fill a procedural gap. Before 2000, a party aggrieved by a decision that was not the result
of a trial (for example, a summary judgment or dismissal before trial) faced uncertainty about how to seek reconsideration. A Judiciary Committee comment on the
2000 amendments explained that a motion to alter or amend was intended as a mechanism to seek relief from *“a decision based on something other than a trial.”* In
the same bill, the new trial statutes were clarified to refer to a verdict or trial decision, underscoring that a “new trial” motion is inappropriate when no trial occurred.
Thus, the Legislature provided that in such instances, a motion to alter or amend the judgment under § 25-1329 would be the proper means to ask the court to
reconsider its decision. We find no indication that the lawmakers intended to withhold this means of relief in the subset of cases where the district court’s judgment
happened to arise from an error proceeding. On the contrary, error proceedings fit neatly into the very category of decisions “based on something other than a trial”
that § 25-1329 was meant to address. Had the Legislature wanted to exclude appellate-type district court judgments from § 25-1329, it could have said so explicitly.
Instead, the statute’s broad language and purpose signal an intent to treat any final judgment of the district court — including one rendered at the conclusion of a
petition in error — as eligible for a timely motion to alter or amend. This interpretation best harmonizes the statute with its goal of avoiding needless delay and
expense from premature appeals.

### Application to the Present Case

In light of the foregoing, we hold that Neb. Rev. Stat. § 25-1329 applies to a district court’s judgment resolving a petition in error. When a party timely files a
motion to alter or amend such a judgment (seeking a substantive change in the outcome), the motion terminates the running of the time for appeal....
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D Kendall correlation for human-LLM agent evaluation

Table S1: Meta-evaluation on citation relevance (CT), constraint extraction (CS), and argument validity (AG)
across various perturbation settings. Kendall correlations are reported, in percentage. Values are colored by the
blue-to-red coolwarm colormap.

03 Claude G-Pro G-Flash Qwen2.5-72B
CT CS AG CT CS AG CT CS AG CT CS AG CT CS AG

GPT-40 Deep Research

default 28 19 18 29 15 0 10 20 5 14 0 3 5 22 27
moestimportant 39 50 0 43 47 -2 4 -13 -5 3 5 -10 40 18 21
2nd-mestimpertant 29 9 38 13 2 6 | 41 0 19 3 31 12 0 39 26
leastimpeortant 18 -28 0 14 6 -10 15 12 28 -12 -8 17 12 -8 4
opposite 33 14 13 49 _ 3 36 25 35 37 25 41 50 50
Gemini Deep Research

mestimpertant 47 48 44 20 32 29 45 46 5 39 44 32 9 23 18
2nd-mestimpertant 16 9 11 25 24 25 40 31 11 6 28 31 6 -20 8
2nd-mestimpertant - 0 -31 25 24 25 40 31 11 6 28 31 6 -20 8
o3-search

mestimpertant 31 23 -7 35 27 14 -2 -1 -9 0 0 0 0 20 0
2nd-mestimpertant 6 45 6 5 -7 -4 3 6 12 -3 -11 -28 18 -33 -1
open-deep-research

mostimportant -3 0 9 32 23 39 20 38 - 7 16 49 36 23 35
2nd-mestimpertant 0 19 33 42 9 6 6 16 3 6 16 49 -10 0 20
OpenRag

default 0 - 0 - 38 4 0 59 27 0 4 25 0 0 0
mestimpertant 0 0 26 -25 -15 -26 0 49 12 -17 0 -25 0 0 0
2nd-mestimpertant 0 37 0 40 4 0 0 41 7 0 22 -7 -41 - 0
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