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Abstract

This paper compares the effectiveness of tra-
ditional machine learning methods, encoder-
based models, and large language models
(LLMs) on the task of detecting depression
and anxiety. Five Russian-language datasets
were considered, each differing in format and
in the method used to define the target pathol-
ogy class. We tested AutoML models based
on linguistic features, several variations of
encoder-based Transformers such as BERT, and
state-of-the-art LLMs as pathology classifica-
tion models. The results demonstrated that
LLMs outperform traditional methods, partic-
ularly on noisy and small datasets where train-
ing examples vary significantly in text length
and genre. However, psycholinguistic features
and encoder-based models can achieve perfor-
mance comparable to language models when
trained on texts from individuals with clinically
confirmed depression, highlighting their poten-
tial effectiveness in targeted clinical applica-
tions.1

1 Introduction

The problem of detecting mental disorders and
patient emotions through text analysis and ma-
chine learning has been of increasing interest to re-
searchers over the past decade (Graham et al., 2019;
Zhang et al., 2022; Calixto et al., 2022; Mayer et al.,
2024). In fact, advances in data science and natu-
ral language processing methods offer promising
opportunities for screening, monitoring, early de-
tection, and prevention of negative outcomes of
mental disorders. Although there are studies that
work with interviews (Morales and Levitan, 2016;
Ringeval et al., 2017) and offline texts (Lynn et al.,
2018; Stankevich et al., 2019), in most cases the
material for such research comes from social me-
dia (Guntuku et al., 2017; Garg, 2023). These stud-

1https://github.com/glkuzi/
llm-mental-disorders-detection

ies tend to focus on, but are not limited to, condi-
tions such as depression, anxiety, stress, suicidality,
post-traumatic stress disorder, and anorexia. Un-
surprisingly, the methods considered for predicting
mental state from text fell into traditional machine
learning, using hand-crafted linguistic features, and
various forms of deep learning (Zhang et al., 2022).
The deep learning approach is often more accurate,
especially when there are enough data samples,
while traditional machine learning produces more
interpretable results.

In this paper, we compare the performance of lin-
guistic features, encoder-based models, and large
language models (LLMs) on the task of identify-
ing mental disorders. We consider two types of
mental states, depression and anxiety, and several
datasets in Russian that differ in text format and
in the way a pathology is detected. To the best
of our knowledge, this is the first comprehensive
study on mental disorder detection in Russian texts,
involving a wide range of techniques, including
LLMs.

For our study, we involve a clinically verified
dataset of essays, which contains texts written by
patients with clinically diagnosed depression as
well as texts from healthy volunteers (Stankevich
et al., 2019). Most studies based on social media
rely on self-reports, group affiliations, or question-
naire responses to determine mental health status.
In contrast, only a few works use clinically vali-
dated data, which can differ substantially in qual-
ity and reliability (Chancellor and De Choudhury,
2020; Ernala et al., 2019).

This paper addresses the following research
questions:

• RQ1: What is the most prominent technique
for predicting depression and anxiety: tradi-
tional machine learning, encoder-based mod-
els, or recent LLMs?

• RQ2: Do models trained on a dataset of es-
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says in which depression was defined by a
clinical diagnosis generalize to social media,
where the depression status is defined by a
questionnaire?

• RQ3: How do the LLM-generated explana-
tions for detected depression align with the
clinician’s perspective?

Our main contributions are the following:

• We outperformed the existing state-of-the-art
depression detection method on one dataset
and established classification baselines on
three previously unexamined anxiety datasets.

• We conducted a thorough comparison of vari-
ous groups of models on the depression and
anxiety detection tasks in Russian, which
could be used by practitioners in this field
for future experiments.

• We explored the transferability of models
from tasks using clinical diagnoses as targets
to those based on questionnaire-derived labels,
aiming to mitigate the scarcity of clinically
validated data in mental disorder detection.

• We evaluated and categorized LLM-generated
explanations for detected depression from the
point of view of clinicians, which could be
used for future improvement of LLM-assisted
systems in this field.

2 Related Work

2.1 Traditional and Advanced ML Methods

Researchers have employed various methods for
detecting depression and anxiety across social me-
dia platforms. Tadesse et al. (2019) consider the
Reddit users’ dataset, comparing single and com-
bined feature learning for depression detection. N-
gram features, Linguistic Inquiry and Word Count
(LIWC) dictionary features, and topics from Latent
Dirichlet Allocation are considered, showcasing
the effectiveness of combined features on the multi-
layer perceptron.

In (Shah et al., 2020), NLP methods are applied
for depression detection of Reddit users based on
their posts. GloVe, Word2Vec, and FastText embed-
dings, as well as handcrafted statistical metadata
features and LIWC features, are used for text repre-
sentation. The two-headed model, combining BiL-
STM for embeddings and a fully connected layer

for meta-features, demonstrates superior results
with Word2Vec embeddings and meta-features. Ad-
ditionally, the authors use Early Risk Detection
Error and Latency metrics to take the time of clas-
sification into account.

Owen et al. (2020) consider depression and anxi-
ety detection for tweets, using SVM on TF-IDF vec-
tors and GloVe embeddings, as well as BERT (De-
vlin et al., 2019) and ALBERT (Lan et al., 2020).
Results show that BERT is better on a balanced
dataset, while SVM excels on an unbalanced one.

Babu and Kanaga (2022) underscores the impor-
tance of emoticons in texts in sentiment analysis for
depression detection. The study covers 101 publica-
tions, emphasizing the effectiveness of combining
deep learning algorithms, with CNN+LSTM yield-
ing the highest precision. Moreover, multi-class
sentiment classification provides more precise re-
sults than binary and ternary classifications.

The FCL (Fasttext+CNN+LSTM) model pro-
posed in (Tejaswini et al., 2024) outperforms
LSTM and CNN models, based on GloVe and
Word2vec embeddings, on datasets for depression
detection with Reddit and Twitter posts.

Assessing the anxious Twitter posts caused by
the COVID-19 pandemic, (Jeong et al., 2023) uses
BERT trained on the Korean language, achieving
strong accuracy and establishing a correlation be-
tween the anxiety index and COVID-19 waves.

The study (Ansari et al., 2023) focuses on identi-
fying depression in social media datasets (CLPsych,
Reddit, eRisk) through various text classification
methods, combining sentiment lexicons with deep
learning pipelines. Authors utilize sentiment lexi-
cons with logistic regression and LSTM with atten-
tion on GloVe embeddings, comparing them and
combining them into ensembles.

2.2 Large Language Models
According to the systematic review (Omar and Lev-
kovich, 2025), most studies about depression de-
tection focus on BERT-based models, indicating
the field’s early stages in adopting newer technolo-
gies like GPT-4 and Google’s Gemini. However,
LLMs are demonstrating significant potential in
advancing depression detection systems.

The Chat-Diagnose approach (Qin et al., 2023)
integrates diagnostic criteria from the Diagnostic
and Statistical Manual of Mental Disorders (DSM-
5) into prompts and uses the Chain of Thoughts
technique to deliver explainable diagnoses via an
LLMs-augmented system based on ChatGPT/GPT-
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3. This method demonstrates state-of-the-art re-
sults on Twitter and Weibo depression datasets by
employing zero-shot and few-shot learning.

Another study (Hadzic et al., 2024) compares
the effectiveness of fine-tuned BERT with GPT-
3.5 and GPT-4 in the depression detection task.
The authors use Patient Health Questionnaire-8
scores for classifying transcribed audio data from
the Distress Analysis Interview Corpus, KID, and
a simulated dataset. With scores separated into
depressive and non-depressive groups, the zero-
shot method for GPT-4 outperforms GPT-3.5 and
BERT across all datasets, highlighting the potential
of LLMs in depression detection.

Additionally, Wang et al. (2024) investigates de-
pression symptom detection and severity classifica-
tion using LLMs on the eRisk 2021 and eRisk 2023
datasets. Utilizing Beck’s Depression Inventory to
form queries related to depression symptoms and
the Universal Sentence Encoder for text embed-
dings, the study creates two datasets containing
top-1 and top-5 ranked texts for each query. LLMs
fine-tuned with QLoRA are used for classification
into four levels of depression severity.

The DORIS (Lan et al., 2024) system addresses
the challenges of detecting depression through so-
cial media posts from the Sina Weibo Depression
Dataset. The authors use GPT3.5-Turbo-1103 for
annotating high-risk texts according to the DSM-5
depression scale; also, LLM is used to summarize
critical information from users’ historical mood
records (mood courses). The final model based on
XGBoost is learned on features from annotations
and gte-small-zh model vector representations of
post histories and mood courses and shows an im-
provement over the baseline.

We are the first to examine and compare three
generations of the discussed models for depression
and anxiety detection tasks in Russian, namely,
traditional ML models, encoder-decoder models,
and LLMs. Unlike other works, we used various
models from each group and carefully compared
the results of the models between the groups on
five datasets, aiming for a general recommendation
on the best models to use in practice.

3 Data

This paper considers five Russian-language
datasets: 2 for depression and 3 for anxiety. Classes
in all datasets were represented in the binary for-
mat: a healthy class (no signs of mental disorders)

and a pathology class (depression or anxiety). The
general description of the datasets used in our study
is shown in Table 1.

3.1 Depression-Essays (DE)

To compile this dataset, subjects were asked to
write a short essay (from 1,500 to 5,000 charac-
ters with spaces and punctuation) on the topic of
“Myself, others, world” (Stankevich et al., 2019).
In total, 557 essays were collected, including 110
authored by patients with clinical depression. The
essays written by people with clinically validated
depression were provided by the Mental Health
Research Center, Moscow, Russia. The collection
of essays was done on a voluntary basis, under
conditions of anonymity and for research purposes
only. The best-reported performance on this data
reaches 73% F1 for the depression class in the
cross-validation evaluation with the random forest
model trained on n-grams and psycholinguistic fea-
tures (Stankevich et al., 2019). For this dataset, we
provided several anonymized examples in Table 21
in Appendix G.

3.2 Depression-Social Media (DSM)

The Depression-Social Media dataset was devel-
oped to support research on detecting depression in
social network users (Ignatiev et al., 2022). It con-
sists of text messages from the VKontakte platform,
accompanied by results from the Russian-language
adaptation of the 21-item Beck Depression Inven-
tory (BDI) questionnaire (Beck et al., 1961). The
healthy class included users with a scale score of 10
or less, and the pathological class between 30 and
63. The best-reported classification performance
using textual data reaches only 65% F1 for the
depression class with a logistic regression model
trained on psycholinguistic features (Ignatiev et al.,
2022).

We have made some changes to the original
dataset. For each subject, all messages were com-
bined for a period of 170 days prior to the date of
the questionnaire screening, and the total text was
limited to 6,000 characters (symbols), resulting in
a median length per sample of 122 words. Such
restrictions were imposed to bring the final texts
from this dataset closer to the format of the essay
dataset in terms of total text length for each subject
and to account for the fact that the relevance of
depression screening becomes less over a period of
more than six months.
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Name Depression-Essays (DE) Depression-Social Media (DSM) Anxiety-Letter (AL) Anxiety-Description (AD) Anxiety-COVID Comments (AC)
Reference (Stankevich et al., 2019) (Ignatiev et al., 2022) (Litvinova and Ryzhkova, 2018) (Medvedeva et al., 2021)
Condition Depression Depression Anxiety Anxiety Anxiety
Text format Essay Social media messages Letter Description of the picture Short comments
Class criteria Clinical diagnosis BDI HADS HADS SCL-90-R
# healthy samples 447 135 109 101 222
# pathology samples 110 89 93 89 191
Median words
per sample 309 122 144 84 7

Table 1: Summary of datasets used in this study

3.3 Anxiety-Letter and Anxiety Picture
Description (AL and AD)

For anxiety detection experiments, we use the
RusNeuroPsych corpus (Litvinova and Ryzhkova,
2018). This corpus was prepared to study the
relationships between a person’s text, personal
traits, mental status, and demographic character-
istics. To compile the corpus, participants were
asked to write an informal letter to a friend, pro-
vide a textual description of a picture, and complete
a series of psychological questionnaires. Among
these, the Hospital Anxiety and Depression Scale
(HADS) (Bjelland et al., 2002) was employed to
assess anxiety levels. Based on HADS scores, sub-
jects with a score of 7 or below were assigned to
the healthy class, while those with a score of 8 or
higher were assigned to the pathology class. Be-
cause the corpus contains two distinct text types, it
was further split into two separate datasets for the
experiments. We denote them AL (Anxiety-Letter)
for letters and AD (Anxiety-Description) for pic-
ture descriptions. To the best of our knowledge, no
classification experiments have been performed on
this data before.

3.4 Anxiety-COVID Comments (AC)

In addition, we used a corpus of subjects’
comments on the COVID-19 pandemic situa-
tion (Medvedeva et al., 2021). Subjects were asked
to complete a series of questionnaires and write a
free-form commentary describing their attitudes to-
wards the world situation around the pandemic and
self-isolation. Among the questionnaires used was
the SCL-90-R symptom questionnaire (Derogatis,
1983), the anxiety scale from which was used to
form 2 groups: the healthy group, with an anxi-
ety scale score below the 33rd percentile, and the
pathology group, with an anxiety scale score above
the 66th percentile. To the best of our knowledge,
no classification experiments have been performed
on this data before.

4 Methods

4.1 Linguistic Features

4.1.1 Psycholinguistic Features

The linguistic features used in our research were ex-
tracted using the tool described in (Smirnov et al.,
2021). This tool extracts morphological, syntac-
tic, and vocabulary parameters of texts, including
various psycholinguistic coefficients. A total of
113 features were used. A detailed description of
the features utilized and those extracted with this
tool on our data is available in the Hugging Face
repository.2

4.1.2 Classification Setup

As a classification baseline, we use the AutoML
system auto-sklearn (Feurer et al., 2015) trained on
psycholinguistic features and n-grams. The auto-
sklearn classifier employs a Bayesian optimizer
that considers 15 classification algorithms, 14 fea-
ture preprocessing methods, and 4 data preprocess-
ing techniques. Additionally, the classifier utilizes
a meta-learning approach and automated ensemble
construction to speed up optimization.

For psycholinguistic features, we consider sev-
eral feature selection methods: filter method, wrap-
per method (forward selection and backward elimi-
nation), and embedding method. Selected features
are examined for pairwise linear correlation, and
those with absolute Pearson coefficient values of
more than 0.95 are deleted.

We also train models on TF-IDF vectors on uni-
grams and unigrams with bigrams. In addition to
full vectors, we consider different subsets of fea-
tures for vectors on unigrams: from 20% to 100%
of the features are selected with a 20% increment.
For each subset, correlated features are deleted in
the same way as with psycholinguistic features.

On each set of features, we launch the classifier
6 times with different seeds and then calculate the
mean and standard deviation values of the metrics

2https://huggingface.co/datasets/
anonymizedauthor/paper_data

34527

https://huggingface.co/datasets/anonymizedauthor/paper_data
https://huggingface.co/datasets/anonymizedauthor/paper_data


based on the results of the launches. The chosen
AutoML models are presented in Appendix A.

4.2 Encoder-Based Models
Encoder-based classification models eliminate the
need for tedious feature engineering in favor of a
deep multi-layer neural architecture. As we target
classification on Russian corpora, we consider mod-
els pretrained on multilingual or Russian datasets.
As a simple baseline, we used a base version of
multilingual BERT, a model with 110 million pa-
rameters, first introduced in (Devlin et al., 2019).
Another considered baseline is RuBERT (Kuratov
and Arkhipov, 2019), a pretrained Russian version
of BERT-base with the same amount of parame-
ters. We also finetuned several more recent mod-
els, such as RuBioRoBERTa (Yalunin et al., 2022),
which is a RoBERTa pretrained on Russian lan-
guage biomedical texts, and RuRoBERTa-large – a
bigger version of RoBERTa, also pretrained on Rus-
sian language datasets. For all of the four models,
we optimized hyperparameters using Bayesian op-
timization from the HuggingFace framework (Wolf
et al., 2020).

The used hyperparameter grid and optimal pa-
rameters, along with the used checkpoint of models,
are presented in Appendix A.

4.3 Large Language Models
We conducted experiments with LLMs in various
settings. First of all, we evaluated models by 0-
shot and 5-shot prompting, considering only nor-
malized probabilities for tokens “0” or “1” in the
first generated token, as it was done in MMLU
(Hendrycks et al., 2021). We will refer to these set-
tings as “0-shot MMLU” and “5-shot MMLU” cor-
respondingly. Secondly, we employed 0-shot and
5-shot prompting with bigger generation lengths
and matched the generated answer to one of the pos-
sible classes with string matching. Finally, we con-
ducted the fine-tuning of the models using LoRA
(Hu et al., 2022).

We selected a set of relatively small (less than
9B parameters) self-hosted open-source models, ei-
ther fine-tuned for the Russian language or showing
good multilingual capabilities. To the first group be-
longs SaigaLlama3 8B, a version of Llama 3 8B In-
struct (Grattafiori et al., 2024) fine-tuned on several
Russian datasets, as well as models from the Vikhr
family (Nikolich et al., 2024). We used Vikhr 7B In-
struct 0.4, Vikhr 7B Instruct 5.4, and Vikhr Gemma
2B Instruct. The former two are based on Mistral

7B (Jiang et al., 2023) with vocabulary adaptation
for the Russian language, followed by additional
pretraining and instruction tuning. The latter one is
based on Gemma2 2B Instruct (Team et al., 2024),
additionally trained on Russian data. We also used
multilingual models, such as Gemma2 2B Instruct
and Gemma2 9B Instruct, as well as Qwen2 7B
Instruct (Yang et al., 2024). As we are conduct-
ing experiments on sensitive data and with private
datasets, we did not consider remotely-hosted mod-
els (such as GPT-4, Claude) due to the possibility
of data leakage.

The full information about used prompts, train-
ing hyperparameters, and versions of used models
is presented in Appendix A.

5 Results

5.1 Classification Results on Depression and
Anxiety Datasets

The data were divided into training and test sam-
ples in an 80% by 20% ratio, with stratification
by the target variable reduced to binary form. All
classification reports in this study show results on
the test data. The classification report for the best
models from each group is presented in Table 2.

5.1.1 DE Dataset
The best scores of the F1 for the pathology class
and F1-macro in this experiment are achieved on
the essay dataset (DE) by the fine-tuned LLM
model with 88.4% F1-macro and 81.1% F1 score
for the pathology class. The model trained on the
linguistic features shows comparable results with
85.8% F1-macro and 77.0% F1-pathology.

In general, the three best results on the DE
dataset were achieved by fine-tuned models, which
can be linked to the bigger dataset size and to
the longer texts in the dataset, which, in turn, are
crucial for supervised fine-tuning. For all other
datasets, various prompting methods without fine-
tuning significantly outperform SFT and LoRA.

5.1.2 DSM Dataset
The best result achieved by the Vikhr 7B IT 0.4
model, evaluated in the 5-shot regime, with 63.69%
F1-macro. The traditional machine learning meth-
ods, as well as encoder models, performed poorly
with nearly 53% F1-macro on linguistic features.

Comparing the results between the DE and DSM
datasets, a significant difference in classification
quality can be observed. This may be due to several
factors. First of all, the sample size is significantly
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Corpus Mode Model Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

DE

SFT Linguistic features 94.00± 0.80 95.20± 1.00 94.60± 0.80 79.30± 4.00 75.00± 3.50 77.00± 3.30 85.80± 2.10

SFT TF-IDF 91.60± 2.10 94.40± 2.20 93.00± 1.20 74.80± 7.00 64.40± 10.30 68.50± 6.60 80.70± 3.80

5-shot Vikhr 7B IT 5.4 87.06± 0.00 82.22± 0.00 84.57± 0.00 40.74± 0.00 50.00± 0.00 44.90± 0.00 64.73± 0.00

5-shot MMLU Gemma2 9B IT 93.11± 0.08 75.11± 0.89 83.15± 0.58 43.16± 0.85 77.27± 0.00 55.38± 0.71 69.26± 0.64

LoRA VikhrGemma 2B IT 94.74± 0.88 96.48± 1.62 95.59± 0.66 84.96± 5.72 78.03± 4.08 81.13± 2.42 88.36± 1.52

SFT RuBERT 94.45± 1.16 91.11± 1.70 92.74± 1.04 68.41± 4.04 78.03± 4.85 72.80± 3.43 82.77± 2.21

0-shot Gemma2 9B IT 93.33± 0.00 62.22± 0.00 74.67± 0.00 34.62± 0.00 81.82± 0.00 48.65± 0.00 61.66± 0.00

DSM

SFT Linguistic features 62.80± 1.80 59.30± 7.40 60.70± 4.00 43.70± 2.70 47.20± 7.70 45.10± 3.80 52.90± 2.00

SFT TF-IDF 62.20± 2.60 51.20± 13.90 55.30± 8.50 42.90± 3.60 53.70± 11.40 46.90± 4.70 51.10± 3.50

5-shot SaigaLlama3 8B 100.00± 0.00 3.70± 0.00 7.14± 0.00 40.91± 0.00 100.00± 0.00 58.06± 0.00 32.60± 0.00

5-shot Vikhr 7B IT 0.4 69.19± 0.89 81.48± 0.00 74.83± 0.51 62.09± 1.10 45.56± 2.22 52.54± 1.85 63.69± 1.18

5-shot MMLU SaigaLlama3 8B 100.00± 0.00 3.70± 0.00 7.14± 0.00 40.91± 0.00 100.00± 0.00 58.06± 0.00 32.60± 0.00

5-shot MMLU Vikhr 7B IT 5.4 68.75± 0.00 81.48± 0.00 74.58± 0.00 61.54± 0.00 44.44± 0.00 51.61± 0.00 63.09± 0.00

LoRA Qwen2 7B IT 68.87± 6.39 72.22± 8.21 70.40± 6.75 55.33± 11.08 50.93± 10.84 52.81± 10.26 61.61± 8.32

SFT RuBioRoBERTa 62.10± 2.98 62.96± 6.05 62.46± 4.30 43.66± 4.43 42.59± 4.14 43.01± 3.70 52.74± 3.67

AL

SFT Linguistic features 47.40± 21.40 36.40± 17.80 40.90± 19.20 48.50± 2.70 68.40± 14.60 56.10± 3.70 48.50± 8.20

SFT TF-IDF 61.50± 5.00 46.20± 3.10 52.60± 2.30 51.20± 2.50 65.80± 7.90 57.50± 4.50 55.00± 2.90

5-shot Gemma2 9B IT 75.00± 0.00 27.27± 0.00 40.00± 0.00 51.52± 0.00 89.47± 0.00 65.38± 0.00 52.69± 0.00

LoRA Gemma2 2B IT 60.18± 4.51 60.61± 13.55 59.66± 8.17 54.87± 7.30 53.51± 10.71 53.45± 6.06 56.56± 5.40

SFT RuRoBERTa 56.82± 5.65 75.00± 7.76 64.49± 5.59 52.54± 10.76 33.33± 12.77 40.17± 12.48 52.33± 8.31

0-shot Gemma2 9B IT 66.67± 0.00 63.64± 0.00 65.12± 0.00 60.00± 0.00 63.16± 0.00 61.54± 0.00 63.33± 0.00

0-shot MMLU Gemma2 2B IT 0.00± 0.00 0.00± 0.00 0.00± 0.00 46.34± 0.00 100.00± 0.00 63.33± 0.00 31.67± 0.00

0-shot MMLU Qwen2 7B IT 61.03± 0.52 85.45± 1.82 71.20± 0.99 68.73± 2.55 36.84± 0.00 47.95± 0.64 59.58± 0.82

AD

SFT Linguistic features 50.80± 3.30 43.30± 12.50 45.30± 8.10 44.70± 2.60 51.90± 15.90 47.30± 7.40 46.30± 1.80

SFT TF-IDF 54.90± 15.10 37.50± 4.80 43.20± 2.50 44.60± 7.80 59.30± 21.00 50.40± 12.70 46.80± 7.10

LoRA Vikhr 7B IT 0.4 59.81± 4.42 51.67± 12.13 54.66± 7.59 53.47± 4.23 61.11± 11.56 56.43± 6.19 55.55± 4.55

SFT RuRoBERTa 57.63± 2.52 56.67± 4.71 57.07± 3.19 52.80± 2.82 53.70± 4.14 53.17± 2.84 55.12± 2.58

0-shot Vikhr 7B IT 5.4 83.33± 0.00 25.00± 0.00 38.46± 0.00 53.12± 0.00 94.44± 0.00 68.00± 0.00 53.23± 0.00

0-shot Qwen2 7B IT 67.25± 1.16 80.00± 0.00 73.07± 0.68 71.81± 0.76 56.67± 2.22 63.33± 1.67 68.20± 1.17

0-shot MMLU Vikhr 7B IT 5.4 83.33± 0.00 25.00± 0.00 38.46± 0.00 53.12± 0.00 94.44± 0.00 68.00± 0.00 53.23± 0.00

0-shot MMLU Qwen2 7B IT 70.74± 1.47 70.00± 0.00 70.36± 0.72 67.02± 0.70 67.78± 2.22 67.39± 1.44 68.87± 1.08

AC

SFT Linguistic features 64.80± 16.00 45.60± 21.00 47.00± 19.60 48.70± 3.60 60.50± 20.10 52.60± 7.30 49.80± 7.80

SFT TF-IDF 56.30± 2.10 63.30± 4.20 59.50± 2.50 48.90± 3.30 41.70± 5.60 44.90± 4.30 52.20± 2.70

5-shot Qwen2 7B IT 84.89± 3.56 26.22± 5.33 39.85± 6.96 52.08± 1.72 94.74± 0.00 67.20± 1.46 53.52± 4.21

5-shot MMLU SaigaLlama3 8B 100.00± 0.00 13.33± 0.00 23.53± 0.00 49.35± 0.00 100.00± 0.00 66.09± 0.00 44.81± 0.00

LoRA Vikhr 7B IT 5.4 61.87± 2.07 62.96± 8.18 62.13± 4.30 55.50± 3.03 53.95± 7.25 54.33± 3.58 58.23± 2.38

SFT BERT 57.01± 5.15 62.96± 16.81 58.44± 6.53 46.07± 8.77 41.67± 22.14 41.28± 17.15 49.86± 6.84

0-shot SaigaLlama3 8B 66.05± 0.85 46.67± 0.00 54.69± 0.29 53.12± 0.36 71.58± 1.05 60.98± 0.62 57.84± 0.45

0-shot MMLU Vikhr 7B IT 0.4 69.15± 2.43 41.78± 0.89 52.09± 1.39 53.04± 1.06 77.89± 2.11 63.11± 1.45 57.60± 1.42

Table 2: Comparison of the results of the best models from each group (mean ± std)

smaller in the DSM dataset, as machine learning
models in general can show low accuracy on lim-
ited data. On the other hand, if we refer to the
study (Ignatiev et al., 2022), where less stringent
restrictions on text volume and temporal proximity
to questionnaire screening dates were applied to the
same raw data, the results were still not very high:
about 60% F1-macro for psycholinguistic features
and TF-IDF features.

Secondly, the text format in the DSM introduces
some noise. The texts in DSM are concatenated
together with a collection of posts from users’ per-
sonal pages, and they mostly lack coherent logic
and cohesion in the resulting text. Even with the
6,000-character limit, the standard deviation in
word count is approximately 300 words, compared
with 100 in DE. Thus, DSM is a much noisier
dataset, which can strongly affect the quality of
classification with psycholinguistic markers, where
the values of some markers can be affected by the

volume of text analyzed, even considering their
normalization with respect to the text volume.

Finally, the way in which the target class of
pathology is defined can be of great importance.
Although a widely used and validated psycholog-
ical questionnaire was used for the DSM dataset,
its results cannot be compared with a clinically
confirmed diagnosis. The same findings can be
outlined in work that criticizes the way in which
social media users are labeled for mental illness
by indirectly affiliating or self-identifying mental
ill-health (Ernala et al., 2019). In favor of the sig-
nificance of this factor is also the fact that TF-IDF-
based features performed significantly better on DE
data than on DSM, although, unlike psycholinguis-
tic markers, they do not have an initial specializa-
tion for detecting signs of mental ill-health.

To take into account these considerations, we ap-
plied LLMs to this task and showed that the bigger
model is able to partially overcome these issues.
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Corpus Mode Model Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

D-all

5-shot MMLU Gemma2 9B IT 88.83± 0.25 96.56± 0.49 92.53± 0.36 59.56± 4.84 29.29± 1.43 39.26± 2.32 65.90± 1.34

LoRA Gemma2 2B IT 92.33± 0.94 97.14± 1.04 94.67± 0.72 76.44± 6.36 52.98± 6.33 62.33± 5.60 78.50± 3.13

SFT RuBERT 92.26± 0.52 96.22± 1.56 94.19± 0.68 72.12± 10.10 52.98± 3.81 60.60± 2.87 77.39± 1.72

0-shot Gemma2 9B IT 93.28± 0.00 76.69± 0.00 84.18± 0.00 33.33± 0.00 67.86± 0.00 44.71± 0.00 64.44± 0.00

0-shot MMLU Gemma2 9B IT 94.87± 0.00 68.10± 0.00 79.29± 0.00 29.73± 0.00 78.57± 0.00 43.14± 0.00 61.21± 0.00

SFT Linguistic features 88.10± 0.60 88.10± 3.40 88.00± 1.60 51.60± 5.80 50.70± 4.10 50.80± 2.60 69.40± 1.90

SFT TF-IDF 89.50± 1.00 84.20± 1.00 86.80± 0.60 47.50± 1.80 59.10± 4.20 52.60± 2.50 69.70± 1.50

A-all

5-shot MMLU SaigaLlama3 8B 80.51± 5.64 11.26± 0.46 19.76± 0.88 48.46± 0.41 96.80± 1.07 64.59± 0.60 42.18± 0.74

LoRA SaigaLlama3 8B 58.56± 1.32 56.32± 4.83 57.33± 2.79 51.59± 2.03 53.78± 3.74 52.56± 1.83 54.95± 1.57

SFT RuRoBERTa 61.53± 3.69 60.15± 13.80 59.68± 4.47 54.39± 0.97 54.44± 18.08 52.27± 11.87 55.97± 3.88

SFT BERT 59.44± 1.74 46.93± 3.66 52.33± 2.10 50.43± 0.98 62.67± 4.81 55.82± 2.21 54.08± 1.08

0-shot Qwen2 7B IT 60.01± 0.41 69.66± 0.92 64.47± 0.17 56.72± 0.10 46.13± 1.60 50.87± 0.99 57.67± 0.41

0-shot Gemma2 2B IT 71.44± 0.87 26.44± 0.00 38.59± 0.13 50.69± 0.15 87.73± 0.53 64.26± 0.27 51.42± 0.20

0-shot MMLU Qwen2 7B IT 62.67± 0.06 64.83± 1.38 63.72± 0.65 57.51± 0.47 55.20± 1.07 56.32± 0.32 60.02± 0.17

SFT Linguistic features 53.40± 2.90 39.70± 19.30 42.00± 17.90 46.10± 2.40 60.20± 20.40 51.00± 7.80 46.50± 6.20

SFT TF-IDF 51.80± 0.70 40.00± 15.60 43.30± 10.80 44.30± 2.10 56.40± 17.80 48.60± 8.50 46.00± 2.40

Table 3: Results of classification on D-all and A-all datasets, the best models from each group (mean ± std)

Transfer Mode Model Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

DE to DSM test

LoRA SaigaLlama3 8B 58.49± 3.68 83.95± 13.97 68.73± 7.39 40.34± 13.85 12.04± 4.99 17.21± 5.85 42.97± 4.20

LoRA Vikhr 7B IT 0.4 60.33± 5.19 61.73± 20.91 58.81± 10.42 37.58± 5.47 37.04± 24.57 33.98± 15.06 46.39± 4.16

LoRA Gemma2 2B IT 64.14± 3.85 71.60± 21.45 65.89± 10.13 51.07± 8.34 38.89± 22.91 38.67± 16.04 52.28± 6.44

LoRA Gemma2 9B IT 64.46± 5.24 66.67± 20.73 64.11± 11.57 51.24± 8.98 45.37± 18.54 44.36± 11.95 54.23± 7.12

LoRA Vikhr 7B IT 5.4 58.24± 5.42 67.28± 21.75 60.24± 11.51 31.33± 7.80 25.93± 24.36 25.09± 15.40 42.66± 4.75

LoRA Qwen2 7B IT 61.14± 3.36 61.11± 18.61 59.75± 11.42 43.62± 8.81 42.59± 15.93 41.25± 8.00 50.50± 5.32

LoRA VikhrGemma 2B IT 60.84± 2.46 71.60± 16.93 64.90± 8.82 42.54± 7.31 31.48± 15.27 33.97± 12.07 49.44± 5.25

SFT RuRoBERTa 60.96± 7.01 41.98± 26.59 46.07± 14.36 33.75± 15.28 59.26± 27.34 42.95± 19.50 44.51± 5.07

SFT RuBioRoBERTa 61.65± 2.51 50.00± 23.88 52.54± 12.11 34.54± 15.55 52.78± 24.59 41.57± 18.71 47.05± 5.29

SFT RuBERT 68.00± 10.29 27.78± 9.01 38.68± 10.16 42.66± 2.80 80.56± 9.49 55.64± 4.19 47.16± 5.80

SFT BERT 76.85± 5.46 29.63± 8.28 42.21± 9.33 45.34± 2.29 87.04± 4.14 59.54± 2.03 50.88± 5.43

SFT Linguistic features 60.00± 2.50 57.40± 7.00 58.50± 4.50 40.00± 3.50 42.60± 6.90 41.10± 4.50 49.80± 3.10

SFT TF-IDF 59.90± 3.40 30.90± 9.20 40.00± 8.50 40.20± 1.50 69.40± 8.30 50.70± 2.70 45.40± 3.80

Table 4: Transfer models from DE to DSM (mean ± std)

While RuBERT and the model trained on linguis-
tic features both show comparatively low results,
a 5-shot LLM performs significantly better. The
same outcomes are observed in the experiments
with anxiety datasets.

For a better understanding of per-class perfor-
mance of models, we also provided results for the
best models on the DSM dataset for various splits
within a class based on the initial BDI scores. The
results are provided in Appendix F.

5.1.3 AL, AD, and AC Datasets

Turning to the anxiety detection task, the differ-
ence between the AutoML-based and encoder-
based models is only noticeable on the picture de-
scription (AD) dataset, where the accuracy of the
RuRoBERTa model was 55% F1-macro. Overall,
it can be said that none of the non-LLM models
performed well in this task. However, LLMs per-
formed significantly better on these tasks. Models
with LoRA, in general, perform better than encoder-
based and AutoML-based models, but the best per-
formance is achieved by 0-shot and 5-shot prompt-

ing. Again, this can be linked to the complexity of
the domain and the small amount of training data,
which makes it hard to fine-tune a model.

In general, the LLMs outperform other models
on all datasets, but on the DE and DSM, the gap
between various types of models is smaller, leaving
the usage of non-LLM models reasonable for some
specific cases.

5.2 Classification on D-all and A-all Datasets

We combined the depression and anxiety datasets
into pooled datasets D-all (DE and DSM) and A-all
(AL, AD, and AC). Classification performance of
the best models on D-all and A-all combined data
is presented in Table 3.

The LLMs performed better than other models
on both D-all and A-all. It is also noticeable that
methods with model tuning work better on D-all,
while prompting shows better results on A-all. It
can be explained with significant genre and length
variations in A-all datasets, so the general-purpose
models perform better than finetuned ones due to
the complexity of the data.
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5.3 Classification of DSM Data with Best
Models from DE

The classification results of models that demon-
strated the best performance on the DE dataset
applied to DSM test data are shown in Table 4.

This experiment shows that models trained on es-
says from depressed subjects cannot be used to de-
tect depression from social media texts from users
who have taken a depression questionnaire and re-
ceived a high score. Similar findings were shown
in (Ernala et al., 2019), but with a reverse logic of
the experiments.

Such results may also be just due to the fact that
essay texts and collections of social network posts
are very different in genre. A sample of social
network users with clinically diagnosed depression
would be needed to clarify this issue.

5.4 LLM Results Interpretation

As shown in Section 5.3, the overall best results
were obtained on the DE dataset with LLMs. To
further analyze the quality of these results from the
clinical perspective, we conducted an additional
experiment on LLM results interpretation.

We chose the best LLM in a 5-shot setting on
the DE dataset (Vikhr 7B IT 5.4) and asked two
psychologists with relevant experience to rate the
LLM generation on a scale from 1 to 5. The LLM-
generated answer in this setting consists of a pre-
dicted class label and a detailed explanation of why
this label was chosen. Details of the rating scale
and statistics are provided in Appendix D. The psy-
chologists assessed only texts from patients with
clinically diagnosed depression that the LLM cor-
rectly labeled.

The average score from expert psychologists for
LLM explanations was assigned to 2.84 out of 5.
Moreover, the psychologists also noted each expla-
nation, which can be marked as true to some extent
(e.g., with some true claims in the explanation) –
there are approximately 66% of such explanations.
These results show that the explanations for depres-
sion detection from texts contain both correct and
erroneous parts. Overall, the LLM (in the described
settings) does not generate enough explanations
that meet the requirements of clinicians.

To further extend the error analysis in the LLM
generations in the psychological domain, we asked
psychologists to describe the most common errors
in the generated explanations. To do so, psychol-
ogists annotated each explanation with the list of

errors and categorized these mistakes into the fol-
lowing groups: (1) tautology, (2) groundless gen-
eralization, (3) false conclusion, (4) confabulation,
(5) distortion of medical understanding of depres-
sion, (6) incompleteness of selected signs of de-
pression. Description and examples of these error
types are located in Table 17 in the Appendix D.
It should also be noted that from the general NLP
perspective, most of these types of errors can be de-
fined as hallucinations; however, we suppose that
a more precise definition is needed in this specific
domain.

On average, each explanation contains two or
more errors. The most common types of errors are
groundless generalization, false conclusion, and
confabulation, which occur in 56%, 56%, and 50%
of samples, respectively. However, these errors ap-
pear several times in each explanation. The incom-
pleteness of selected signs of depression appears in
44%, while distortion of medical understanding of
depression and tautology are the rare errors, which
appear in 19% and 13%. These results show that
there exist various types of errors, specific to the
mental health disorders domain. The additional
results with detailed analysis of feature importance
for the pathology and healthy class prediction are
located in Appendix E.

6 Conclusion

In this paper, we have investigated the effectiveness
of traditional machine learning methods and LLMs
on the task of detecting depression and anxiety.
The results obtained in our work establish the new
state-of-the-art on five Russian-language datasets.

Our investigation shows that psycholinguistic
features can produce results at the level of encoder-
based models when texts from individuals with clin-
ically diagnosed depression are used for training.
BERT models, in turn, perform better on noisy text
data, where examples from the training sample may
vary widely in text length or genre. LLM-based
models performed best on all five different mental
health datasets. Even without fine-tuning, LLMs
usually demonstrate relatively high performance.
In response to RQ1, the experimental results indi-
cate that LLM-based models have high potential
for detecting mental disorders from texts.

In response to RQ2, the findings reveal that mod-
els trained on essays from depressed individuals
are not effective for detecting depression in social
media texts from users who have completed a de-
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pression questionnaire and scored high.
Finally, we evaluated LLM-generated explana-

tions and showed that in the current state, these
explanations do not meet the clinicians’ require-
ments with an overall score of 2.84 out of 5, which
answers RQ3. We also constructed a detailed clas-
sification of common errors in LLM explanations
from the clinicians’ perspective, to guide further
improvements of LLMs in this domain.

Limitations

The main limitation of this paper is that it is im-
possible to share all the raw texts from the used
datasets, as they are all distributed under different
terms. However, we present several anonymized
textual examples and extracted psycholinguistic
features.

The amount of sample data used for predicting
anxiety is small, which does not allow us to ade-
quately judge the possibility of predicting anxiety
in Russian text using machine learning methods.
Although the results on all the anxiety datasets used
show poor accuracy, perhaps a very different scale
of data is needed for this task. The paper does not
discuss the differences between the results within
one group of the models in detail, as this was not
the aim of the paper.

We conducted the experiments only for Russian
due to the poor availability of related datasets for
other languages. However, the used methods in
general are language agnostic, so the results could
be extended to other languages. The overall re-
sult about LLMs as the best-performing models
matches similar studies for English on closed data.

The final limitation is the temporal validity of the
results. Due to the fast growth of LLM-based solu-
tions, future LLMs could outperform the obtained
results. However, we suppose that the current state
of the field already presents an interest and is there-
fore investigated in the paper.

Ethical Considerations

The problem discussed in this paper is the sensitive
issue of mental health. To avoid any possible harm,
we did not fully open-source the used datasets. All
shared data does not contain any information that
names or uniquely identifies individuals, nor does
it contain offensive content. The examined models
for the detection of mental disorders do not aim to
replace a professional physician; on the contrary,

these models are intended to support a human ex-
pert.
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A Hyperparameters

The used net and optimal parameters, alongside the used checkpoint of encoder models, are presented in
Table 7. For the models trained on the psycholinguistic features and TF-IDF, the best model was selected
with the AutoML pipeline, with the most models chosen as a Random Forest ensemble of up to four
models.

The hyperparameters for LLMs, tuned with LoRA, are presented in Table 8. The LoRA was applied
to the following target layers: q_proj, up_proj, o_proj, k_proj, down_proj, gate_proj, v_proj. For
LLMs 0-shot and 5-shot evaluation, we used the following generation parameters: do_sample=False,
temperature=1.0, top_p=1.0, top_k=50, repetition_penalty=1.0. The predicted classes were ex-
tracted using the string matching algorithm. For MMLU-style evaluation, the generation length was
limited to one token, while for regular evaluation, it was set to 64 tokens. Prompt examples are presented
in Table 5. For the 0-shot and 5-shot evaluation, we averaged the results on several prompts with various
system parts to take into account the sensitivity of the generation with respect to the prompt. These prompt
variations are presented in Table 6. In all 0-shot and 5-shot experiments, we did not conduct best-of-N
aggregation of answers and used one extracted answer per generation, which was averaged over several
prompts to ensure generalizability of results.

The used hardware, as well as GPU hours, carbon footprint, and memory requirements are presented in
Table 9.

B Full Results for Models

Table 10 shows results for TF-IDF, models on linguistic features, and encoder-based transformers.
Tables 11 to 13 contain results for LLMs with PEFT, 0-shot and 5-shot evaluation, and 0-shot and 5-shot
MMLU-style evaluation correspondingly.

C Full Results on D-all and A-all Datasets

Tables 14 to 16 show results for all models on D-all and A-all datasets. Among models with SFT Gemma2
2B IT is the best on D-all, while on A-all the best are encoder-based models – RuRoBERTa and BERT.
While in general prompting performs worse than SFT on D-all, the best model (Gemma 2 9B IT) shows
comparable performance with AutoML models. On the contrary, prompting on the A-all shows better
results than SFT. The best models in various prompting settings are Qwen2 7B IT, SaigaLlama3 8B, and
Gemma2 2B IT.

D Psychologists Evaluation Setup

During the LLM generation interpretation, psychologists used the following rating scale for explanations,
given by LLM: 1 - completely erroneous, 2 - mostly erroneous, 3 - partially erroneous, partially correct, 4
- mostly correct, 5 - completely correct. On this scale, the psychologists rated LLM explanations as 2.84
out of 5 with Fleiss’ κ = 0.39, which shows fair inter-annotator agreement. To better categorize errors in
LLM explanations, psychologists also provided a list of the most common errors in each generation with
detailed explanations of the error type. This list is provided in Table 17.

We also conducted an additional experiment with a clinically informed prompt to explore how the
additional information from psychologists can affect the quality of explanations. To do so, we asked
psychologists to select parts of the text that can serve as depression markers for texts that were used in
a 5-shot prompt for the DE dataset. After we performed a 5-shot evaluation of the best model with a
modified 5-shot prompt, which now includes depression markers along with the target label. The results
are presented in Table 18. The adapted prompt leads to a slightly better F1-macro score; however, such a
prompt requires qualified psychologists to label several texts for each investigated dataset. These results
provide an interesting direction for future work and show that the overall quality of LLMs in mental
disorders detection tasks can be improved with the help of psychologists.

To further investigate the quality of model explanations with clinically informed prompts, we asked
psychologists to conduct the evaluation of results as in Section 5.4. During evaluation, the psychologists
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Task Mode Prompt example (system & user)

Depression 0-shot System: You play the role of a psychologist’s assistant who helps
diagnose the presence or absence of a depressive disorder. You
will be given a text written by a person. Determine the author’s
depression level from the text, where 0 is no depression, 1 is
depression, and then write why you chose this answer.
User: Text: {input_text}
Answer (0 or 1):

Depression 5-shot System: You play the role of a psychologist’s assistant who helps
diagnose the presence or absence of a depressive disorder. You
will be given a text written by a person. Determine the author’s
depression level from the text, where 0 is no depression, 1 is
depression, and then write why you chose this answer.
User: Text: {example_1}
Answer (0 or 1): 0
Text: {example_2}
Answer (0 or 1): 0
Text: {example_3}
Answer (0 or 1): 0
Text: {example_4}
Answer (0 or 1): 1
Text: {example_5}
Answer (0 or 1): 1
Text: {input_text}
Answer (0 or 1):

Anxiety 0-shot System: You play the role of a psychologist’s assistant who helps
diagnose the presence or absence of an anxiety disorder. You will
be given a text written by a person. Determine the level of anxiety
of the author of the text, where 0 is no anxiety, 1 is anxiety, and
then write why you chose this answer.
User: Text: {input_text}
Answer (0 or 1):

Anxiety 5-shot System: You play the role of a psychologist’s assistant who helps
diagnose the presence or absence of an anxiety disorder. You will
be given a text written by a person. Determine the level of anxiety
of the author of the text, where 0 is no anxiety, 1 is anxiety, and
then write why you chose this answer.
User: Text: {example_1}
Answer (0 or 1): 0
Text: {example_2}
Answer (0 or 1): 0
Text: {example_3}
Answer (0 or 1): 0
Text: {example_4}
Answer (0 or 1): 1
Text: {example_5}
Answer (0 or 1): 1
Text: {input_text}
Answer (0 or 1):

Table 5: Prompts for LLMs evaluation. For a better understanding, we present a translated English version (originally
we used the same prompts in Russian). For models without system prompts (e. g. Gemma2) we concatenated the system
prompt to the user prompt. Text in italics was used to denote system and user roles and was replaced by model-specific
templates during evaluation.
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Task Prompt number Prompt example (only system)

Depression 1 System: Read the provided text and determine whether the author
has signs of depression. Use the scale: 0 - no depression, 1 -
depression. Then explain why you chose this option.

Depression 2 System: Evaluate the text for the author’s depressive state. Scale:
0 - no depression, 1 - depression is present. Justify your choice
after indicating the answer.

Depression 3 System: Analyze this text and identify the presence of depressive
manifestations in its author. Use a binary assessment: 0 - no
depression, 1 - presence of depression. Provide a rationale for
your decision.

Depression 4 System: Assess the psychological state of the author of the text
in the context of depression. Use the gradation: 0 - no signs of
depression, 1 - there are signs of depression. Detail the reasons
for making your decision.

Anxiety 1 System: Read the provided text and determine whether the author
has signs of anxiety. Use the scale: 0 - no anxiety, 1 - anxiety.
Then explain why you chose this option.

Anxiety 2 System: Evaluate the text for the author’s anxiety. Scale: 0 - no
anxiety, 1 - anxiety is present. Justify your choice after indicating
the answer.

Anxiety 3 System: Analyze this text and identify the presence of anxiety in
its author. Use a binary assessment: 0 - no anxiety, 1 - anxiety
present. Justify your decision.

Anxiety 4 System: Assess the psychological state of the author of the text in
the context of anxiety. Use the gradation: 0 - no signs of anxiety,
1 - signs of anxiety present. Detail the reasons for making your
decision.

Table 6: Additional prompts used to average results for LLMs evaluation. Here we present only the examples of system
prompts, because the other prompt parts remained unchanged as in Table 5.

Model name Corpus Num. of
epochs

Learning
rate

Batch
size

Weight
decay

RuBERT

A-all 15 5e-05 16 0.10
D-all 15 5e-05 16 0.10
DE 10 7e-05 32 0.10
AD 2 6e-06 4 0.10
AL 2 9e-06 4 0.10
AC 2 6e-06 4 0.10
DSM 13 1e-04 4 0.00

RuRoBERTa

A-all 13 9e-06 16 0.01
D-all 11 6e-06 8 0.00
DE 9 9e-06 4 0.00
AD 7 2e-05 4 0.00
AL 11 6e-06 8 0.00
AC 6 1e-04 32 0.01
DSM 13 5e-06 16 0.10

RuBioRoBERTa

A-all 15 3e-05 16 0.01
D-all 11 7e-06 32 0.00
DE 8 1e-05 4 0.00
AD 2 7e-06 8 0.10
AL 9 2e-05 16 0.01
AC 8 1e-05 4 0.00
DSM 15 9e-06 16 0.01

BERT

A-all 14 7e-06 16 0.01
D-all 15 5e-05 16 0.10
DE 15 5e-05 16 0.10
AD 2 6e-06 4 0.10
AL 2 6e-06 4 0.10
AC 4 1e-04 32 0.01
DSM 5 1e-04 32 0.01

Table 7: Optimal hyperparameters for transformer models. We used the following net for hyperparameters tuning:
learning rate - [5e-6, 6e-6, 7e-6, 9e-6, 1e-5, 2e-5, 3e-5, 5e-5, 7e-5, 1e-4], num. of epochs - from 2 to 15, batch size - [4, 8, 16,
32], weight decay - [0, 0.01, 0.1].
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Model name Corpus Num. of
epochs

Learning
rate

Batch
size

Weight
decay LoRA α

LoRA
dropout

LoRA
rank

SaigaLlama3 8B

DE 13 1e-04 4 1e-01 16 1e-01 8
DSM 3 1e-05 16 1e-02 32 5e-02 16
AL 15 1e-04 4 1e-01 16 1e-01 16
AD 15 1e-04 4 1e-01 16 1e-01 16
AC 11 7e-05 16 1e-01 32 5e-02 8
K-all 14 3e-05 16 0e+00 16 5e-02 16
D-all 11 7e-05 16 1e-01 32 5e-02 8

Vikhr 7B IT 0.4

DE 2 5e-05 4 1e-01 32 5e-02 8
DSM 11 7e-05 16 1e-01 32 5e-02 8
AL 4 9e-06 8 1e-02 16 1e-01 16
AD 11 1e-04 4 0e+00 32 1e-01 16
AC 3 1e-04 16 0e+00 16 5e-02 16
K-all 11 2e-05 16 1e-02 16 1e-01 16
D-all 11 7e-05 16 1e-01 32 5e-02 8

Vikhr 7B IT 5.4

DE 15 1e-04 4 1e-01 16 1e-01 16
DSM 4 9e-06 8 1e-02 16 1e-01 16
AL 7 6e-06 8 0e+00 16 1e-01 8
AD 8 5e-06 4 1e-02 16 1e-01 16
AC 15 1e-04 4 0e+00 16 1e-01 8
K-all 12 3e-05 16 0e+00 16 1e-01 8
D-all 8 5e-06 4 1e-02 16 1e-01 16

VikhrGemma 2B IT

DE 15 1e-04 4 0e+00 16 1e-01 8
DSM 2 6e-06 8 0e+00 16 1e-01 16
AL 5 5e-05 4 1e-02 16 5e-02 16
AD 8 2e-05 4 0e+00 32 5e-02 16
AC 2 5e-05 4 1e-01 32 5e-02 8
K-all 11 2e-05 16 1e-02 16 1e-01 16
D-all 15 1e-04 4 1e-01 16 1e-01 16

Gemma2 2B IT

DE 15 1e-04 4 1e-01 16 1e-01 16
DSM 8 7e-05 16 0e+00 32 5e-02 8
AL 13 1e-04 4 0e+00 16 1e-01 8
AD 12 7e-05 16 0e+00 32 5e-02 8
AC 14 1e-04 4 0e+00 32 1e-01 16
K-all 11 7e-05 16 1e-01 32 5e-02 8
D-all 15 1e-04 4 1e-01 16 1e-01 16

Gemma2 9B IT

DE 9 1e-04 8 0e+00 16 5e-02 8
DSM 13 5e-06 8 1e-02 16 1e-01 16
AL 6 1e-04 8 0e+00 16 1e-01 16
AD 11 2e-05 16 1e-02 16 1e-01 16
AC 15 1e-04 4 0e+00 16 1e-01 8
K-all 11 7e-05 16 1e-01 32 5e-02 8
D-all 15 1e-04 4 0e+00 16 1e-01 8

Qwen2 7B IT

DE 5 5e-05 4 1e-02 16 5e-02 16
DSM 11 7e-05 16 1e-01 32 5e-02 8
AL 4 5e-05 8 0e+00 16 5e-02 8
AD 11 7e-05 16 1e-01 32 5e-02 8
AC 9 3e-05 4 0e+00 32 1e-01 8
K-all 11 7e-05 16 1e-01 32 5e-02 8
D-all 13 1e-04 8 1e-01 32 5e-02 8

Table 8: Optimal hyperparameters for LLMs with LoRA. We used the following net for hyperparameters tuning: learning
rate - [5e-6, 6e-6, 7e-6, 9e-6, 1e-5, 2e-5, 3e-5, 5e-5, 7e-5, 1e-4], num. of epochs - from 2 to 15, batch size - [4, 8, 16, 32],
weight decay - [0, 0.01, 0.1], LoRA α - [16, 32], LoRA dropout - [0.05, 0.1], LoRA rank - [8,16].

GPU type NVIDIA V100 32GB NVIDIA A100 80 GB NVIDIA H100 80 GB Total

GPU Hours 119 371 43 533
Carbon footprint, kg CO2 11.50 29.87 3.46 44.83

Table 9: The approximate number of GPU hours and carbon footprint for all experiments.
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Corpus Model Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

DE

RuRoBERTa 90.44± 4.62 95.93± 2.28 92.98± 1.92 64.70± 29.29 56.82± 25.81 60.37± 27.21 76.67± 14.52

RuBioRoBERTa 91.92± 5.21 95.19± 3.05 93.36± 2.13 64.25± 29.33 63.64± 28.63 63.73± 28.62 78.54± 15.30

RuBERT 94.45± 1.16 91.11± 1.70 92.74± 1.04 68.41± 4.04 78.03± 4.85 72.80± 3.43 82.77± 2.21

BERT 92.97± 0.80 92.96± 1.23 92.96± 0.85 71.34± 3.96 71.21± 3.39 71.23± 3.14 82.09± 1.98

Linguistic features 94.00± 0.80 95.20± 1.00 94.60± 0.80 79.30± 4.00 75.00± 3.50 77.00± 3.30 85.80± 2.10

TF-IDF 91.60± 2.10 94.40± 2.20 93.00± 1.20 74.80± 7.00 64.40± 10.30 68.50± 6.60 80.70± 3.80

DSM

RuRoBERTa 61.31± 4.38 73.46± 12.73 66.58± 7.66 46.76± 10.29 31.48± 6.93 36.68± 6.20 51.63± 5.80

RuBioRoBERTa 62.10± 2.98 62.96± 6.05 62.46± 4.30 43.66± 4.43 42.59± 4.14 43.01± 3.70 52.74± 3.67

RuBERT 60.78± 1.75 96.91± 6.90 74.52± 1.07 9.09± 20.33 5.56± 12.42 6.90± 15.42 40.71± 7.18

BERT 61.09± 1.90 69.14± 14.61 64.13± 5.24 34.59± 15.71 33.33± 16.97 33.71± 16.01 48.92± 5.62

Linguistic features 62.80± 1.80 59.30± 7.40 60.70± 4.00 43.70± 2.70 47.20± 7.70 45.10± 3.80 52.90± 2.00

TF-IDF 62.20± 2.60 51.20± 13.90 55.30± 8.50 42.90± 3.60 53.70± 11.40 46.90± 4.70 51.10± 3.50

AL

RuRoBERTa 56.82± 5.65 75.00± 7.76 64.49± 5.59 52.54± 10.76 33.33± 12.77 40.17± 12.48 52.33± 8.31

RuBioRoBERTa 53.62± 1.09 78.79± 15.67 63.22± 5.04 30.66± 21.79 21.05± 15.79 24.76± 18.06 43.99± 6.71

RuBERT 53.63± 3.20 77.27± 19.99 62.08± 7.52 45.83± 29.56 21.93± 20.48 24.65± 17.57 43.36± 5.79

BERT 52.71± 1.02 93.94± 8.16 67.44± 2.96 6.25± 13.98 2.63± 5.88 3.70± 8.28 35.57± 2.99

Linguistic features 47.40± 21.40 36.40± 17.80 40.90± 19.20 48.50± 2.70 68.40± 14.60 56.10± 3.70 48.50± 8.20

TF-IDF 61.50± 5.00 46.20± 3.10 52.60± 2.30 51.20± 2.50 65.80± 7.90 57.50± 4.50 55.00± 2.90

AD

RuRoBERTa 57.63± 2.52 56.67± 4.71 57.07± 3.19 52.80± 2.82 53.70± 4.14 53.17± 2.84 55.12± 2.58

RuBioRoBERTa 45.06± 5.52 43.33± 19.72 41.49± 13.80 38.29± 8.58 40.74± 23.28 37.72± 12.46 39.60± 5.38

RuBERT 48.63± 7.83 80.00± 29.58 59.34± 15.36 12.59± 18.14 12.96± 18.33 12.70± 18.04 36.02± 4.94

BERT 52.03± 1.00 93.33± 7.99 66.74± 2.88 20.56± 21.12 4.63± 4.99 7.34± 7.71 37.04± 2.63

Linguistic features 50.80± 3.30 43.30± 12.50 45.30± 8.10 44.70± 2.60 51.90± 15.90 47.30± 7.40 46.30± 1.80

TF-IDF 54.90± 15.10 37.50± 4.80 43.20± 2.50 44.60± 7.80 59.30± 21.00 50.40± 12.70 46.80± 7.10

AC

RuRoBERTa 45.70± 20.48 77.04± 35.48 57.19± 25.66 24.57± 24.96 24.56± 35.49 21.22± 23.82 39.20± 7.55

RuBioRoBERTa 52.92± 1.41 76.30± 14.15 62.09± 5.54 34.88± 15.72 20.18± 11.64 24.84± 12.88 43.47± 4.21

RuBERT 54.29± 1.57 87.04± 19.35 66.00± 8.24 43.59± 22.45 14.04± 17.10 17.15± 15.70 41.58± 4.88

BERT 57.01± 5.15 62.96± 16.81 58.44± 6.53 46.07± 8.77 41.67± 22.14 41.28± 17.15 49.86± 6.84

Linguistic features 64.80± 16.00 45.60± 21.00 47.00± 19.60 48.70± 3.60 60.50± 20.10 52.60± 7.30 49.80± 7.80

TF-IDF 56.30± 2.10 63.30± 4.20 59.50± 2.50 48.90± 3.30 41.70± 5.60 44.90± 4.30 52.20± 2.70

Table 10: The results for encoder models and AutoML models on the five main datasets.

set the average score to 2.47 out of 5, which is lower than for prompting without a clinically informed
prompt. Due to the significant difference in the explanations of LLM, the mistakes were categorized into
other groups, namely: (1) confabulation, (2) undifferentiation (inability to select symptomatic parts of the
text), and (3) incompleteness of explanation. With a clinically informed prompt, each of the explanations
contains at least one of the mentioned mistakes. The most common types of mistakes are confabulation
and undifferentiation, which are found in 47% of the explanations. The incompleteness of the explanation
occurs in 40% of the explanations. Overall, these results show that even with the clinically informed
prompt, modern LLMs are unable to generate explanations that meet the requirements of clinicians.

E Feature Importance Ablation

To further deepen the explanation analysis, we conducted feature ablation for the best LLM on the DE
dataset. For this purpose, we extracted the top-3 words by their importance on target label generation
(and on full explanation generation) for each text in the test set. The words were extracted with the
Feature Ablation method from the Captum framework (Kokhlikyan et al., 2020), which calculates feature
ablation based on differences in predictions with and without features. The list of unique words with
the biggest mean feature importance is shown at Figure 1 (importance for target label generation) and
Figure 2 (importance for full explanation generation). For both target class and explanation generation,
the most important features in texts with predicted pathology class contain a significant amount of words
with negative meanings (such as "disappointing", "negative", "bitter", "angry", "disgusting", "darkness",
etc.), as well as words with direct pathology description ("depression", "fear"). The detailed analysis
from the trained clinicians reveals that most of the features with high importance for depression class are
connected with fear, suffering, and unhealthy conditions. On the other hand, the most important features
of a healthy class contain mostly positive semantics, such as "humanity", "unselfishness", and "kind".

34540



Corpus Model Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

DE

Gemma2 2B IT 92.96± 1.39 97.22± 1.40 95.02± 0.48 86.63± 4.79 69.70± 6.78 76.84± 3.12 85.93± 1.75

Gemma2 9B IT 91.90± 0.90 96.48± 1.00 94.13± 0.58 82.11± 3.76 65.15± 4.29 72.53± 2.91 83.33± 1.72

Qwen2 7B IT 90.18± 0.34 95.19± 2.10 92.60± 0.96 75.46± 7.33 57.58± 2.14 65.05± 2.19 78.83± 1.56

SaigaLlama3 8B 91.59± 0.79 98.70± 1.19 95.01± 0.41 92.88± 5.97 62.88± 4.08 74.74± 2.12 84.87± 1.22

Vikhr 7B IT 0.4 90.26± 1.15 94.07± 2.77 92.10± 1.11 72.82± 12.43 58.33± 6.11 63.92± 3.46 78.01± 2.17

Vikhr 7B IT 5.4 90.80± 2.36 95.74± 2.52 93.15± 1.15 79.07± 9.93 59.85± 12.14 66.91± 8.35 80.03± 4.65

VikhrGemma 2B IT 94.74± 0.88 96.48± 1.62 95.59± 0.66 84.96± 5.72 78.03± 4.08 81.13± 2.42 88.36± 1.52

DSM

Gemma2 2B IT 63.29± 4.98 58.64± 9.18 60.62± 6.33 44.42± 5.41 49.07± 9.31 46.24± 6.49 53.43± 5.33

Gemma2 9B IT 64.20± 3.12 56.79± 6.65 60.16± 4.97 45.12± 4.14 52.78± 4.24 48.54± 3.57 54.35± 3.90

Qwen2 7B IT 68.87± 6.39 72.22± 8.21 70.40± 6.75 55.33± 11.08 50.93± 10.84 52.81± 10.26 61.61± 8.32

SaigaLlama3 8B 57.46± 7.16 56.17± 15.48 56.13± 10.59 37.43± 9.05 38.89± 13.98 37.21± 10.11 46.67± 7.70

Vikhr 7B IT 0.4 64.12± 2.52 70.99± 11.40 67.06± 5.90 50.75± 11.53 40.74± 7.64 44.07± 4.72 55.57± 4.06

Vikhr 7B IT 5.4 55.50± 5.73 54.32± 8.73 54.79± 6.93 34.30± 7.65 35.19± 7.64 34.58± 7.06 44.69± 6.59

VikhrGemma 2B IT 61.41± 6.24 58.64± 25.16 57.67± 18.04 48.66± 12.71 49.07± 16.79 45.68± 6.56 51.68± 8.61

AL

Gemma2 2B IT 60.18± 4.51 60.61± 13.55 59.66± 8.17 54.87± 7.30 53.51± 10.71 53.45± 6.06 56.56± 5.40

Gemma2 9B IT 47.52± 5.48 46.21± 4.08 46.79± 4.42 39.00± 6.04 40.35± 8.95 39.60± 7.34 43.20± 5.65

Qwen2 7B IT 53.25± 10.65 50.00± 13.38 51.40± 11.90 46.74± 11.99 50.00± 11.67 48.16± 11.50 49.78± 11.33

SaigaLlama3 8B 56.45± 3.35 53.03± 6.25 54.32± 3.10 48.33± 4.02 51.75± 11.13 49.67± 7.13 51.99± 3.55

Vikhr 7B IT 0.4 54.87± 5.68 50.00± 6.94 52.04± 4.93 47.01± 4.37 51.75± 10.27 49.01± 6.60 50.53± 4.71

Vikhr 7B IT 5.4 57.33± 3.30 56.06± 8.16 56.47± 4.96 50.76± 4.71 51.75± 6.39 50.99± 3.89 53.73± 3.56

VikhrGemma 2B IT 59.30± 2.53 56.82± 8.60 57.59± 4.70 52.10± 3.11 54.39± 9.92 52.81± 5.51 55.20± 2.95

AD

Gemma2 2B IT 59.21± 5.93 55.83± 10.17 56.62± 6.27 52.58± 5.69 55.56± 15.38 53.36± 9.71 54.99± 5.86

Gemma2 9B IT 52.03± 4.74 46.67± 5.53 49.05± 4.48 46.50± 4.47 51.85± 8.28 48.91± 5.93 48.98± 4.50

Qwen2 7B IT 48.10± 2.19 49.17± 12.72 47.91± 7.44 41.98± 4.13 41.67± 13.13 41.08± 7.91 44.50± 2.76

SaigaLlama3 8B 57.84± 6.15 53.33± 4.71 55.22± 3.94 51.13± 5.98 55.56± 12.42 53.01± 8.89 54.12± 5.88

Vikhr 7B IT 0.4 59.81± 4.42 51.67± 12.13 54.66± 7.59 53.47± 4.23 61.11± 11.56 56.43± 6.19 55.55± 4.55

Vikhr 7B IT 5.4 51.91± 8.89 55.00± 12.58 53.32± 10.58 47.66± 10.86 44.44± 8.49 45.88± 9.46 49.60± 9.75

VikhrGemma 2B IT 45.93± 4.26 39.17± 6.72 42.13± 5.50 42.09± 3.57 49.07± 5.93 45.22± 4.01 43.68± 3.91

AC

Gemma2 2B IT 58.73± 3.32 63.70± 4.19 61.08± 3.43 52.17± 4.36 46.93± 5.35 49.35± 4.71 55.22± 3.84

Gemma2 9B IT 56.84± 1.85 61.48± 5.97 58.85± 2.17 49.07± 2.00 44.30± 8.78 46.21± 5.61 52.53± 2.19

Qwen2 7B IT 57.36± 3.77 57.04± 5.97 57.15± 4.76 49.73± 4.74 50.00± 4.02 49.81± 4.08 53.48± 4.25

SaigaLlama3 8B 59.02± 3.26 65.56± 5.70 62.03± 3.81 53.16± 4.52 46.05± 5.84 49.19± 4.61 55.61± 3.74

Vikhr 7B IT 0.4 59.62± 3.49 60.37± 8.36 59.78± 5.60 52.72± 4.82 51.75± 6.56 52.00± 4.61 55.89± 4.23

Vikhr 7B IT 5.4 61.87± 2.07 62.96± 8.18 62.13± 4.30 55.50± 3.03 53.95± 7.25 54.33± 3.58 58.23± 2.38

VikhrGemma 2B IT 57.77± 2.90 64.81± 6.21 60.98± 3.77 51.40± 4.47 43.86± 6.39 47.11± 4.91 54.05± 3.57

Table 11: The results for LLMs with LoRA on the five main datasets.

F Disaggregated Results for DSM Dataset

The scores for the Depression-Social Media (DSM) dataset were aggregated based on the obtained BDI
questionnaire scores. To further investigate how these results vary between subgroups with various scores
within one group (inside sub-splits of healthy or pathology class), we provided Tables 19 and 20 with
disaggregated scores. As one can see, for the healthy class, the F1-healthy scores are mostly consistent for
all models, with the exception of RuBioRoBERTa, which has a significantly lower F1-healthy score for
the split with BDI Score from 3 to 6. For pathology class, F1-pathology scores vary more significantly,
which can be described with a bigger variability of initial scores, especially for the split with scores from
34 to 63.

G Textual Examples

For a better understanding of the investigated task, we presented several samples from the DE dataset
- one per class. The samples were paraphrased and anonymized, and then translated into English. The
examples are presented in Table 21.
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Figure 1: The most important features for the target label generation from the test set of the DE dataset, for the predicted
healthy class (left) and pathology class (right). The features are given in Russian (up) and translated into English (down).
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Corpus Model Mode Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

DE

Gemma2 2B IT 5-shot MMLU 80.00± 0.00 13.33± 0.00 22.86± 0.00 19.59± 0.00 86.36± 0.00 31.93± 0.00 27.39± 0.00

Gemma2 2B IT 0-shot MMLU 100.00± 0.00 13.33± 0.00 23.53± 0.00 22.00± 0.00 100.00± 0.00 36.07± 0.00 29.80± 0.00

Gemma2 9B IT 5-shot MMLU 93.11± 0.08 75.11± 0.89 83.15± 0.58 43.16± 0.85 77.27± 0.00 55.38± 0.71 69.26± 0.64

Gemma2 9B IT 0-shot MMLU 92.31± 0.00 53.33± 0.00 67.61± 0.00 30.00± 0.00 81.82± 0.00 43.90± 0.00 55.75± 0.00

Qwen2 7B IT 5-shot MMLU 88.80± 0.17 26.44± 0.44 40.75± 0.55 22.30± 0.10 86.36± 0.00 35.45± 0.13 38.10± 0.34

Qwen2 7B IT 0-shot MMLU 92.42± 0.16 40.67± 0.89 56.48± 0.89 26.25± 0.29 86.36± 0.00 40.26± 0.34 48.37± 0.62

SaigaLlama3 8B 5-shot MMLU 85.00± 0.00 18.89± 0.00 30.91± 0.00 20.65± 0.00 86.36± 0.00 33.33± 0.00 32.12± 0.00

SaigaLlama3 8B 0-shot MMLU 88.37± 0.26 33.78± 0.89 48.87± 0.96 23.20± 0.24 81.82± 0.00 36.15± 0.29 42.51± 0.63

Vikhr 7B IT 0.4 5-shot MMLU 74.44± 1.11 16.22± 0.89 26.63± 1.28 18.40± 0.16 77.27± 0.00 29.72± 0.21 28.18± 0.74

Vikhr 7B IT 0.4 0-shot MMLU 0.00± 0.00 0.00± 0.00 0.00± 0.00 19.64± 0.00 100.00± 0.00 32.84± 0.00 16.42± 0.00

Vikhr 7B IT 5.4 5-shot MMLU 87.06± 0.00 82.22± 0.00 84.57± 0.00 40.74± 0.00 50.00± 0.00 44.90± 0.00 64.73± 0.00

Vikhr 7B IT 5.4 0-shot MMLU 71.43± 0.00 5.56± 0.00 10.31± 0.00 19.05± 0.00 90.91± 0.00 31.50± 0.00 20.90± 0.00

VikhrGemma 2B IT 5-shot MMLU 85.45± 0.06 91.33± 0.44 88.29± 0.24 50.67± 1.33 36.36± 0.00 42.33± 0.46 65.31± 0.35

VikhrGemma 2B IT 0-shot MMLU 80.14± 0.07 98.67± 0.44 88.45± 0.22 0.00± 0.00 0.00± 0.00 0.00± 0.00 44.22± 0.11

DSM

Gemma2 2B IT 5-shot MMLU 71.14± 0.57 20.00± 2.96 31.10± 3.37 42.26± 0.30 87.78± 2.22 57.04± 0.22 44.07± 1.58

Gemma2 2B IT 0-shot MMLU 60.00± 0.00 44.44± 0.00 51.06± 0.00 40.00± 0.00 55.56± 0.00 46.51± 0.00 48.79± 0.00

Gemma2 9B IT 5-shot MMLU 64.91± 0.40 82.22± 1.48 72.54± 0.82 55.64± 2.18 33.33± 0.00 41.67± 0.59 57.11± 0.71

Gemma2 9B IT 0-shot MMLU 64.00± 0.00 59.26± 0.00 61.54± 0.00 45.00± 0.00 50.00± 0.00 47.37± 0.00 54.45± 0.00

Qwen2 7B IT 5-shot MMLU 66.67± 0.00 44.44± 0.00 53.33± 0.00 44.44± 0.00 66.67± 0.00 53.33± 0.00 53.33± 0.00

Qwen2 7B IT 0-shot MMLU 62.96± 0.00 62.96± 0.00 62.96± 0.00 44.44± 0.00 44.44± 0.00 44.44± 0.00 53.70± 0.00

SaigaLlama3 8B 5-shot MMLU 100.00± 0.00 3.70± 0.00 7.14± 0.00 40.91± 0.00 100.00± 0.00 58.06± 0.00 32.60± 0.00

SaigaLlama3 8B 0-shot MMLU 63.64± 0.00 51.85± 0.00 57.14± 0.00 43.48± 0.00 55.56± 0.00 48.78± 0.00 52.96± 0.00

Vikhr 7B IT 0.4 5-shot MMLU 60.00± 0.00 100.00± 0.00 75.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 37.50± 0.00

Vikhr 7B IT 0.4 0-shot MMLU 0.00± 0.00 0.00± 0.00 0.00± 0.00 35.71± 0.00 83.33± 0.00 50.00± 0.00 25.00± 0.00

Vikhr 7B IT 5.4 5-shot MMLU 68.75± 0.00 81.48± 0.00 74.58± 0.00 61.54± 0.00 44.44± 0.00 51.61± 0.00 63.09± 0.00

Vikhr 7B IT 5.4 0-shot MMLU 60.87± 0.00 51.85± 0.00 56.00± 0.00 40.91± 0.00 50.00± 0.00 45.00± 0.00 50.50± 0.00

VikhrGemma 2B IT 5-shot MMLU 62.34± 0.88 95.56± 1.48 75.44± 0.16 66.67± 0.00 13.33± 4.44 21.90± 5.71 48.67± 2.94

VikhrGemma 2B IT 0-shot MMLU 60.00± 0.00 100.00± 0.00 75.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 37.50± 0.00

AL

Gemma2 2B IT 5-shot MMLU 50.00± 0.00 4.55± 0.00 8.33± 0.00 46.15± 0.00 94.74± 0.00 62.07± 0.00 35.20± 0.00

Gemma2 2B IT 0-shot MMLU 0.00± 0.00 0.00± 0.00 0.00± 0.00 46.34± 0.00 100.00± 0.00 63.33± 0.00 31.67± 0.00

Gemma2 9B IT 5-shot MMLU 66.67± 0.00 45.45± 0.00 54.05± 0.00 53.85± 0.00 73.68± 0.00 62.22± 0.00 58.14± 0.00

Gemma2 9B IT 0-shot MMLU 64.71± 0.00 50.00± 0.00 56.41± 0.00 54.17± 0.00 68.42± 0.00 60.47± 0.00 58.44± 0.00

Qwen2 7B IT 5-shot MMLU 60.00± 0.00 27.27± 0.00 37.50± 0.00 48.39± 0.00 78.95± 0.00 60.00± 0.00 48.75± 0.00

Qwen2 7B IT 0-shot MMLU 61.03± 0.52 85.45± 1.82 71.20± 0.99 68.73± 2.55 36.84± 0.00 47.95± 0.64 59.58± 0.82

SaigaLlama3 8B 5-shot MMLU 0.00± 0.00 0.00± 0.00 0.00± 0.00 46.34± 0.00 100.00± 0.00 63.33± 0.00 31.67± 0.00

SaigaLlama3 8B 0-shot MMLU 63.64± 0.00 31.82± 0.00 42.42± 0.00 50.00± 0.00 78.95± 0.00 61.22± 0.00 51.82± 0.00

Vikhr 7B IT 0.4 5-shot MMLU 55.88± 0.00 86.36± 0.00 67.86± 0.00 57.14± 0.00 21.05± 0.00 30.77± 0.00 49.31± 0.00

Vikhr 7B IT 0.4 0-shot MMLU 0.00± 0.00 0.00± 0.00 0.00± 0.00 45.00± 0.00 94.74± 0.00 61.02± 0.00 30.51± 0.00

Vikhr 7B IT 5.4 5-shot MMLU 60.00± 0.00 81.82± 0.00 69.23± 0.00 63.64± 0.00 36.84± 0.00 46.67± 0.00 57.95± 0.00

Vikhr 7B IT 5.4 0-shot MMLU 33.33± 0.00 4.55± 0.00 8.00± 0.00 44.74± 0.00 89.47± 0.00 59.65± 0.00 33.82± 0.00

VikhrGemma 2B IT 5-shot MMLU 51.92± 0.60 73.64± 1.82 60.89± 1.03 40.89± 1.78 21.05± 0.00 27.78± 0.39 44.34± 0.71

VikhrGemma 2B IT 0-shot MMLU 53.66± 0.00 100.00± 0.00 69.84± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 34.92± 0.00

AD

Gemma2 2B IT 5-shot MMLU 0.00± 0.00 0.00± 0.00 0.00± 0.00 47.37± 0.00 100.00± 0.00 64.29± 0.00 32.14± 0.00

Gemma2 2B IT 0-shot MMLU 50.00± 0.00 10.00± 0.00 16.67± 0.00 47.06± 0.00 88.89± 0.00 61.54± 0.00 39.10± 0.00

Gemma2 9B IT 5-shot MMLU 55.71± 2.86 19.00± 2.00 28.32± 2.62 48.08± 0.60 83.33± 0.00 60.98± 0.49 44.65± 1.56

Gemma2 9B IT 0-shot MMLU 77.78± 0.00 35.00± 0.00 48.28± 0.00 55.17± 0.00 88.89± 0.00 68.09± 0.00 58.18± 0.00

Qwen2 7B IT 5-shot MMLU 100.00± 0.00 5.00± 0.00 9.52± 0.00 48.65± 0.00 100.00± 0.00 65.45± 0.00 37.49± 0.00

Qwen2 7B IT 0-shot MMLU 70.74± 1.47 70.00± 0.00 70.36± 0.72 67.02± 0.70 67.78± 2.22 67.39± 1.44 68.87± 1.08

SaigaLlama3 8B 5-shot MMLU 0.00± 0.00 0.00± 0.00 0.00± 0.00 47.37± 0.00 100.00± 0.00 64.29± 0.00 32.14± 0.00

SaigaLlama3 8B 0-shot MMLU 80.00± 0.00 20.00± 0.00 32.00± 0.00 51.52± 0.00 94.44± 0.00 66.67± 0.00 49.33± 0.00

Vikhr 7B IT 0.4 5-shot MMLU 55.62± 1.25 89.00± 2.00 68.46± 1.54 63.33± 6.67 21.11± 2.22 31.67± 3.33 50.06± 2.44

Vikhr 7B IT 0.4 0-shot MMLU 13.33± 26.67 2.00± 4.00 3.48± 6.96 46.47± 1.05 94.44± 0.00 62.28± 0.93 32.88± 3.94

Vikhr 7B IT 5.4 5-shot MMLU 66.67± 0.00 10.00± 0.00 17.39± 0.00 48.57± 0.00 94.44± 0.00 64.15± 0.00 40.77± 0.00

Vikhr 7B IT 5.4 0-shot MMLU 83.33± 0.00 25.00± 0.00 38.46± 0.00 53.12± 0.00 94.44± 0.00 68.00± 0.00 53.23± 0.00

VikhrGemma 2B IT 5-shot MMLU 38.67± 2.67 10.00± 0.00 15.88± 0.25 45.11± 0.68 82.22± 2.22 58.26± 1.13 37.07± 0.69

VikhrGemma 2B IT 0-shot MMLU 52.63± 0.00 100.00± 0.00 68.97± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 34.48± 0.00

AC

Gemma2 2B IT 5-shot MMLU 74.55± 0.91 19.56± 0.89 30.98± 1.20 49.16± 0.27 92.11± 0.00 64.10± 0.23 47.54± 0.72

Gemma2 2B IT 0-shot MMLU 72.73± 0.00 17.78± 0.00 28.57± 0.00 48.61± 0.00 92.11± 0.00 63.64± 0.00 46.10± 0.00

Gemma2 9B IT 5-shot MMLU 60.46± 1.66 51.56± 18.67 53.91± 7.83 52.31± 4.62 58.95± 18.95 52.50± 10.56 53.20± 1.37

Gemma2 9B IT 0-shot MMLU 58.46± 1.54 33.78± 0.89 42.82± 1.13 47.72± 0.70 71.58± 1.05 57.26± 0.84 50.04± 0.98

Qwen2 7B IT 5-shot MMLU 71.52± 2.42 34.67± 1.78 46.69± 2.13 51.97± 0.98 83.68± 1.05 64.12± 1.06 55.41± 1.60

Qwen2 7B IT 0-shot MMLU 59.89± 0.22 52.44± 1.78 55.91± 1.12 50.93± 0.47 58.42± 1.05 54.41± 0.18 55.16± 0.47

SaigaLlama3 8B 5-shot MMLU 100.00± 0.00 13.33± 0.00 23.53± 0.00 49.35± 0.00 100.00± 0.00 66.09± 0.00 44.81± 0.00

SaigaLlama3 8B 0-shot MMLU 67.41± 1.48 40.44± 0.89 50.56± 1.11 52.14± 0.71 76.84± 1.05 62.13± 0.85 56.34± 0.98

Vikhr 7B IT 0.4 5-shot MMLU 54.22± 0.00 100.00± 0.00 70.31± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 35.16± 0.00

Vikhr 7B IT 0.4 0-shot MMLU 69.15± 2.43 41.78± 0.89 52.09± 1.39 53.04± 1.06 77.89± 2.11 63.11± 1.45 57.60± 1.42

Vikhr 7B IT 5.4 5-shot MMLU 90.67± 18.67 8.89± 4.44 15.33± 5.67 47.12± 0.76 96.32± 7.37 63.22± 2.37 39.28± 1.65

Vikhr 7B IT 5.4 0-shot MMLU 57.50± 0.00 51.11± 0.00 54.12± 0.00 48.84± 0.00 55.26± 0.00 51.85± 0.00 52.98± 0.00

VikhrGemma 2B IT 5-shot MMLU 55.29± 0.82 97.78± 0.00 70.63± 0.67 60.00± 30.00 6.32± 3.16 11.43± 5.71 41.03± 3.19

VikhrGemma 2B IT 0-shot MMLU 53.66± 0.00 97.78± 0.00 69.29± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 34.65± 0.00

Table 12: The results for LLMs MMLU-style evaluation on the five main datasets.
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Corpus Model Mode Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro Matched

percentage

DE

Gemma2 2B IT 5-shot 82.38± 1.12 10.44± 0.89 18.53± 1.41 20.08± 0.16 90.91± 0.00 32.90± 0.22 17.14± 0.54 99.11± 0.00

Gemma2 2B IT 0-shot 95.83± 0.00 25.56± 0.00 40.35± 0.00 23.86± 0.00 95.45± 0.00 38.18± 0.00 39.27± 0.00 100.00± 0.00

Gemma2 9B IT 5-shot 92.80± 0.11 57.33± 0.89 70.88± 0.72 31.92± 0.44 81.82± 0.00 45.92± 0.46 58.40± 0.59 100.00± 0.00

Gemma2 9B IT 0-shot 93.33± 0.00 62.22± 0.00 74.67± 0.00 34.62± 0.00 81.82± 0.00 48.65± 0.00 61.66± 0.00 100.00± 0.00

Qwen2 7B IT 5-shot 88.80± 0.17 26.44± 0.44 40.75± 0.55 22.30± 0.10 86.36± 0.00 35.45± 0.13 38.10± 0.34 100.00± 0.00

Qwen2 7B IT 0-shot 92.33± 1.05 42.89± 0.89 58.57± 1.04 26.78± 0.72 85.45± 1.82 40.79± 1.04 49.68± 1.04 100.00± 0.00

SaigaLlama3 8B 5-shot 85.00± 0.00 18.89± 0.00 30.91± 0.00 20.65± 0.00 86.36± 0.00 33.33± 0.00 32.12± 0.00 100.00± 0.00

SaigaLlama3 8B 0-shot 100.00± 0.00 8.00± 0.44 14.81± 0.76 20.99± 0.08 100.00± 0.00 34.70± 0.11 24.76± 0.43 100.00± 0.00

Vikhr 7B IT 0.4 5-shot 73.07± 1.24 15.11± 0.89 25.04± 1.30 18.20± 0.15 77.27± 0.00 29.46± 0.20 27.25± 0.75 100.00± 0.00

Vikhr 7B IT 0.4 0-shot 0.00± 0.00 0.00± 0.00 0.00± 0.00 19.64± 0.00 100.00± 0.00 32.84± 0.00 16.42± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 5-shot 87.06± 0.00 82.22± 0.00 84.57± 0.00 40.74± 0.00 50.00± 0.00 44.90± 0.00 64.73± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 0-shot 71.43± 0.00 5.56± 0.00 10.31± 0.00 19.05± 0.00 90.91± 0.00 31.50± 0.00 20.90± 0.00 100.00± 0.00

VikhrGemma 2B IT 5-shot 88.54± 0.07 68.67± 0.44 77.35± 0.31 33.18± 0.31 63.64± 0.00 43.62± 0.27 60.48± 0.29 100.00± 0.00

VikhrGemma 2B IT 0-shot 85.24± 0.95 6.44± 0.44 11.98± 0.78 20.59± 0.40 94.55± 1.82 33.82± 0.65 15.27± 0.48 96.25± 0.36

DSM

Gemma2 2B IT 5-shot 54.00± 8.00 11.11± 7.41 17.89± 9.97 39.45± 0.86 86.67± 4.44 54.16± 0.16 32.97± 1.20 99.56± 0.89

Gemma2 2B IT 0-shot 64.71± 0.00 40.74± 0.00 50.00± 0.00 42.86± 0.00 66.67± 0.00 52.17± 0.00 51.09± 0.00 100.00± 0.00

Gemma2 9B IT 5-shot 64.24± 1.21 29.63± 7.41 40.14± 6.60 41.83± 1.31 75.56± 4.44 53.74± 0.21 46.94± 3.20 100.00± 0.00

Gemma2 9B IT 0-shot 62.64± 0.44 80.74± 1.48 70.54± 0.85 49.09± 1.82 27.78± 0.00 35.47± 0.49 53.01± 0.67 100.00± 0.00

Qwen2 7B IT 5-shot 70.59± 0.00 44.44± 0.00 54.55± 0.00 46.43± 0.00 72.22± 0.00 56.52± 0.00 55.53± 0.00 100.00± 0.00

Qwen2 7B IT 0-shot 65.52± 0.00 70.37± 0.00 67.86± 0.00 50.00± 0.00 44.44± 0.00 47.06± 0.00 57.46± 0.00 100.00± 0.00

SaigaLlama3 8B 5-shot 100.00± 0.00 3.70± 0.00 7.14± 0.00 40.91± 0.00 100.00± 0.00 58.06± 0.00 32.60± 0.00 100.00± 0.00

SaigaLlama3 8B 0-shot 55.30± 1.52 22.96± 1.48 32.44± 1.73 38.47± 0.46 72.22± 0.00 50.20± 0.39 41.32± 1.06 100.00± 0.00

Vikhr 7B IT 0.4 5-shot 69.19± 0.89 81.48± 0.00 74.83± 0.51 62.09± 1.10 45.56± 2.22 52.54± 1.85 63.69± 1.18 100.00± 0.00

Vikhr 7B IT 0.4 0-shot 0.00± 0.00 0.00± 0.00 0.00± 0.00 35.71± 0.00 83.33± 0.00 50.00± 0.00 25.00± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 5-shot 68.75± 0.00 81.48± 0.00 74.58± 0.00 61.54± 0.00 44.44± 0.00 51.61± 0.00 63.09± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 0-shot 59.09± 0.00 48.15± 0.00 53.06± 0.00 39.13± 0.00 50.00± 0.00 43.90± 0.00 48.48± 0.00 100.00± 0.00

VikhrGemma 2B IT 5-shot 61.34± 5.04 37.04± 0.00 46.12± 1.33 40.46± 2.35 64.44± 6.67 49.69± 3.73 47.90± 2.53 100.00± 0.00

VikhrGemma 2B IT 0-shot 57.14± 0.00 14.81± 0.00 23.53± 0.00 41.94± 0.00 72.22± 0.00 53.06± 0.00 25.53± 0.00 84.44± 0.00

AL

Gemma2 2B IT 5-shot 57.14± 0.00 18.18± 0.00 27.59± 0.00 47.06± 0.00 84.21± 0.00 60.38± 0.00 43.98± 0.00 100.00± 0.00

Gemma2 2B IT 0-shot 63.64± 0.00 31.82± 0.00 42.42± 0.00 50.00± 0.00 78.95± 0.00 61.22± 0.00 51.82± 0.00 100.00± 0.00

Gemma2 9B IT 5-shot 75.00± 0.00 27.27± 0.00 40.00± 0.00 51.52± 0.00 89.47± 0.00 65.38± 0.00 52.69± 0.00 100.00± 0.00

Gemma2 9B IT 0-shot 66.67± 0.00 63.64± 0.00 65.12± 0.00 60.00± 0.00 63.16± 0.00 61.54± 0.00 63.33± 0.00 100.00± 0.00

Qwen2 7B IT 5-shot 61.33± 2.67 27.27± 0.00 37.74± 0.48 48.71± 0.65 80.00± 2.11 60.55± 1.10 49.15± 0.79 100.00± 0.00

Qwen2 7B IT 0-shot 60.00± 0.00 95.45± 0.00 73.68± 0.00 83.33± 0.00 26.32± 0.00 40.00± 0.00 56.84± 0.00 100.00± 0.00

SaigaLlama3 8B 5-shot 100.00± 0.00 4.55± 0.00 8.70± 0.00 47.50± 0.00 100.00± 0.00 64.41± 0.00 36.55± 0.00 100.00± 0.00

SaigaLlama3 8B 0-shot 36.67± 6.67 5.45± 1.82 9.48± 2.95 44.98± 0.48 89.47± 0.00 59.86± 0.43 34.67± 1.69 100.00± 0.00

Vikhr 7B IT 0.4 5-shot 50.00± 0.00 45.45± 0.00 47.62± 0.00 42.86± 0.00 47.37± 0.00 45.00± 0.00 46.31± 0.00 100.00± 0.00

Vikhr 7B IT 0.4 0-shot 0.00± 0.00 0.00± 0.00 0.00± 0.00 45.00± 0.00 94.74± 0.00 61.02± 0.00 30.51± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 5-shot 60.00± 0.00 81.82± 0.00 69.23± 0.00 63.64± 0.00 36.84± 0.00 46.67± 0.00 57.95± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 0-shot 33.33± 0.00 4.55± 0.00 8.00± 0.00 44.74± 0.00 89.47± 0.00 59.65± 0.00 33.82± 0.00 100.00± 0.00

VikhrGemma 2B IT 5-shot 66.67± 0.00 27.27± 0.00 38.71± 0.00 50.00± 0.00 84.21± 0.00 62.75± 0.00 50.73± 0.00 100.00± 0.00

VikhrGemma 2B IT 0-shot 0.00± 0.00 0.00± 0.00 0.00± 0.00 43.87± 0.56 90.53± 2.11 59.10± 0.96 29.55± 0.48 100.00± 0.00

AD

Gemma2 2B IT 5-shot 0.00± 0.00 0.00± 0.00 0.00± 0.00 47.37± 0.00 100.00± 0.00 64.29± 0.00 32.14± 0.00 100.00± 0.00

Gemma2 2B IT 0-shot 64.29± 0.00 45.00± 0.00 52.94± 0.00 54.17± 0.00 72.22± 0.00 61.90± 0.00 57.42± 0.00 100.00± 0.00

Gemma2 9B IT 5-shot 100.00± 0.00 5.00± 0.00 9.52± 0.00 48.65± 0.00 100.00± 0.00 65.45± 0.00 37.49± 0.00 100.00± 0.00

Gemma2 9B IT 0-shot 60.87± 0.00 70.00± 0.00 65.12± 0.00 60.00± 0.00 50.00± 0.00 54.55± 0.00 59.83± 0.00 100.00± 0.00

Qwen2 7B IT 5-shot 100.00± 0.00 5.00± 0.00 9.52± 0.00 48.65± 0.00 100.00± 0.00 65.45± 0.00 37.49± 0.00 100.00± 0.00

Qwen2 7B IT 0-shot 67.25± 1.16 80.00± 0.00 73.07± 0.68 71.81± 0.76 56.67± 2.22 63.33± 1.67 68.20± 1.17 100.00± 0.00

SaigaLlama3 8B 5-shot 100.00± 0.00 5.00± 0.00 9.52± 0.00 48.65± 0.00 100.00± 0.00 65.45± 0.00 37.49± 0.00 100.00± 0.00

SaigaLlama3 8B 0-shot 54.55± 0.00 30.00± 0.00 38.71± 0.00 48.15± 0.00 72.22± 0.00 57.78± 0.00 48.24± 0.00 100.00± 0.00

Vikhr 7B IT 0.4 5-shot 50.91± 1.82 30.00± 0.00 37.74± 0.48 46.55± 0.80 67.78± 2.22 55.19± 1.29 46.47± 0.89 100.00± 0.00

Vikhr 7B IT 0.4 0-shot 13.33± 26.67 2.00± 4.00 3.48± 6.96 46.47± 1.05 94.44± 0.00 62.28± 0.93 32.88± 3.94 100.00± 0.00

Vikhr 7B IT 5.4 5-shot 66.67± 0.00 10.00± 0.00 17.39± 0.00 48.57± 0.00 94.44± 0.00 64.15± 0.00 40.77± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 0-shot 83.33± 0.00 25.00± 0.00 38.46± 0.00 53.12± 0.00 94.44± 0.00 68.00± 0.00 53.23± 0.00 100.00± 0.00

VikhrGemma 2B IT 5-shot 100.00± 0.00 5.00± 0.00 9.52± 0.00 48.65± 0.00 100.00± 0.00 65.45± 0.00 37.49± 0.00 100.00± 0.00

VikhrGemma 2B IT 0-shot 66.67± 0.00 20.00± 0.00 30.77± 0.00 50.00± 0.00 88.89± 0.00 64.00± 0.00 47.38± 0.00 100.00± 0.00

AC

Gemma2 2B IT 5-shot 72.00± 2.67 24.00± 0.89 36.00± 1.33 50.45± 0.60 88.95± 1.05 64.38± 0.76 33.46± 0.70 98.80± 0.00

Gemma2 2B IT 0-shot 97.50± 5.00 15.56± 0.00 26.82± 0.20 49.87± 0.27 99.47± 1.05 66.43± 0.47 46.63± 0.34 100.00± 0.00

Gemma2 9B IT 5-shot 68.00± 16.00 13.78± 0.89 22.84± 2.04 47.26± 1.37 91.58± 4.21 62.34± 2.16 42.59± 2.10 100.00± 0.00

Gemma2 9B IT 0-shot 54.55± 0.00 26.67± 0.00 35.82± 0.00 47.46± 0.00 73.68± 0.00 57.73± 0.00 31.18± 0.00 97.59± 0.00

Qwen2 7B IT 5-shot 84.89± 3.56 26.22± 5.33 39.85± 6.96 52.08± 1.72 94.74± 0.00 67.20± 1.46 53.52± 4.21 100.00± 0.00

Qwen2 7B IT 0-shot 55.93± 0.24 52.44± 1.78 54.11± 0.87 47.55± 0.09 51.05± 2.11 49.22± 1.00 51.67± 0.07 100.00± 0.00

SaigaLlama3 8B 5-shot 100.00± 0.00 13.33± 0.00 23.53± 0.00 49.35± 0.00 100.00± 0.00 66.09± 0.00 44.81± 0.00 100.00± 0.00

SaigaLlama3 8B 0-shot 66.05± 0.85 46.67± 0.00 54.69± 0.29 53.12± 0.36 71.58± 1.05 60.98± 0.62 57.84± 0.45 100.00± 0.00

Vikhr 7B IT 0.4 5-shot 54.20± 0.30 88.89± 0.00 67.34± 0.23 45.56± 2.22 11.05± 1.05 17.78± 1.52 42.56± 0.88 100.00± 0.00

Vikhr 7B IT 0.4 0-shot 67.48± 1.05 37.78± 0.00 48.43± 0.27 51.55± 0.34 78.42± 1.05 62.21± 0.58 55.32± 0.43 100.00± 0.00

Vikhr 7B IT 5.4 5-shot 90.67± 18.67 8.89± 4.44 15.33± 5.67 47.12± 0.76 96.32± 7.37 63.22± 2.37 39.28± 1.65 100.00± 0.00

Vikhr 7B IT 5.4 0-shot 57.50± 0.00 51.11± 0.00 54.12± 0.00 48.84± 0.00 55.26± 0.00 51.85± 0.00 52.98± 0.00 100.00± 0.00

VikhrGemma 2B IT 5-shot 52.75± 1.02 80.00± 4.44 63.56± 2.12 40.00± 5.00 15.26± 1.05 21.94± 0.56 42.75± 0.78 100.00± 0.00

VikhrGemma 2B IT 0-shot 64.26± 0.88 24.00± 0.89 34.94± 1.08 50.00± 0.00 73.68± 0.00 59.57± 0.00 31.51± 0.36 87.71± 0.48

Table 13: The results for LLMs evaluation on the five main datasets.
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Corpus Model Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

D-all

Gemma2 2B IT 92.33± 0.94 97.14± 1.04 94.67± 0.72 76.44± 6.36 52.98± 6.33 62.33± 5.60 78.50± 3.13

Gemma2 9B IT 91.58± 1.24 97.65± 0.82 94.51± 0.68 77.86± 6.23 47.62± 8.42 58.69± 6.91 76.60± 3.77

Qwen2 7B IT 91.09± 0.64 97.03± 0.96 93.96± 0.17 72.97± 5.26 44.64± 4.94 54.98± 2.77 74.47± 1.36

SaigaLlama3 8B 90.88± 1.00 96.73± 1.49 93.71± 1.01 70.16± 10.04 43.45± 6.65 53.41± 7.35 73.56± 4.13

Vikhr 7B IT 0.4 90.46± 1.23 96.83± 1.20 93.53± 1.01 68.86± 11.28 40.48± 8.16 50.73± 8.61 72.13± 4.79

Vikhr 7B IT 5.4 90.18± 1.16 92.02± 1.28 91.09± 1.16 47.32± 7.90 41.67± 7.04 44.28± 7.35 67.69± 4.24

VikhrGemma 2B IT 91.83± 0.80 97.44± 1.68 94.54± 0.66 79.25± 11.48 49.40± 5.98 60.04± 3.80 77.29± 2.09

RuRoBERTa 92.48± 0.63 95.50± 1.16 93.96± 0.42 68.19± 5.05 54.76± 4.45 60.48± 2.31 77.22± 1.27

RuBioRoBERTa 90.74± 2.52 96.93± 1.66 93.69± 1.04 58.50± 26.99 41.67± 19.20 48.61± 22.33 71.15± 11.60

RuBERT 92.26± 0.52 96.22± 1.56 94.19± 0.68 72.12± 10.10 52.98± 3.81 60.60± 2.87 77.39± 1.72

BERT 90.16± 3.31 96.63± 1.69 93.22± 1.43 50.52± 28.15 37.50± 24.38 42.50± 26.53 67.86± 13.90

Linguistic features 88.10± 0.60 88.10± 3.40 88.00± 1.60 51.60± 5.80 50.70± 4.10 50.80± 2.60 69.40± 1.90

TF-IDF 89.50± 1.00 84.20± 1.00 86.80± 0.60 47.50± 1.80 59.10± 4.20 52.60± 2.50 69.70± 1.50

A-all

Gemma2 2B IT 57.61± 3.21 57.09± 4.28 57.27± 3.15 50.61± 3.62 51.11± 6.00 50.77± 4.48 54.02± 3.39

Gemma2 9B IT 55.44± 1.46 56.32± 4.04 55.83± 2.54 48.47± 1.77 47.56± 3.14 47.95± 1.96 51.89± 1.63

Qwen2 7B IT 56.43± 1.57 56.13± 3.95 56.23± 2.59 49.51± 2.04 49.78± 2.85 49.59± 1.86 52.91± 1.79

SaigaLlama3 8B 58.56± 1.32 56.32± 4.83 57.33± 2.79 51.59± 2.03 53.78± 3.74 52.56± 1.83 54.95± 1.57

Vikhr 7B IT 0.4 57.08± 3.28 56.13± 2.43 56.58± 2.68 49.92± 3.40 50.89± 4.95 50.38± 4.09 53.48± 3.32

Vikhr 7B IT 5.4 56.89± 2.40 55.36± 7.22 55.95± 4.71 50.10± 3.07 51.56± 4.79 50.65± 2.68 53.30± 2.82

VikhrGemma 2B IT 54.79± 2.65 53.26± 2.94 53.97± 2.34 47.34± 2.63 48.89± 4.91 48.06± 3.59 51.01± 2.62

RuRoBERTa 61.53± 3.69 60.15± 13.80 59.68± 4.47 54.39± 0.97 54.44± 18.08 52.27± 11.87 55.97± 3.88

RuBioRoBERTa 55.16± 1.73 73.18± 19.96 61.66± 6.68 32.94± 23.36 30.22± 22.11 31.31± 22.37 46.48± 8.32

RuBERT 57.18± 1.93 51.53± 5.61 54.09± 3.67 49.69± 1.98 55.33± 4.34 52.25± 2.28 53.17± 2.10

BERT 59.44± 1.74 46.93± 3.66 52.33± 2.10 50.43± 0.98 62.67± 4.81 55.82± 2.21 54.08± 1.08

Linguistic features 53.40± 2.90 39.70± 19.30 42.00± 17.90 46.10± 2.40 60.20± 20.40 51.00± 7.80 46.50± 6.20

TF-IDF 51.80± 0.70 40.00± 15.60 43.30± 10.80 44.30± 2.10 56.40± 17.80 48.60± 8.50 46.00± 2.40

Table 14: Results of classification on D-all and A-all datasets for encoder models, AutoML models and LLMs with LoRA.

Corpus Model Mode Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

D-all

Gemma2 2B IT 5-shot MMLU 100.00± 0.00 7.36± 0.00 13.71± 0.00 15.64± 0.00 100.00± 0.00 27.05± 0.00 20.38± 0.00

Gemma2 2B IT 0-shot MMLU 100.00± 0.00 30.55± 0.25 46.80± 0.29 19.83± 0.06 100.00± 0.00 33.10± 0.08 39.95± 0.18

Gemma2 9B IT 5-shot MMLU 88.83± 0.25 96.56± 0.49 92.53± 0.36 59.56± 4.84 29.29± 1.43 39.26± 2.32 65.90± 1.34

Gemma2 9B IT 0-shot MMLU 94.87± 0.00 68.10± 0.00 79.29± 0.00 29.73± 0.00 78.57± 0.00 43.14± 0.00 61.21± 0.00

Qwen2 7B IT 5-shot MMLU 94.74± 0.00 22.09± 0.00 35.82± 0.00 16.99± 0.00 92.86± 0.00 28.73± 0.00 32.28± 0.00

Qwen2 7B IT 0-shot MMLU 95.66± 0.08 54.11± 0.98 69.12± 0.83 24.30± 0.38 85.71± 0.00 37.86± 0.47 53.49± 0.65

SaigaLlama3 8B 5-shot MMLU 100.00± 0.00 1.10± 0.25 2.18± 0.48 14.80± 0.03 100.00± 0.00 25.78± 0.05 13.98± 0.26

SaigaLlama3 8B 0-shot MMLU 92.98± 0.04 40.61± 0.25 56.53± 0.24 19.20± 0.06 82.14± 0.00 31.12± 0.08 43.83± 0.16

Vikhr 7B IT 0.4 5-shot MMLU 88.97± 0.24 90.06± 0.25 89.51± 0.24 37.69± 1.54 35.00± 1.43 36.30± 1.48 62.90± 0.86

Vikhr 7B IT 0.4 0-shot MMLU 100.00± 0.00 2.45± 0.00 4.79± 0.00 14.97± 0.00 100.00± 0.00 26.05± 0.00 15.42± 0.00

Vikhr 7B IT 5.4 5-shot MMLU 96.88± 0.00 57.06± 0.00 71.81± 0.00 26.32± 0.00 89.29± 0.00 40.65± 0.00 56.23± 0.00

Vikhr 7B IT 5.4 0-shot MMLU 90.94± 0.06 30.80± 0.25 46.01± 0.28 16.94± 0.05 82.14± 0.00 28.08± 0.07 37.05± 0.18

VikhrGemma 2B IT 5-shot MMLU 84.93± 0.00 38.04± 0.00 52.54± 0.00 14.41± 0.00 60.71± 0.00 23.29± 0.00 37.92± 0.00

VikhrGemma 2B IT 0-shot MMLU 85.25± 0.03 99.26± 0.25 91.72± 0.12 0.00± 0.00 0.00± 0.00 0.00± 0.00 45.86± 0.06

A-all

Gemma2 2B IT 5-shot MMLU 62.86± 0.71 6.67± 1.84 11.99± 2.92 46.86± 0.22 95.47± 1.07 62.86± 0.04 37.42± 1.44

Gemma2 2B IT 0-shot MMLU 66.67± 0.00 11.49± 0.00 19.61± 0.00 47.62± 0.00 93.33± 0.00 63.06± 0.00 41.34± 0.00

Gemma2 9B IT 5-shot MMLU 57.52± 0.19 63.45± 5.06 60.24± 2.04 51.94± 1.03 45.60± 4.80 48.36± 2.58 54.30± 0.27

Gemma2 9B IT 0-shot MMLU 63.85± 0.77 38.16± 0.46 47.77± 0.58 51.09± 0.36 74.93± 0.53 60.76± 0.43 54.26± 0.50

Qwen2 7B IT 5-shot MMLU 65.42± 1.30 45.29± 5.52 53.28± 3.06 53.22± 0.77 72.00± 5.33 61.08± 1.61 57.18± 0.73

Qwen2 7B IT 0-shot MMLU 62.67± 0.06 64.83± 1.38 63.72± 0.65 57.51± 0.47 55.20± 1.07 56.32± 0.32 60.02± 0.17

SaigaLlama3 8B 5-shot MMLU 80.51± 5.64 11.26± 0.46 19.76± 0.88 48.46± 0.41 96.80± 1.07 64.59± 0.60 42.18± 0.74

SaigaLlama3 8B 0-shot MMLU 67.91± 0.93 33.56± 0.46 44.92± 0.62 51.43± 0.34 81.60± 0.53 63.09± 0.41 54.01± 0.51

Vikhr 7B IT 0.4 5-shot MMLU 56.68± 1.42 80.00± 8.28 66.10± 1.52 54.26± 2.13 28.53± 12.27 35.58± 14.09 50.84± 6.29

Vikhr 7B IT 0.4 0-shot MMLU 64.91± 1.21 22.07± 0.46 32.93± 0.34 48.79± 0.16 86.13± 1.07 62.29± 0.41 47.61± 0.04

Vikhr 7B IT 5.4 5-shot MMLU 62.12± 4.24 22.07± 4.14 32.16± 4.54 48.08± 0.10 83.73± 4.80 61.04± 1.30 46.60± 1.62

Vikhr 7B IT 5.4 0-shot MMLU 59.18± 0.00 33.33± 0.00 42.65± 0.00 48.67± 0.00 73.33± 0.00 58.51± 0.00 50.58± 0.00

VikhrGemma 2B IT 5-shot MMLU 53.67± 0.50 97.93± 1.84 69.32± 0.06 11.67± 23.33 1.87± 3.73 3.22± 6.44 36.27± 3.19

VikhrGemma 2B IT 0-shot MMLU 53.42± 0.00 98.85± 0.00 69.35± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 34.68± 0.00

Table 15: The results for LLMs MMLU-style evaluation, D-all and A-all datasets.
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Corpus Model Mode Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro Matched

percentage

D-all

Gemma2 2B IT 5-shot 94.25± 0.07 20.12± 0.25 33.16± 0.34 16.65± 0.04 92.86± 0.00 28.23± 0.06 30.70± 0.20 100.00± 0.00

Gemma2 2B IT 0-shot 96.06± 0.56 41.84± 0.25 58.29± 0.34 21.00± 0.33 90.00± 1.43 34.05± 0.54 46.17± 0.44 100.00± 0.00

Gemma2 9B IT 5-shot 98.17± 0.03 32.88± 0.49 49.26± 0.56 19.80± 0.12 96.43± 0.00 32.85± 0.16 41.06± 0.36 100.00± 0.00

Gemma2 9B IT 0-shot 93.28± 0.00 76.69± 0.00 84.18± 0.00 33.33± 0.00 67.86± 0.00 44.71± 0.00 64.44± 0.00 100.00± 0.00

Qwen2 7B IT 5-shot 94.59± 0.00 21.47± 0.00 35.00± 0.00 16.88± 0.00 92.86± 0.00 28.57± 0.00 31.79± 0.00 100.00± 0.00

Qwen2 7B IT 0-shot 95.64± 0.48 56.56± 0.98 71.08± 0.91 25.17± 0.73 85.00± 1.43 38.84± 1.02 54.96± 0.96 100.00± 0.00

SaigaLlama3 8B 5-shot 100.00± 0.00 7.48± 0.98 13.91± 1.72 15.66± 0.14 100.00± 0.00 27.08± 0.21 20.50± 0.97 100.00± 0.00

SaigaLlama3 8B 0-shot 96.18± 0.06 15.46± 0.25 26.64± 0.37 16.38± 0.04 96.43± 0.00 28.01± 0.06 27.32± 0.21 100.00± 0.00

Vikhr 7B IT 0.4 5-shot 93.02± 0.08 40.86± 0.49 56.78± 0.49 19.26± 0.13 82.14± 0.00 31.21± 0.17 43.99± 0.33 100.00± 0.00

Vikhr 7B IT 0.4 0-shot 100.00± 0.00 2.45± 0.00 4.79± 0.00 14.97± 0.00 100.00± 0.00 26.05± 0.00 15.42± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 5-shot 96.88± 0.00 57.06± 0.00 71.81± 0.00 26.32± 0.00 89.29± 0.00 40.65± 0.00 56.23± 0.00 100.00± 0.00

Vikhr 7B IT 5.4 0-shot 90.94± 0.06 30.80± 0.25 46.01± 0.28 16.94± 0.05 82.14± 0.00 28.08± 0.07 37.05± 0.18 100.00± 0.00

VikhrGemma 2B IT 5-shot 93.90± 0.08 18.90± 0.25 31.46± 0.35 16.43± 0.04 92.86± 0.00 27.93± 0.06 29.69± 0.20 100.00± 0.00

VikhrGemma 2B IT 0-shot 96.73± 0.09 18.16± 0.49 30.58± 0.70 17.59± 0.35 95.71± 1.43 29.71± 0.57 20.10± 0.43 95.81± 0.00

A-all

Gemma2 2B IT 5-shot 69.78± 1.11 20.69± 0.00 31.92± 0.11 49.63± 0.00 89.60± 0.53 63.88± 0.14 35.14± 6.50 99.51± 0.25

Gemma2 2B IT 0-shot 71.44± 0.87 26.44± 0.00 38.59± 0.13 50.69± 0.15 87.73± 0.53 64.26± 0.27 51.42± 0.20 100.00± 0.00

Gemma2 9B IT 5-shot 67.80± 0.57 38.62± 3.68 49.09± 2.66 52.52± 0.70 78.67± 2.67 62.96± 0.40 56.02± 1.13 100.00± 0.00

Gemma2 9B IT 0-shot 60.61± 0.00 45.98± 0.00 52.29± 0.00 52.13± 0.00 65.33± 0.00 57.99± 0.00 36.76± 0.00 98.77± 0.00

Qwen2 7B IT 5-shot 67.93± 2.23 34.25± 1.84 45.47± 1.01 51.52± 0.30 81.07± 3.20 62.98± 1.22 54.22± 0.11 100.00± 0.00

Qwen2 7B IT 0-shot 60.01± 0.41 69.66± 0.92 64.47± 0.17 56.72± 0.10 46.13± 1.60 50.87± 0.99 57.67± 0.41 100.00± 0.00

SaigaLlama3 8B 5-shot 69.34± 0.46 17.70± 1.38 28.18± 1.83 48.79± 0.27 90.93± 0.53 63.50± 0.10 45.84± 0.96 100.00± 0.00

SaigaLlama3 8B 0-shot 61.30± 0.87 32.41± 0.46 42.41± 0.60 49.31± 0.34 76.27± 0.53 59.90± 0.42 51.15± 0.51 100.00± 0.00

Vikhr 7B IT 0.4 5-shot 56.94± 1.27 68.05± 5.06 61.86± 1.14 51.63± 1.49 40.00± 8.00 44.69± 6.27 53.28± 2.56 100.00± 0.00

Vikhr 7B IT 0.4 0-shot 63.04± 0.15 20.00± 0.92 30.36± 1.06 48.22± 0.13 86.40± 0.53 61.89± 0.03 46.12± 0.52 100.00± 0.00

Vikhr 7B IT 5.4 5-shot 62.12± 4.24 22.07± 4.14 32.16± 4.54 48.08± 0.10 83.73± 4.80 61.04± 1.30 46.60± 1.62 100.00± 0.00

Vikhr 7B IT 5.4 0-shot 59.18± 0.00 33.33± 0.00 42.65± 0.00 48.67± 0.00 73.33± 0.00 58.51± 0.00 50.58± 0.00 100.00± 0.00

VikhrGemma 2B IT 5-shot 51.38± 2.77 24.14± 9.20 32.22± 8.23 46.04± 1.46 74.40± 5.87 56.71± 0.87 41.01± 3.23 99.88± 0.25

VikhrGemma 2B IT 0-shot 60.17± 0.35 17.01± 0.46 26.52± 0.53 48.11± 0.16 81.60± 0.53 60.53± 0.28 29.02± 0.09 93.70± 0.25

Table 16: The results for LLMs evaluation, D-all and A-all datasets.

Error name Description Example

1. Tautology The final part of the explanation repeats the
initial part in other words without any proof.

This text indicates that the author has depres-
sion, as he describes his thoughts and feelings,
which are characteristic of depressive disor-
ders.

2. Groundless general-
ization

The patient’s experience from the text is defined
as a sign of depression, while this experience
on its own, without the context, is not specific
to depression.

The desire to return to the lost state of hap-
piness and happy life, which is also a sign of
depression.

3. False conclusion The false inference is derived from the text state-
ment.

The author also mentions that his parents, who
he considers to be positive, were unable to cor-
rect his behavior. In the original text there is
no signs of parents intention to correct authors
behaviour.

4. Confabulation The explanation contains evidence, which is not
mentioned in the context.

The text describes a deep dissatisfaction with
the world, people and their actions included
in the text, and also expresses a desire to be
happy not in the text and enjoy the little things
not in the text.

5. Distortion of medi-
cal understanding of de-
pression

Misconception about depression. She also expresses a desire to ... plan long-
term plans, which also indicates the presence
of a depressive disorder. The long-term plan-
ning cannot be considered as a sign of depres-
sion.

6. Incompleteness of se-
lected signs of depres-
sion

Of the several significant signs of depression
only one or two signs (mostly minor) are high-
lighted.

Thank you for this test, so that I could repeat all
this to myself once again and think about the
rope. This significant sign does not mentioned
in the explanation.

Table 17: Detailed description of errors in LLM explanations from the perspective of trained psychologists. The bold
font indicates the significant part of the examples, illustrating the error type; the italic font highlights the psychologist’s
notes for the examples.

Corpus Model Mode Precision
healthy

Recall
healthy F1-healthy Precision

pathology
Recall
pathology F1-pathology F1-macro

DE
0-shot Vikhr 7B IT 5.4 71.43± 0.00 5.56± 0.00 10.31± 0.00 19.05± 0.00 90.91± 0.00 31.50± 0.00 20.90± 0.00

5-shot Vikhr 7B IT 5.4 87.06± 0.00 82.22± 0.00 84.57± 0.00 40.74± 0.00 50.00± 0.00 44.90± 0.00 64.73± 0.00

5-shot clinically informed Vikhr 7B IT 5.4 87.64± 0.00 86.67± 0.00 87.15± 0.00 47.83± 0.00 50.00± 0.00 48.89± 0.00 68.02± 0.00

Table 18: Comparison of the results of the best generative model on DE in various settings (mean ± std).
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Figure 2: The most important features for the explanation generation from the test set of the DE dataset, for the predicted
healthy class (left) and pathology class (right). The features are given in Russian (up) and translated into English (down).

Mode Model BDI Score 0-3 BDI Score 3-6 BDI Score 7-10
Precision
healthy

Recall
healthy F1-healthy Precision

healthy
Recall
healthy F1-healthy Precision

healthy
Recall
healthy F1-healthy

5-shot SaigaLlama3 8B 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 100.00± 0.00 6.25± 0.00 11.76± 0.00

5-shot Vikhr 7B IT 0.4 100.00± 0.00 83.33± 0.00 90.91± 0.00 100.00± 0.00 80.00± 0.00 88.89± 0.00 100.00± 0.00 81.25± 0.00 89.66± 0.00

5-shot MMLU SaigaLlama3 8B 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00 100.00± 0.00 6.25± 0.00 11.76± 0.00

5-shot MMLU Vikhr 7B IT 5.4 100.00± 0.00 83.33± 0.00 90.91± 0.00 100.00± 0.00 80.00± 0.00 88.89± 0.00 100.00± 0.00 81.25± 0.00 89.66± 0.00

LoRA Qwen2 7B IT 100.00± 0.00 80.56± 11.45 88.79± 7.00 100.00± 0.00 83.33± 21.34 89.15± 15.15 100.00± 0.00 65.62± 10.05 78.80± 7.34

SFT RuBioRoBERTa 100.00± 0.00 86.11± 11.45 92.12± 6.78 100.00± 0.00 50.00± 10.00 66.07± 8.93 100.00± 0.00 58.33± 4.66 73.57± 3.79

Table 19: Results of best models for DSM dataset for various sub-splits for healthy group (mean ± std).

Mode Model BDI Score 30-34 BDI Score 34-63
Precision
pathology

Recall
pathology F1-pathology Precision

pathology
Recall
pathology F1-pathology

5-shot SaigaLlama3 8B 100.00± 0.00 100.00± 0.00 100.00± 0.00 100.00± 0.00 100.00± 0.00 100.00± 0.00

5-shot Vikhr 7B IT 0.4 100.00± 0.00 52.00± 4.00 68.33± 3.33 100.00± 0.00 37.50± 0.00 54.55± 0.00

5-shot MMLU SaigaLlama3 8B 100.00± 0.00 100.00± 0.00 100.00± 0.00 100.00± 0.00 100.00± 0.00 100.00± 0.00

5-shot MMLU Vikhr 7B IT 5.4 100.00± 0.00 50.00± 0.00 66.67± 0.00 100.00± 0.00 37.50± 0.00 54.55± 0.00

LoRA Qwen2 7B IT 100.00± 0.00 58.33± 14.62 72.59± 11.90 100.00± 0.00 41.67± 11.79 57.87± 11.50

SFT RuBioRoBERTa 100.00± 0.00 55.00± 5.00 70.83± 4.17 100.00± 0.00 27.08± 4.66 42.42± 5.42

Table 20: Results of best models for DSM dataset for various sub-splits for pathology group (mean ± std).
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Label Text (In English)

Pathology Hello! My name is NAME, I am already AGE years old. I live with my family: my husband and our
wonderful daughter. My profession is a midwife in a women’s clinic, which I truly love. The team in our
department is small, but we are all very close to each other. If any problems arise, we solve them very
quickly. Until recently, I was an active person, with a large circle of friends who delighted me with various
entertainments: going to the theater, watching movies, walking around the city or just meeting for a cup
of coffee. Communicating with them brought me great pleasure. However, recently I began to distance
myself from everyone, both at work and in my personal environment. This was the result of my fear,
which turned out to be much more powerful than I expected. Fear takes away not only emotional strength,
but also physical. At present, it seems to me that it is better to remain alone, avoiding meetings with other
people. Although this makes my life less bright, I cannot cope with this condition yet. Also, I used to be
into bead embroidery, but now I can’t even bring myself to do a simple task. Luckily, we have our cute
house cat, who helps me cope with stress and is a great antidepressant. This is my current lifestyle.

Healthy When I was a child, I accidentally found out that there were people who didn’t like me. They were my
classmates, and I was very upset when I tried to be friends with them, but my attempt only increased
the hostility. I tried to attract their attention with gifts, invitations to visit and other ways, but each new
attempt ended in failure and even more trouble. Then I realized that no matter how you behave, there will
always be people who don’t like you, sometimes for no apparent reason. But it is important to understand
that this is normal and you shouldn’t try to live up to the expectations of others. You should value yourself
for who you are. Many years have passed since then, and now I have many friends and acquaintances,
some leave, and new ones come. Each person is unique and beautiful in their own way. I especially liked
the expression: “Each person is a small cosmos.” It is really profound. Inside each person there is a whole
universe consisting of his life experience, mistakes, disappointments, joys, defeats and small victories.
If a person allows others to open up, it can be incredibly beautiful and exciting. In a world where we
encounter many people every day, I want to believe that everyone respects each other, despite the fact that
everyone may not like them. Even those we find unattractive may be dear to someone else. So there is no
need to worry about not being loved, because we can find a common language and fill each other with
love for life. We are all small universes living together in one big world, trying to get to know each other
every day.

Table 21: Paraphrased and anonymized examples from DE dataset.
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