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Abstract

Large Language Models (LLMs) demonstrate
impressive general knowledge and reasoning
abilities, yet their evaluation has predominantly
focused on global or anglocentric subjects, of-
ten neglecting low-resource languages and cul-
turally specific content. While recent multi-
lingual benchmarks attempt to bridge this gap,
many rely on automatic translation, which can
introduce errors and misrepresent the original
cultural context. To address this, we introduce
SinhalaMMLU, the first multiple-choice ques-
tion answering benchmark designed specifi-
cally for Sinhala, a low-resource language. The
dataset includes over 7,000 questions spanning
secondary to collegiate education levels and
is aligned with the Sri Lankan national cur-
riculum. It covers six domains and 30 sub-
jects, encompassing both general academic top-
ics and culturally grounded knowledge. We
evaluate 26 LLMs on SinhalaMMLU and ob-
serve that, while Claude 3.5 sonnet and GPT-40
achieve the highest average accuracies at 67%
and 62% respectively, overall model perfor-
mance remains limited. In particular, models
struggle in culturally rich domains such as the
Humanities, revealing substantial room for im-
provement in adapting LLMs to low-resource
and culturally specific contexts.

1 Introduction

The introduction of large language models (LLMs)
has led to unprecedented improvements in natural
language processing (NLP) and artificial intelli-
gence, reshaping the field with their revolutionary
capabilities (OpenAl et al., 2024; Anthropic, 2024;
Touvron et al., 2023). Despite multilingual capabil-
ities in LLMs, significant performance gaps persist
between English and other languages (Liu et al.,
2024). This performance gap is particularly pro-
nounced for languages using non-Latin scripts such
as Sinhala. One critical factor is the lack of high

Other STEM
15% 9%
. edia and Communication Social Sci.
Business Stu. il o P 15%

7% Home Economics,

Agriculture and Food Chemisty)

Physics,
Technology, Bliz 5508
Design and Construction
Technology

Geography,
Political Science, Citizenship
Education, Health and
Physical Science

MMLU

Lang
6%

Humanities
48%

Figure 1: Distribution of the number of questions across
different domains in SinhalaMMLU.

quality benchmarks for non-English languages, par-
ticularly those that are low resourced. The majority
of current evaluation frameworks remain English-
centric (Hendrycks et al., 2021), creating signifi-
cant assessment gaps for linguistically diverse and
low-resource languages. Many benchmarks claim-
ing multilingual support are simply translated ver-
sions (Bandarkar et al., 2024; Singh et al., 2025)
of content originally designed for English speakers.
These often include content that assumes knowl-
edge of the American legal system or requires fa-
miliarity with English-specific cultural references
and colloquialisms. Despite appearing multilingual
through translation, these benchmarks fail to reflect
the cultural context (Ji et al., 2023) valued by native
speakers.

To address the lack of existing benchmarks for
the Sinhala NLP community and to better assess
how LLMs perform on Sinhala, we introduce Sin-
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halaMMLU, a comprehensive evaluation frame-
work comprising over 7,000 questions across 6
domains and 30 subjects reflecting both general
and culturally specific knowledge. SinhalaMMLU
is designed by collecting questions from various
national and provincial exams, without relying on
translations. These questions include culturally
relevant subjects such as Sri Lankan history, arts,
drama and theatre, indigenous dancing, oriental
music, and Sinhala language, alongside traditional
academic subjects like science.

We evaluate 26 different LLMs, a mix of closed
proprietary and open-source. Our results show sig-
nificant room for improvement, with Claude-sonnet
3.5 scoring the highest at 67.65%. We also explore
how performance scales with the number of param-
eters, finding significant improvements as model
size increases. Our domain-wise analysis reveals
that models underperform in culturally relevant ar-
eas, such as Humanities and Language, as well as
in general subjects within the STEM domain. All
data set details are publicly available on GitHub'
and Hugging Face .

2 Related work

2.1 Benchmarks for LLMs

In an era where different LLMs are emerging day
by day, benchmarks are crucial to understanding
their power and performance. Benchmarks like
GLUE (Wang et al., 2018), SuperGLUE (Wang
et al., 2019), and SQuAD (Rajpurkar et al., 2016)
are being used as evaluation frameworks for natu-
ral language understanding (NLU) tasks, including
reading comprehension and question-answering.
Eventually, multilingual evaluation frameworks
emerged like XGLUE (Liang et al., 2020) and
XTREAM-R (Ruder et al., 2021). However, these
benchmarks only assess the linguistic skills of the
language rather than language understanding.
MMLU (Hendrycks et al., 2021) is one of the
prominently used benchmarks for LLMs. It eval-
uates the LLLMs via multiple-choice questions be-
longing to different subjects and domains to eval-
uate the knowledge acquisition of LLMs. Since
MMLU consists of English questions, there are
some attempts to create similar benchmarks for
other languages, including Arabic (Koto et al.,

"https://github.com/naist-nlp/
SinhalaMMLU

https://huggingface.co/datasets/
naist-nlp/SinhalaMMLU

2024), Chinese (Li et al., 2024), Turkish (Yiiksel
et al., 2024), Indonesian (Koto et al., 2023), Ko-
rean (Son et al., 2025), and Persian (Ghahroodi
et al., 2024). Some MMLU benchmarks have been
constructed for low-resourced languages, notably
African (Adelani et al., 2025), Malay (Poh et al.,
2024), and Basque (Etxaniz et al., 2024). The
MILU benchmark that consists of 11 Indic lan-
guages, stands out among the language-specific
MMLU (Verma et al., 2025). In an effort to estab-
lish a multilingual benchmark, the Include bench-
mark (Romanou et al., 2024) has achieved a remark-
able feat as a benchmark by creating an impressive
QA dataset that encompasses a variety of exams
from various languages.

2.2 Sinhala Language

Sinhala is an Indo-Aryan language spoken by over
17 million people in Sri Lanka, where it serves as
one of the two official languages. Despite its siz-
able community, Sinhala remains relatively under-
resourced in terms of language technology and
NLP tools, though there have been some attempts
for it.

The existing textual datasets for Sinhala have
been curated for different purposes like text summa-
rization (Hasan et al., 2021; Hewapathirana et al.,
2024), and text classification (Hettiarachchi et al.,
2024; Warusawithana et al., 2022; Ranasinghe
et al., 2024). The Aya Dataset (Singh et al., 2024),
a human-annotated multilingual instruction fine-
tuning dataset, also includes Sinhala data. However,
these works have only focused on a single task or a
single domain; therefore, not varied enough to con-
sider for a multi-task benchmark for LLMs. Since
the MMLU has been proposed for English, there
have been attempts to create multilingual bench-
marks by translating the initial dataset into other
languages, including Sinhala (Singh et al., 2025).
However, there is a question regarding the accuracy
of the translation, as it can be challenging to trans-
late language-specific terms. A language-specific
benchmark or a multilingual benchmark should
consider culture-related aspects as well, in order
to ensure LLMs understand the cultural contexts
that are lacking in the GlobalMMLU (Singh et al.,
2025).

3 Sinhala MMLU

Motivated by the scarcity of high-quality resources
for Sinhala, we introduce SinhalaMMLU, a bench-
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mark designed to evaluate language models in
the Sinhala language. The benchmark includes
multiple-choice questions contextually designed
for Sinhala language, ranging over a wide range
of subjects and educational levels. Following
the structure and methodology of the original En-
glish MMLU benchmark, we carefully curated the
dataset in alignment with the local national curricu-
Ium to ensure both relevance and cultural appropri-
ateness.

The national educational curriculum of Sri
Lanka is divided into three broad levels: primary,
secondary, and collegiate education. Primary ed-
ucation spans five years (Grades 1-5) for children
aged 5 to 9, focusing on foundational subjects.
However, we excluded this level from Sinhala-
MMLU, as the questions are generally simple (e.g.,
drawing, filling blanks, or writing), and are not
suited for multiple-choice evaluation. Secondary
education is divided into two phases: junior sec-
ondary (Grades 6 to 9, ages 10 to 13) and senior
secondary (Grades 10 to 11, ages 14 to 16), cul-
minating in the General Certificate of Education
Ordinary Level (GCE O-Level) examination, where
students take six main subjects and three additional
subjects. The collegiate level comprises Grades
12-13 (ages 17-19) and concludes with the GCE
Advanced Level (A-Level) examination. There are
five academic streams at this level: Arts, Com-
merce, Biological Science, Physical Science, and
Technology. Students select at least three subjects
within their chosen stream, and the national exam-
ination includes these core subjects along with a
General English test and a Common General Test.
The A-Level exam serves as the primary qualifica-
tion for university entrance in Sri Lanka.

All questions were prepared in alignment with
the official curriculum set by the Ministry of Ed-
ucation (MOE), Sri Lanka. By aligning Sinhala-
MMLU with educational standards, we aim to pro-
vide a rigorous and contextually grounded bench-
mark to evaluate the performance of LLMs in Sin-
hala across educational levels. This allows us to
systematically assess model understanding of local
knowledge, identify linguistic or subject-specific
weaknesses, and encourage the development of cul-
turally relevant and educationally aligned language
models for low-resource languages.

Group # Questions # Chars
Question Answer
Easy 1893 59.08 16.77
Medium 2585 100.66 24.79
Hard 2566  116.40 27.53
STEM 629  157.82 27.42
Social Science 1084 141.80 22.34
Humanities 3419 93.91 22.24
Language 397 74.19 25.65
Business Studies 477 173.39 32.99
Other 1038 108.58 28.24

Table 1: Total number of questions, Average question
and answer length (in characters) for each difficulty
level and domain.The overall question count is 7044.

3.1 Data Preparation

Our primary data source was e-thaksalawa’, the
public official e-learning platform developed by
the Sri Lankan MOE. This platform provides free
access to a wide range of educational materials,
including past exam papers, lecture notes, interac-
tive textbooks, video lessons, and multiple-choice
questions (MCQs) with answer keys curated by do-
main experts. We collected MCQs aligned with
the national curriculum from government-focused
papers, specifically from the GCE O-Level, GCE
A-Level, and provincial examination papers for
Grades 6-8. These exams include multiple-choice
sections covering various academic subjects. In ad-
dition to e-Thaksalawa, we used other educational
websites that host government-released past papers
and marking schemes.

To curate the data, we employed four annotators
with undergraduate or higher educational qualifi-
cations. Over a two-month period, the annotators
manually extracted MCQs from PDF documents
(after OCR), while quiz-based content was scraped
directly from the web platform*. Annotators were
instructed to include only questions that were in
multiple-choice format with clearly defined answer
options and an identified correct answer. Ques-
tions containing multimodal content, such as im-
ages, audio, or video, were excluded. Furthermore,
we excluded Mathematics questions because they
primarily involve symbolic reasoning and are not
usually provided as MCQ questions. More than

https://www.ethaksalawa.moe.gov.lk/
En/index.php

*https://www.e-thaksalawa.moe.gov.lk/
moodle/course/view.php?id=636
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Domain Subject

Humanities History

Drama and Theatre
Dancing

Eastern Music

Arts

Buddhism
Catholicism
Christianity

Islam

Buddhist Civilization
Oriental Music
History of Sri Lanka
Dancing Indigenous

Social Science Citizenship Education
Health and Physical Science
Geography

Political Science

STEM Physics
Chemistry
Biology
Science
Language Sinhala Language and literature

Business Studies Business and Accounting Studies
Entrepreneurship Studies

Economics

Other Home Economics

Biosystems Technology
Communication and Media Studies
Design and Construction Technology

Agriculture and Food Technology

Table 2: Subjects categorized by domain in the Sinhala-
MMLU dataset.

65% of the collected data was sourced from PDFs.

3.2 Data Formatting

Each MCQ in SinhalaMMLU follows a consistent
structure composed of a question stem, a set of four
or five choices, and a single correct answer. The
dataset includes both fill-in-the-blank style ques-
tions and direct queries. Along with each question,
we recorded metadata such as the subject, diffi-
culty level mapped to school grade, original source
and year, and the province, especially in the case of
government-issued or provincial papers. For chemi-
cal formulae and mathematical expressions, we use
a 50:50 mixture of LATEX and plain text, where
plain text was only allowed if an expression is com-
monly used and not prone to ambiguity. To ensure
content uniqueness and eliminate redundancy, we
removed exact duplicate questions with identical
answer sets and applied cosine similarity analy-

sis. Questions with a similarity score exceeding
95% were flagged and removed from the dataset.
Example questions are illustrated in Figure 2.

3.3 Difficulty Classification

We classified question difficulty as follows. Ques-
tions from Grades 6-8 were labeled as easy. Most
of these had four answer choices, although a subset
of geography questions (44 in total) included only
three. To maintain format consistency, we added
a fourth option using Claude 3.7 Sonnet, which
was not used during model evaluation with our
dataset. Questions from Grades 9-11 were consid-
ered medium in difficulty, all of which contained
four answer options. Questions from Grades 12-13
were labeled as hard and typically featured five
answer choices. This classification mirrors the in-
creasing academic depth and complexity expected
at higher grade levels and provides a clear basis for
evaluating model performance across educational
stages.

3.4 Data Distribution

Table 1 summarizes the dataset statistics, including
the average question length across 7,044 questions.
Each subject has at least 104 questions, which we
split into few-shot set with 3 questions, and test set
with more than 100 questions. As shown in Table 1
and accompanying Figure 1, our SinhalaMMLU in-
cludes the following domains: ‘“Humanities” which
is deeply rooted in Sri Lankan cultural and histori-
cal context; “STEM”,“Social Science”, “Business
Studies”, “Language”, and “Other”, For a detailed
breakdown of the subjects within each domain
and their difficulty levels in Table 2, refer to Ap-
pendix A.

4 Experimental Setup

Models We evaluated 26 recent state-of-the-art
multilingual LLMs of different sizes in zero-shot
and few-shot settings. These include both small
and large open models as well as closed models.
For open source models, we include Cohere4Al’s
Aya Expanse’, LLaMA-3 (Touvron et al., 2023),
Qwen (Qwen et al., 2025), and Mistral (Jiang et al.,
2024), along with their chat versions. To optimize
memory efficiency during inference, we applied
4-bit NF4 quantization with double quantization
and bfloat16 computation. For closed models, we
used GPT-40 (OpenAl et al., 2024) and Claude

‘https://hf.co/blog/aya—expanse
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A beam of monochromatic light is incident on a metal
surface which is capable of producing photoelectrons. If
the frequency of the light is above the cut-off frequency
of the metal, the number of photoelectrons ejected from
the metal surface is proportional to the

1. reciprocal of the kinetic energy of a photoelectron.
2. work function of the metal.

'Rajya Mantrana Saba' system of
government was introduced to Sri
Lanka

1. by McCallum Constitutional
Reforms.

2. by Donoughmore Constitutional
Reforms.

3. frequency of the incident light.
4. number of photons that hits the metal surface.
5. energy of a single photon.

3. by Soulbury Constitutional
Reforms.
4. by Manning Constitutional
Reforms.

Answer the following question based on the historical
events listed below.

A - Construction of Ruvanvili maha sdya

B - First ruler of the Lambakarna dynasty

C - Committing the Tripitaka (canon) to writing

D - Initiation of the first organised fighting movement
E - Construction of large scale tanks for the first time
What answer includes the incidents belonging to the
reign of Vasabha?

The author of the poetry book
'Prabuda’ is

1. Gunadasa Amarasekara.
2. Siri Gunasinghe.

3. P. B. Alwis Perera.

4. Mahagamasekara.

1. AandC 2.AandD. 3.BandC. 4.Band E

Figure 2: Examples of questions from 4 domains with answers in bold. English translations are provided below
each question. The table also includes a sample suboption-type question from the Humanities domain.

(Anthropic, 2024). The details of these models are
provided in the Appendix B.

Evaluation We evaluated LLMs by accuracy.
Following previous studies (Koto et al., 2023; Li
et al., 2024), for open-source models, we determine
the answer based on the highest probability among
all possible options. For closed-source models, we
determine the answer based on the first token gen-
erated in the text using a regular expression.

Prompt For the SinhalaMMLU evaluation, we
used two distinct prompt templates, one that speci-
fies the subject domain and another that omits this
information. Both follow the instruction format
proposed by Hendrycks et al. (2021), with prompt
instructions given in the same language as the ques-
tion. More details in Appendix B.1.

5 Results and Discussions

This section presents the evaluation results on the
SinhalaMMLU dataset. To assess the impact of
subject-specific information in prompts, we com-
pared two variants: one incorporating the subject
name and one without. We observed that including
the subject name generally improves performance
across models. Therefore, for all subsequent ex-
periments, we report results using prompts that
include subject information. Appendix C provides
a detailed comparison.

Results by model Table 3 summarizes the full
results of all the models, grouped by domain.
Closed models, notably Claude 3.5 Sonnet and
GPT-40, exhibit superior performance across all do-

mains, achieving average accuracies of 67.65% and
62.95%, respectively. These models consistently
outperform open-source counterparts, indicating a
higher level of generalization and understanding.
Among open-source models, Qwen2.5-72B-chat
and Qwen2.5-32B-chat stand out, with average
accuracies of 41.18% and 36.47%, respectively.
Their performance suggests that larger model sizes
and instruction tuning contribute positively to han-
dling diverse and complex tasks. While within
the LLaMA-3 model family, LLaMA-3.1-70B-chat
is the only variant that achieves comparatively
higher performance. In contrast, smaller models
like LLaMA-3.2-1B and Mistral-7B variants show
lower performance, with average accuracies hov-
ering around 22%. This disparity underscores the
importance of model scale and training data diver-
sity in achieving higher accuracy. Figure 3 illus-
trates that the scaling law is still present, as it is
evident that models with large sizes perform better
than smaller ones. A similar trend across model
families is also observed in Winata et al. (2025).

Results by Domain Models consistently under-
performed in culturally grounded areas, with Hu-
manities and Language achieving average scores
of 66.15% and 62.37% respectively with Claude.
These results reflect the inherent challenges these
models face when navigating cultural context and
idiomatic expressions that are deeply embedded
in local knowledge. Similarly, performance in
STEM was also limited, with an average of 61.40%,
likely due to the difficulty of handling domain-
specific terminology and complex conceptual rea-
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Model Humanities Language Social Science STEM Business Studies Other Average
CLAUDE-3-5-SONNET 66.15 62.37 77.55 61.40 73.12 65.58  67.65
CLAUDE-3-HAIKU 41.01 43.81 50.57 35.34 44.09 39.64 42.14
GPT-40 6202 5129 7132 6059 6753 6144 6295
QWEN2.5-7B 22.27 21.65 25.66 18.57 20.22 21.70  22.20
QWEN2.5-7B-CHAT 28.02 25.00 28.30 28.50 27.10 23.67 27.23
QWEN2.5-32B 28.85 28.35 35.28 26.38 25.16 27.51 29.15
QWEN2.5-32B-CHAT 36.70 32.73 38.96 38.60 34.84 3402 3647
QWEN2.5-72B 34.69 28.87 40.57 37.95 28.82 3452 35.14
QWEN2.5-72B-CHAT 39.84 38.92 45.85 45.60 41.29 38.86 41.18
LLAMA-3.2-1B 2218 2165 2566 1840 1978  21.70 22.12
LLAMA-3.2-1B-CHAT 22.27 21.65 25.75 18.73 19.78 2170 22.20
LLAMA-3.2-3B 22.18 22.68 25.57 18.40 19.57 21.70  22.14
LLAMA-3.2-3B-CHAT 22.27 21.65 25.66 18.57 19.35 2170 22.14
LLAMA-3-8B 22.48 21.65 26.32 19.54 20.86 21.50  22.51
LLAMA-3-8B-CHAT 22.87 21.65 26.98 19.38 19.78 23.18 2296
LLAMA-3-70B 22.48 23.45 24.95 22.48 19.78 22.09  22.65
LLAMA-3-70B-CHAT 27.15 20.36 26.32 23.78 20.65 2249 2521
LLAMA-3.1-8B 22.90 23.45 27.17 19.54 23.44 23.37  23.39
LLAMA-3.1-8B-CHAT 25.29 25.52 29.06 22.31 21.08 2495  25.28
LLAMA-3.1-70B 22.19 22.94 26.42 19.54 19.78 21.60  22.40
LLAMA-3.1-70B-CHAT 27.24 26.80 25.94 23.78 26.67 25.25  26.37
LLAMA-3.3-70B-CHAT 24.54 23.45 27.26 23.13 25.81 22.88  24.61
MISTRAL-7B-CHAT 21,55 2294 2692 2236 2000  20.81 2228
MISTRAL-7B 22.18 21.65 25.66 18.40 19.78 21.65 22.12
AYA-EXPANSE-8B 2278 2423 2509 1971 2043 2170 2262
AYA-EXPANSE-32B 23.97 25.00 30.00 25.08 23.66 24.65 25.14
Avg . 2737 2610 3179 2716 2778  28.07 2838

Table 3: Zero-shot performance (% accuracy) of LLMs across the six domains.

a5

Quen25 328-chat

Quen2,s 728

MCQ Accuracy (%)

30 Quien2s 325

u
aya32e
i tHam:

1B 3B 8B 328 708 1108
# Parameters (log scale)

Figure 3: Individual models plotted by parameter count
(x-axis, log scale) against multiple-choice question
(MCQ) accuracy on the SinhalaMMLU benchmark (y-
axis).

soning. However, Social Sciences demonstrated
markedly stronger performance, achieving 77.55%
accuracy. This success can be attributed to the pre-
dominantly factual and descriptive nature of sub-
jects such as Geography, Citizenship Education,
and Health, which rely on standardized terminol-
ogy that is well represented in the training data of

LLaMA3.1-70B-chat Qwen2.5-32B-chat
Claude 3 Haiku GPT-40

Qwen2.5-72B-chat Claude 3.5-sonnet

[Worst Overall Mistral-78-v0.3 (hard) 16.1%]

Figure 4: LLM performance across different difficulty
levels.

most multilingual LLMs. Appendix C.2 provides
more details.

Results across different difficulty levels Fig-
ure 4 presents the average scores of the top-
performing models (Claude 3.5 Sonnet, GPT-4o,
Claude 3 Haiku, Qwen-72B-Chat, Qwen-32B-
Chat, and LLaMA-3.1-70B-Chat) across the dif-
ficulty levels defined in Section 3.3. The results in-
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Model 0-shot (%) 3-shot (%)
QWEN2.5-72B-CHAT 41.18 41.24
QWEN2.5-72B 35.14 35.20
QWEN2.5-32B-CHAT 36.47 37.54
QWEN2.5-32B 29.15 29.68
LLAMA-3.1-70B-CHAT 26.37 25.05
LLAMA-3.1-70B 22.40 22.89

Table 4: Accuracy comparison of models under 0-shot
and 3-shot settings

dicate that Sinhala questions at the collegiate level
(hard), which typically include five answer options,
pose greater challenges for all models.

Few shot vs zero shot As shown in Table 4, few-
shot prompting results in limited or inconsistent
improvements across top-performing open-source
models. While base models such as Qwen-32B
show marginal gains, instruction-tuned models like
LLaMA-3.1-70B-chat exhibit performance degra-
dation, likely due to their optimization for dialogue-
based tasks rather than in-context learning. These
findings are consistent with prior work by Verma
et al. (2025), which also observed similar limita-
tions in instruction-tuned models under few-shot
settings. More detailed in Appendix C.4.

Is negations challenging? Negation is frequently
used in Sri Lankan school exam questions to in-
crease question difficulty and evaluate students’
capacity for reasoning. In the domain of NLP,
prior work has similarly demonstrated that negation
poses significant challenges to model performance
(Truong et al., 2023). To examine its impact within
our benchmark, we adopt a simple string-matching
method to identify and analyze questions contain-
ing negation. We utilize specific negation phrases
to identify questions containing negations in Sin-
hala. These include: ez»w g (Not compatible),
@B (False), 9168 (wrong), e2es (False). In
Table 5, most models perform less effectively on
questions containing negation compared to those
without, including Claude 3.5 Sonnet. GPT-40 is
the only model that maintains robust performance.
This pattern aligns with previous findings reported
by Li et al. (2024).

Impact of Suboption Questions Similar to
negation-based questions, suboption questions are
another type used in exams to make questions more
challenging. These questions typically consist of a
main question followed by multiple subparts (e.g.,

Model Negations Suboptions
w/ w/o w/ w/o
CLAUDE-3-5-SONNET 58.36  67.66 57.45 68.72
GPT-40 59.59 6291 53.14 64.05
CLAUDE-3 HAIKU 32.65 4235 28.11 43.60
QWEN2.5-72B-CHAT 25.30 41.82 34.10 4191
QWEN2.5-32B-CHAT 2448 37.12 26.88 37.47
LLAMA-3.1-70B-CHAT 2245 26.00 20.73 26.96

Table 5: Average accuracy classified by questions with
and without negation expressions and Suboptions.

Model 5 options 4 options A

CLAUDE-3-5-SONNET 60.11 66.13 +6.02
GPT-40 56.71 62.17 +5.46
CLAUDE-3 HAIKU 34.21 39.44 +5.23
QWEN2.5-72B-CHAT 35.72 40.95 +6.74
QWEN2.5-32B-CHAT 30.81 34.73 +3.92
LLAMA-3.1-70B-CHAT  22.38 26.81 +4.43

Table 6: Performance comparison on the original Sin-
halaMMLU and its culturally grounded subset.

labeled A, B, C, D). Common formats include se-
lecting the correct sequence of events, matching
items across suboptions, or determining whether
one statement correctly explains another. These
questions account for about 9.8% of the data. They
often demand models to engage in deeper reason-
ing, including multi-step inference, comparison of
related statements, and understanding of logical
or causal relationships. According to Table 5, we
observed that all models have weaker performance
on these questions.

6 Do Hard Questions Get Easier with
Fewer Options?

In Sri Lankan GCE A-Level exams, which fall un-
der the hard difficulty level in our classification,
multiple choice questions typically include five an-
swer choices, unlike the standard four used in most
evaluation benchmarks. To investigate whether
reducing the number of options improves model
performance, we compared accuracy between the
original 5-option format and a modified 4-option
version, in which one incorrect option was ran-
domly removed. As shown in Table 6, all models
improved with fewer options. Claude 3.5 Sonnet
and GPT-40 saw gains of +6.02 and +5.46 points,
respectively. However, even with 4 choices, perfor-
mance remained lower than on medium-difficulty
questions, suggesting that reduced options do not
fully offset the complexity of hard-level content. To
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Model 4 Options (Corr) 5 Options (Corr)

QWEN2.5-72B-CHAT 0.6835 0.7588
QWEN2.5-32B-CHAT —0.0045 0.0696
LLAMA-3.1-70B-CHAT —0.0602 —0.5529

Table 7: Correlation between model confidence and
accuracy under 4-option and 5-option settings.

further explore model behavior, we analyzed con-
fidence scores across both settings. Interestingly,
while confidence scores tend to be higher in the
4-option setup (Table 7), correlation between confi-
dence and accuracy remains weak or inconsistent
across models. For instance, Qwen2.5-72B-chat
shows moderate positive correlation in the five-
option format. These findings suggest that reduc-
ing the number of answer choices can simplify the
task for LLMs and lead to better performance, par-
ticularly on harder, culturally grounded questions.
However, improved accuracy does not always align
with model confidence.

7 Do Translated STEM Questions Match
the Quality of Native Ones?

Translation is the simplest way to scale multilin-
gual benchmarks. Attempts have been made to
translate MMLU to Sinhala (Singh et al., 2025).
A key challenge in adapting those benchmarks to
low-resource languages is the accurate translation
of domain-specific terminology, particularly in sci-
entific subjects. In Sinhala, scientific concepts are
conveyed through precise and contextually appro-
priate vocabulary that reflects standardized usage
in the national curriculum. Literal or machine-
translated versions from English frequently fail to
capture these nuances, resulting in awkward or un-
natural phrasing that deviates from actual usage.
To assess the linguistic quality of translated ver-
sus native content, we randomly sampled 100 ques-
tions from our native Sinhala MMLU benchmark
and 100 questions from a Sinhala-translated sub-
set of the global MMLU STEM dataset, exclud-
ing mathematics and engineering. Two Sinhala-
speaking annotators from the Biology stream® of
Sri Lanka’s Advanced Level (A/L) education sys-
tem were asked to rate each question’s linguistic

®In the Sri Lankan Advanced Level (A/L) education sys-
tem, students specialize in one of five streams: Biology, Phys-
ical Science, Commerce, Arts, or Technology. The Biology
stream includes biology and chemistry as compulsory subjects,
along with either physics or agriculture as a third subject. The
annotators had studied biology, chemistry, and physics under
this stream.

Data set Score (%)
SinhalaMMLU (Ours) 97.30
GlobalMMLU-si (Singh et al., 2025) 71.07

Table 8: Naturalness ratings: GlobalMMLU-si vs. Sin-
halaMMLU STEM questions. We applied a linear trans-
formation to convert the 5-point naturalness scores into
a 100-point scale for ease of interpretation.

naturalness on a 5-point scale, focusing solely on
language fluency and terminology, independent of
the correctness of the answer.

Table 8 shows the comparison of the naturalness.
Native Sinhala content scored significantly higher
in linguistic fluency (97.3) compared to translated
questions (71.07). Our analysis reveals that while
translation offers a scalable approach, it often
fails to capture the precise technical terms used
in Sinhala STEM subjects, resulting in awkward
or misleading phrasing. For instance, “plasmoly-
sis” was incorrectly translated as &Eicde@rEEes
(plasmolisis) instead of the proper technical term
ZEeiodbederw. (plasmacchédanaya). Together,
these results emphasize that direct translation is
insufficient for creating high-quality multilingual
benchmarks (Sakai et al., 2024).

8 Cultural Knowledge Analysis

To analyze how well LLMs understand Sri Lankan
culture and the linguistic characteristics of the Sin-
hala language, we manually annotated questions
that require knowledge of Sinhala vocabulary, lit-
erature, and culturally embedded concepts. Most
culturally relevant items were concentrated in do-
mains such as drama and theatre, oriental music,
traditional dance, Sinhala language and literature,
and Sri Lankan history.

In this section, we present the performance of
selected models on these culturally grounded ques-
tions. The SinhalaMMLU cultural subset consists
of a collection of 1,608 (22%) handpicked ques-
tions. Table 9 presents a performance analysis,
focusing on the discrepancy between general per-
formance and Sinhala cultural-specific questions,
revealing a consistent performance drop across all
models on this cultural subset. Closed-source mod-
els such as Claude 3.5 Sonnet and GPT-40, expe-
rienced substantial drops of 28.22 and 23.83 per-
centage points when evaluated solely on culturally
relevant questions. Interestingly, LLaMA-3.1-70B-
Chat showed the smallest drop (-0.01), but its orig-
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Model Original  Cul. A
CLAUDE-3-5-SONNET 67.65 3943 -28.22
GPT40 6295 39.12 -23.83
CLAUDE-3 HAIKU 42.14  28.11 -14.03
QWEN-72B-CHAT 41.18 30.03 -11.15
QWEN-32B-CHAT 36.17 2836 -7.81
LLAMA-3.1-70B-cHAT  26.37 26.36 -0.01

Table 9: Performance comparison on the original Sin-
halaMMLU and and its culturally grounded subset(Cul).

History

Arts Sinhala

Music Buddhism
100

80

Drama and Theatre Christianity

Dancing

Claude 3.5-sonnet
GPT-40 ———————— Quen2.5-728-chat
Qwen2.5-328-chat

Claude 3 Haiku

LLaMA3.1-70B-chat

Figure 5: Subject-wise accuracy of LLMs on a culturally
significant subset of the SinhalaMMLU dataset.

inal performance was already significantly lower
(26.37%), indicating limited overall capability. Our
subject-wise analysis (Figure 5) reveals Claude 3.5
Sonnet performs particularly well in areas related to
the Sinhala language and Buddhist concepts, while
exhibiting weaknesses in domains such as tradi-
tional music, drama, and history. In contrast, GPT-
40 demonstrates complementary strengths, with
comparatively better performance in subjects re-
lated to music and historical knowledge.

Error Analysis GPT-40 correctly answered 241
questions that Claude 3.5 Sonnet failed to answer,
many of which belonged to the hard category, in-
cluding 109 from History and 48 from Drama and
Theatre. Qwen2.5 and LLaMA-3.1 answered 220
and 190 of these missed questions, respectively.
These findings suggest that while closed models
such as GPT-40 and Claude perform reasonably
well in understanding general question structure
and intent, they often fall short in capturing local-
ized cultural nuances. This suggests the necessity

of developing models that are better attuned to the
cultural and linguistic context of Sinhala.

9 Conclusion

We introduce SinhalaMMLU, the first multi-task
language understanding benchmark designed to
evaluate LLM capabilities in Sinhala, a low-
resource language. This benchmark provides a
structured evaluation based on the Sri Lankan edu-
cational curriculum. While closed-source models
demonstrate higher levels of accuracy overall, both
open and closed models struggle to achieve compa-
rable results on culturally embedded concepts and
language-specific features. This paved the need
for future research on culturally aware and low-
resource LLMs. We believe that SinhalaMMLU
will empower researchers to effectively evaluate
and design Sinhala LLMs.

10 Limitations

Although we believe SinhalaMMLU will signifi-
cantly contribute to Sinhala NLP and the design of
next multilingual LLMs, it does have some limita-
tions.

Text-based question only SinhalaMMLU is lim-
ited to text-based multiple-choice questions, en-
abling standardized evaluation but excluding multi-
modal and open-ended tasks. Extending the bench-
mark to include images, tables, diagrams, audio
and essay-style questions remains a valuable direc-
tion for future work.

Mathematics Not Included We specifically ex-
clude mathematics questions because the original
exam papers do not include multiple-choice for-
mats for this subject, focusing instead on problem-
solving. Additionally, Maths questions are already
well covered by existing English math reasoning
benchmarks.

Educational Scope The dataset primarily tar-
gets the secondary and collegiate levels of the Sri
Lankan education system. Expanding the bench-
mark to include primary-level content, professional-
level content, open-ended questions, and tasks that
assess generative capabilities would provide a more
comprehensive evaluation of LLMs in Sinhala.

Human evaluation Human evaluation was not
conducted in this study due to practical limitations.
Evaluating subject-specific questions requires age-
appropriate annotators with domain expertise, ide-
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ally during exam periods, which is logistically chal-
lenging. As an alternative, we provide official
O-Level and A-Level pass rates as a reference’.
However, we note that these statistics are drawn
from official results for Sri Lanka’s G.C.E. Ordi-
nary Level and Advanced Level exams, and reflect
only the overall pass rates of student cohorts for
each year. While they are not directly compara-
ble to our benchmark, since we focus solely on
multiple-choice questions whereas the national ex-
ams include structured and essay-type questions,
they still provide a meaningful reference point for
understanding model performance in real-world
educational settings.

Domain Imbalance and Sampling Bias Due to
the curriculum structure and limited access to Sin-
hala exam papers with marking schemes, subjects
in domains like humanities and social sciences are
overrepresented. This imbalance may affect subject
diversity and model performance comparisons.

Prompting Strategies and Evaluation Frame-
work We did not experiment with chain-of-
thought prompting or vision-language models,
which may yield different results compared to our
current approach. While Im-evaluation-harness
(Gao et al., 2024) is used for evaluation recently,
we adopted a custom evaluation pipeline aligned
with prior work (Poh et al., 2024; Koto et al., 2024;
Li et al., 2024).

11 Ethical Statement

The SinhalaMMLU dataset used in our study is
collected from publicly available web resources,
which are published by the government. In compli-
ance with the Sri Lankan Copyright Act Number
36 year 20038, specifically section 11, the fair use
of a work, including such use by reproduction in
copies or by any other means specified by that sec-
tion, for purposes such as criticism, comment, news
reporting, teaching (including multiple copies for
classroom use), scholarship or research, shall not
be an infringement of copyright. Our dataset is in-
tended solely for research and educational purposes
and complies with these fair use provisions. The
SinhalaMMLU benchmark will be released under

"https://www.gazette.1lk/2025/05/
gce-ordinary-level-in-sri-lanka.html

$https://www.gov.lk/elaws/
wordpress/wp—content /uploads/
2015/03/IntellectualPropertyActNo.
360f2003Sectionsr.pdf

an appropriate open license to support research and
educational use.

We are committed to ensuring that the data col-
lection and evaluation processes for SinhalaMMLU
are conducted with the highest standards of trans-
parency and fairness. To support this, we adopted
a crowd-sourcing approach for the annotation pro-
cess, welcoming contributions from volunteers for
data collection. Individuals who provide signifi-
cant contributions will be offered co-authorship,
in accordance with the authorship guidelines set
by the ACL, available at Authorship Changes Pol-
icy for ACL Conference Papers. The annotators
who contributed to the human evaluation will be ac-
knowledged in the acknowledgments section after
the review process, in accordance with anonymity
guidelines.

Note that in this work, we used an Al assistant
tool, Copilot, for coding support. Additionally,
our dataset may not fully reflect real-world exams,
which often include multimodal and essay-style
questions. This limitation should be considered
when generalizing our findings to broader educa-
tional or practical applications.
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A Data Distribution

In this section, we provide detailed descriptions
of the subjects categorized under each domain in
Table 2, and present the number of questions per
subject across difficulty levels in Table 10. Ques-
tions for the “Easy” and “Medium” levels were
collected from official examination papers with an-
swer schemes, published between 2017 and 2023.
While most “Hard” level questions were sourced
from 2012 to 2023, in some subjects it was nec-
essary to extend the search to the early 2000s in
order to obtain appropriate questions and their cor-
responding answer schemes.

No. Subject Easy Medium Hard
1 History 154 121 -
2 Drama and Theatre 131 140 143
3 Dancing 111 171 -
4 Eastern Music 146 113 -
5 Arts 103 133 -
6 Buddhism 165 120 147
7  Catholicism 135 119 -
8  Christianity 133 118 150
9  Islam 111 120 119
10 Citizenship Education 126 156 -
11 Health and Physical Science 133 105 -
12 Geography 120 157 127
13 Science 167 112 -
14 Sinhala Language and literature 158 120 119

15 Business and Accounting Studies - 122 109
16  Entrepreneurship Studies - 117 -

17 Home Economics - 150 140
18  Communication and Media Studies - 119 112
19 Agriculture and Food Technology - 136 158
20  Design and Construction Technology - 117 -

21 Economics - - 129
22 Biosystems Technology - - 106
23 Buddhist Civilization - - 119
24 Political Science - - 160
25  Physics - - 107
26 Chemistry - - 116
27  Biology - - 127
28  Oriental Music - - 117
29  History of Sri Lanka - - 147
30 Dancing Indigenous - - 132

Table 10: Subject-wise counts of questions by each
difficulty level in the SinhalaMMLU dataset.

Educational Levels Table 11 summarizes the ed-
ucational levels in Sri Lanka.

A.1 Examples

Figure 6 illustrates example questions from the
remaining domains, Business and Other, while Fig-
ure 7 depicts a negation example. Examples of
culturally relevant questions are provided in Figure
8.

Level Grades Age Range Description
Primary (Excluded) 1-5 5-9

Focuses on foundational learning (e.g., drawing,
writing, filling blanks); excluded from Sinhala-
MMLU due to unsuitability for MCQs. Ends with
the optional Grade 5 Scholarship Exam.

Junior Secondary 69 10-13 Covers core subjects; first phase of secondary ed-
ucation. Includes nine subjects as first language,
English, mathematics, science and technology, so-
cial studies, life skills, religion, aesthetics, health,
and physical education. A second language is also
introduced.

Senior Secondary

(O-Level) 10-11 14-16 Prepares students for GCE O-Level exams with six
main and three additional subjects.

Collegiate

(A-Level) 12-13 17-19/20 Includes five academic streams: Arts, Commerce,

Biological Science, Physical Science, and Technol-
ogy. Students select three core subjects + General
English + Common General Test. Qualification for
university admission.

Table 11: Structure of the Sri Lankan national education
curriculum relevant to SinhalaMMLU.

Business studies : Entrepreneurship studies O/L
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2. gh 88ew0wd w.

3. odeeED v eenBm 88eowd .

4. 358m 8Becwd w.

The current exchange rate of the Sri Lankan Rupee against the US Dollar is related to
1.. the global environment.

2. the societal environment.

3. the political and legal environment.

4. the economic environment.

Other : Agricuture O/L

Budn 00868 gdLdned & ¢wdn om0 y@i §oowms nuin®e wowmdw &8 88
B 88enidmned 0n eoned 02 0o ¢edn 0@ ¢?

1. 8 w0 »08

2. 4® © nFE

3. 3R v HDeS

4, mesd ) omend.

What are the crops that cannot be consumed due to the increase in fibrous nature if they are
not harvested at the proper maturity?

1. Green gram and cowpea

2. Mango and tomato

3. Okra and betel nut

4. Papaya and banana.

Figure 6: Example questions from the Business and
Other domains.

Social Science : Political Science - Negation question

s gEDed ©rmamd v BOITR e sun 9e8us emd @, 083 Out
R 60065 0D, 20065 YR® eBICT D).
DD D YDE HHRDO RE OBDEIREDD:
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5. oBm gD wOBIHS BBE® 1 Hw@dD 58e® DB (o Eed.

Five statements are given related to the topic of the question below. One of them is false.
Choose the false statement.
In modern democratic systems, the legislature:

1. Usually consists of lay politicians elected by the people.

2. Is a large body of representatives representing the entire nation.

3. Is considered the main debating body of the nation.

4. Is responsible for providing legitimacy to the work of the government.
5.1s ible for and i ing the national budget.

Figure 7: Example of negation question.
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B Experimental Setup

All model generations were conducted on a sin-
gle NVIDIA RTX A6000 Ada GPU. To optimize
memory efficiency, we applied 4-bit quantization
during inference. Experiments with GPT-40 were
run using top_p = 0 and temperature = 0.5.

Model details The open-source model and
closed model artifacts used in our experiments are
listed in Table 13 and are accessible via the Hug-
ging Face Hub except the GPT-40 and Claude.

g8 § Com00D guusInd edeged B8Eag BB graes B eCanen dxfes,
1. 6000w o dEB8wLa.

2. 88530 god BBuld

3. @09 8w e dEBud

4. 6306606 O1® ® 818

An inscription in which the rules governing internal trade in ancient Sri Lanka were included is
1 Sorabora wewa inscription.

2. Mihintala slab inscription.

3. Wewelketiya inscription.

4. Godawaya inscription.

H0res DO wwed ' gdust 180 vy

1. emg &880 wons? OO GG OB 8.
2. gge® mced »ODO 0wd com O &.
3. g0 08 wOer wrinwxl ¢80 &.

4. 00w® &) vy 8o 90 B8O &.

In ancient Kamath language, 'Aluhan Wadima' means

1. Tying oxen together to trample the threshing floor

2. Bringing paddy (rice) to the threshing floor in the early morning.

3. Drawing a ritual design/yantra on the threshing floor with ashes
4. Removing straw after the paddy has been threshed.

vROS I Bd® BEOD ged
1. 806 8y e:60m s

2. 8o cFe e uln snE 08 vdnw
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Which is NOT a characteristic feature of Kandyan mural art?
1. Strip/band composition method

2. Two-dimensional features with flat colors

3. Three-dii ional fa with persps

4. Creation of figures in profile view

Figure 8: Examples of cultural questions from history,
language, and arts.

B.1 Prompt

For the SinhalaMMLU evaluation, we used two dis-
tinct prompt templates, one that specifies the sub-
ject domain and another that omits this information.
Both follow the instruction format proposed by
Hendrycks et al. (2021), with prompt instructions
given in the same language as the question. We ob-
served that including the subject name generally im-
proves performance across models. Therefore, for
all subsequent experiments, we report results using
prompts that include subject information. For eval-
uation, we use the following prompting formats in
9. For 3-shot evaluation, the identical format is re-
peated. The fewshot examples were gathered from
random questions for each subject. For closed mod-
els, we additionally use a system prompt to specify

With subject information

©®w [SUBJECT] 8ewwd ¢o€ dx0se gdnwed. sun gdoed 1,2, 3,4 oo
BERGOEH BOGE 0wl 9200 vigens ovd BERT enddsim.

yadme: [Question]
[OPTIONS]
B8&no:

o the [SUBJECT].

With out subject information

00w AYOT Y. vun gdmeo 1,2, 3, 4 e 8Enaidl B0 evd
900 mgesm oud BERS enddsIm.

yadme: [Question]

[OPTIONS]

B8€no:

his is a multiple-

t appropriate an
following question.

Figure 9: Prompt template used in the task.

the expected answer format. All experiments in-
volving closed models were conducted using the
official APIs provided by OpenAl and Anthropic.

C Additional Results and Discussions

Does including the subject affect performance?
To evaluate the impact of the subject, we compared
two prompt variants: with and without the sub-
ject. As shown in Figure 11, Claude 3.5 Sonnet’s
accuracy improves across all domains when the
subject is included, while GPT-40 performs worse
on Sinhala language tasks. This suggests GPT may
have weaker prior knowledge of Sinhala grammar
or context compared to Claude, making it more
reliant on explicit prompting.

C.1 Results by difficulty

Table 12 presents the detailed zero-shot results
across six domains for each difficulty level.

C.2 Results By Subject

Subject-wise analysis shows that models tend to
achieve their highest scores in subjects that require
less analytical reasoning, such as Buddhism, Chris-
tianity, Islam Citizenship Education, and Health,
where questions are more fact-based and rely on
descriptive knowledge. In contrast, lower scores
are observed in culturally grounded subjects like
Sinhala language, History, and Drama and Theatre,
which require deeper cultural and contextual under-
standing. A more detailed breakdown of subject-
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Model M Claude3.5Sonnet M GPT-40 M Qwen2.5-72B-chat
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Figure 10: Performance (% accuracy) breakdown across the 30 subjects. “E”, “M”, and “H” indicate each difficulty
level: easy, medium, and hard, respectively.
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Model Easy Medium Hard

Hum Lang SocSci STEM  Avg Hum Lang SocSci STEM  Bus Other Avg Hum Lang SocSci STEM  Bus  Other  Avg
CLAUDE-3-5-SONNET 71.69 6839 8243 7866 74.18 68.09 7094 7677  79.82 7425 66.67 7043 5794 4569 7224 4721 7198 6448 60.12
CLAUDE-3-HAIKU 4587 4645 6216  50.00 49.54 4246 4872 5208 4495 50.64 3980 44.65 3406 3534 3310 2522 3750 39.48 3422
GPT-40-2024-08-06 68.42 5032 7459 7744 6894 6259 5897 7139 7890 67.38 62.55 6500 5433 4483 6726 46.63 67.67 6032 56.71
QWEN2.5-7B 26.68 2516  25.68 1890 2566 22.16 2051 27.14 2385 2446 2333 2342 1751 1810 2349 1672 1595 20.04 18.46
QWEN2.5-7B-CHAT 30.03 2839 3541 28.66 3085 2899 2393 27.63 3578 27.04 27.06 2825 2474 2155 1993 2610 27.16 20.24 23.56
QWEN2.5-32B 3339 3548  38.11 34.15 3458 2996 2308 3667 3028 30.04 3020 30.81 22.65 24.14 2954 2141 2026 24.80 2352
QWEN2.5-32B-CHAT 4139 3871 4351 4939 4230 37.06 3333 3888 47.71 3519 39.02 3787 31.11 2414 3310 3050 3448 2897 3081
QWEN2.5-72B 4071 3355 4297 4634 41.06 3564 3248 4450 5138 32.62 36.67 37.55 27.02 1897 31.67 29.62 2500 3234 2840
QWEN2.5-72B-CHAT 4329 3806 51.08 5122 45.11 4140 47.86 4841 60.55 4506 4020 43.77 3435 3103 3523 3812 3750 3750 35.72
LLAMA-3-8B 2694 2516 2622 2256 2626 2234 2137 2787 2477 2489 2353 2378 1770 1724 2420 1642 1681 19.44 1850
LLAMA-3-8B-CHAT 2797 2452 2784 2256 2717 2234 2051 2836 2294 2361 2451 2382 1779 1897 23.84 1672 1595 21.83 19.01
LLAMA-3-70B 2625 2710 2459 2988 2631 2261 2479 2738 2569 2361 2431 2406 1770 17.24 22.78 17.89 1595 19.84 18.53
LLAMA-3-70B-CHAT 2995 2323 2892 2866 29.07 2828 2222 2592 2569 20.60 26.86 2650 2284 1466 2349 2082 2069 18.06 21.11
LLAMA-3.1-8B 2633 2516 2892 2073 2626 2278 2650 2983  26.61 2747 2412 2498 1922 18.10 21.00 1672 1940 2262 19.72
LLAMA-3.1-8B-CHAT 28.83 29.68 3405 23.17 29.44 2668 2137 31.05 2202 2446 2686 2678 19.89 2414 1957 2199 17.67 23.02 20.75
LLAMA-3.1-70B 26.16 2645 2676 2378 2609 2199 23.08 2836 21.10 2361 2333 2346 17.60 18.10 23.13 17.01 1595 19.84 18.46
LLAMA-3.1-70B-cHAT ~ 30.12 3097 32.16  28.05 3042 27.13 2735 2445 21.10 3348 29.02 2741 2417 2069 1993 2258 19.83 2143 2238
LLAMA-3.2-1B 26.59 25.16 2541 18.90 2555 22,16 2051 27.14 2294 2361 2353 2334 1732 18.10 23.84 1672 1595 19.84 18.38
LLAMA-3.2-1B-CHAT 2676 25.16  25.68 1890 2572 2225 2051 27.14 2294 23,61 2353 2338 1732 18.10 23.84 1730 1595 19.84 1846
LLAMA-3.2-3B 2659 2774  25.68 1890 2582 2216 20.51 2689 2294 23.18 2353 2326 1732 18.10 2349 1672 1595 19.84 18.34
LLAMA-3.2-3B-CHAT 26.68 2452  25.68 19.51 2566 2225 2137 2689 2202 2275 2353 2326 1741 1810 23.84 17.01 1595 19.84 18.46
LLAMA-3.3-70B-CHAT 2883 2645 2676 2927 2825 2385 21.37 3032 2294 29.18 2569 2562 20.55 21.55 2349 2023 2241 20.04 2095
MISTRAL-7B 2659 25.16 2541 1890 2555 2206 2051 2714 2294 2361 2353 2334 1732 1810 23.84 1672 1595 1891 18.14
MISTRAL-7B-CHAT 2392 2258 2591 2744 2449 2296 2735 3227 2294 2318 21.76 2446 1741 1897 20.28 1842 1681 19.84 18.37
AYA-EXPANSE-8B 2487 23.87 2676 2134 2485 2332 2991 2567 2661 2318 2333 2414 1989 1897 22.06 1672 17.67 20.04 19.49
AYA-EXPANSE-32B 2220 2194 3514 28.05 2528 2739 3333 2861 33.03 26,61 2667 27.89 2226 20.69 2527 21.11 20.69 2262 2230

Table 12: Zero-shot model accuracy across six domains for each difficulty level (easy, medium, and hard.

Model

Source

GPT-40
CLAUDE 3.5 SONNET
CLAUDE-3-HAIKU

gpt—-40-2024-08-06
claude-3-5-sonnet-20241022
claude-3-haiku-20240307

AYA-EXPANSE-32B
AYA-EXPANSE-8B

CohereForAI/aya-32b
CohereForAI/aya-8b

LLAMA-3.2-1B-CHAT
LLAMA-3.2-3B-CHAT
LLAMA-3.3-70B-CHAT
LLAMA-3.2-1B

LLAMA-3-70B-CHAT
LLAMA-3-8B-CHAT
LLAMA-3.1-70B-CHAT
-8B-CHAT
LLAMA-3-70B
LLAMA-3-8B
LLAMA-3.1-70B
LLAMA-3.1-8B

meta-llama/Llama-3-1B-instruct
meta-llama/Llama-3-3B-instruct
meta-llama/Llama-3-70B-instruct
meta-llama/Llama-3-1B
meta-llama/Llama-3-3B
meta-llama/Meta-Llama-3-70B-Instruct
meta-llama/Meta-Llama-3-8B-Instruct
meta-llama/Meta-Llama-3.1-70B-Instruct
meta-llama/Meta-Llama-3.1-8B-Instruct
meta-llama/Meta-Llama-3-70B
meta-llama/Meta-Llama-3-8B
meta-llama/Meta-Llama-3.1-70B
meta-llama/Meta-Llama-3.1-8B

MISTRAL-7B-v0.3
MISTRAL-7B-CHAT-V0.3

mistralai/Mistral-7B-v0.3
mistralai/Mistral-7B-Instruct-v0.3

QWEN2.5-32B
QWEN2.5-32B-CHAT
QWEN2.5-72B
QWEN2.5-72B-CHAT
QWEN2.5-7B
QWEN2.5-7B-CHAT

Qwen/Qwen2.5-32B
Qwen/Qwen2.5-32B-Instruct
Qwen/Qwen2.5-72B
Qwen/Qwen2.5-72B-Instruct
Qwen/Qwen2.5-7B
Qwen/Qwen2.5-7B-Instruct

Table 13: Lists of the LLMs we used in this study and
their corresponding Hugging Face IDs except for GPT-

40 and Claude.
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Figure 11: Accuracy variation of LLMs across 6 do-
mains under two prompting strategies with and without
including the subject in the prompt. Solid lines indicate
prompts including the subject; dashed lines indicate
prompts without it. Each model is represented by a con-
sistent color.
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Figure 12: LLM accuracy by grade level with a 40%
threshold line. Grades with no questions are excluded.
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wise performance is provided in the Figure 10.

C.3 Results by grade

As illustrated in Figure 12, SinhalaMMLU includes
metadata on educational grade levels, enabling a
more fine-grained evaluation of LLM performance
from an educational perspective. In the Sri Lankan
education system, a minimum score of 40% is typi-
cally required to pass. However, the current bench-
mark evaluates only the multiple-choice component
of examination papers, which represent 40-50% of
the total marks, the remainder consisting of struc-
tured and essay-type questions. Interestingly, per-
formance drops at grades 9, with models perform-
ing better on GCE O-Level exam questions, this is
basically due to that grade 9 only contained ques-
tions in arts which skewed the results. Most open
source models barely reach this threshold, suggest-
ing limited readiness for real exam scenarios.

C.4 Few-shot vs zero-shot

Table 14 presents the detailed few-shot results
across six domains, while Table 15 compares few-
shot and zero-shot performance for each difficulty
level.
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Model Humanities Language Social Science Stem Business Studies Other Average
LLAMA-3-8B 24.84 26.55 30.19 23.55 20.65 21.33 24.92
LLAMA-3-8B-CHAT 22.45 19.59 25.44 19.22 19.78 20.77 22.03
LLAMA-3-70B 22.61 21.39 25.40 22.16 20.65 2177 2259
LLAMA-3-70B-CHAT 23.30 23.16 24.05 27.20 19.14 23.51 23.35
LLAMA-3.1-8B 28.28 27.32 34.43 27.15 26.88 25.19  28.60
LLAMA-3.1-8B-CHAT 23.47 23.71 27.90 23.29 21.94 2320  23.99
LLAMA-3.1-70B 23.29 22.68 25.19 21.16 19.78 2144 2290
LLAMA-3.1-70B-CHAT 25.16 26.47 29.15 23.43 20.86 2320  25.05
LLAMA-3.2-1B 23.29 20.10 25.09 22.16 23.87 2298  23.30
LLAMA-3.2-1B-CHAT 22.18 21.65 25.64 18.40 19.78 22.21 22.17
LLAMA-3.2-3B 23.86 20.88 25.00 21.76 22.80 22.65 23.47
LLAMA-3.2-3B-CHAT 22.69 21.39 25.05 21.17 20.22 19.89 2228
LLAMA-3.3-70B-CHAT 26.09 24.63 30.31 24.18 20.00 21.74 2545
MISTRAL-7B-CHAT 22.87 22.68 25.83 21.56 24.09 21.66 23.13
QWEN2.5-32B 28.94 28.87 32.71 30.62 25.16 31.05 29.68
QWEN2.5-32B-CHAT 37.29 35.05 41.45 39.74 32.47 36.24 37.54
QWEN2.5-72B 35.05 27.58 43.87 36.16 29.89 30.94 35.20
QWEN2.5-72B-CHAT 40.59 36.86 46.70 44.30 39.57 37.90 41.24
QWEN2.5-7B 22.18 21.65 25.64 18.40 19.78 2210 22.15
QWEN2.5-7B-CHAT 28.23 26.55 31.04 26.06 25.38 28.40  28.18
AYA-EXPANSE-32B 2491 25.74 30.26 27.20 21.72 22.40 25.21
AYA-EXPANSE-8B 22.30 21.65 25.64 17.43 20.22 21.77 22.11
Table 14: Few-shot accuracy per each domain.
Model Easy Medium Hard
Zero-Shot  3-Shot Zero-Shot 3-Shot Zero-Shot 3-Shot
LLAMA-3.2-1B 25.55 25.77 23.34 24.74 18.38 19.76
LLAMA-3.2-1B-CHAT 25.72 25.54 23.38 23.34 18.46 18.42
LLAMA-3.2-3B 25.82 26.63 23.26 24.50 18.34 19.80
LLAMA-3.2-3B-CHAT 25.66 26.76 23.26 22.98 18.46 18.21
LLAMA-3.3-70B-CHAT 28.25 29.63 25.62 25.14 20.95 20.64
LLAMA-3-70B 26.31 27.11 24.06 24.98 18.53 18.41
LLAMA-3-70B-CHAT 29.07 25.26 26.50 25.36 21.11 19.47
LLAMA-3-8B 26.26 29.66 23.78 26.50 18.50 19.41
LLAMA-3-8B-CHAT 27.17 24.38 23.82 23.46 19.01 18.79
LLAMA-3.1-70B 26.09 25.72 23.46 24.66 18.46 18.71
LLAMA-3.1-70B-CHAT 30.42 28.80 27.41 26.14 22.38 19.81
LLAMA-3.1-8B 26.26 34.31 24.98 30.65 19.72 21.80
LLAMA-3.1-8B-CHAT 29.44 28.08 26.78 25.14 20.75 19.74
MISTRAL-7B-CHAT 24.49 25.15 24.46 25.46 18.37 19.02
QWEN2.5-32B 34.58 36.26 30.81 27.77 23.52 26.74
QWEN2.5-32B-CHAT 42.30 41.57 37.87 40.42 30.81 31.54
QWEN2.5-72B 41.06 49.05 37.55 25.54 28.40 34.60
QWEN2.5-72B-CHAT 45.11 46.25 43.77 43.85 35.72 34.69
QWEN2.5-7B 25.66 25.54 23.42 23.30 18.46 18.42
QWEN2.5-7B-CHAT 30.85 31.01 28.25 30.41 23.56 23.76
AYA-EXPANSE-32B 25.28 28.75 27.89 25.54 22.30 19.60
AYA-EXPANSE-8B 24.85 25.59 24.14 23.50 19.49 18.05

Table 15: Model Performance Comparison (Zero-Shot vs 3-Shot).
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