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Abstract

The affective attitude of liking a recommended
item reflects just one category in a wide spec-
trum of affective phenomena that also includes
emotions such as entranced or intrigued, moods
such as cheerful or buoyant, as well as more
fine-grained affective states, such as "pleas-
antly surprised by the conclusion". In this
paper, we introduce a novel recommendation
task that can leverage a virtually unbounded
range of affective states sought explicitly by
the user in order to identify items that, upon
consumption, are likely to induce those affec-
tive states. Correspondingly, we create a large
dataset of user preferences containing expres-
sions of fine-grained affective states that are
mined from book reviews, and propose ACRec,
a Transformer-based architecture that leverages
such affective expressions as input. We then
use the resulting dataset of affective states pref-
erences, together with the linked users and their
histories of book readings, ratings, and reviews,
to train and evaluate multiple recommendation
models on the task of matching recommended
items with affective preferences. Experimen-
tal comparisons with a range of state-of-the-art
baselines demonstrate ACRec’s superior ability
to leverage explicit affective preferences.

1 Introduction and Motivation

Traditional recommender systems (RS) leverage
user preferences that are implicit in user-item rat-
ing histories in order to personalize rankings of
the items presented to the user (Resnick and Var-
ian, 1997; Park et al., 2012). As long as suffi-
cient user-item data is available, this recommen-
dation approach is convenient for the user as it
requires little to no interaction other than provid-
ing rating feedback. This minimal interaction ap-
proach, however, can be slow to track changes in
user preferences and imprecise for users with di-
verse preferences. Conversational recommender
systems (CRS) (Thompson et al., 2004) can elicit

more precise preferences by engaging in a natu-
ral dialogue with the user, an approach that more
recently takes advantage of fine-tuned or appro-
priately prompted LLMs (Zhao et al., 2024; Lian
et al., 2024). Besides their ability to carry goal
driven conversations, large scale pre-trained lan-
guage models also bring the advantage of having
an extensive implicit memory of items and their
descriptions (Penha and Hauft, 2020), which ben-
efits content-based recommendations, as well as
knowledge of correlations between item consump-
tion histories and user preferences, which in theory
could provide useful collaborative-filtering signals
(He et al., 2023). To support the training and evalu-
ation of CRS models, a number of conversational
recommendation datasets have been created using
either crowd-sourcing or scrapping of real interac-
tions on dedicated internet forums. In the movie
domain, for example, datasets such as INSPIRED
(Hayati et al., 2020) and ReDIAL (Li et al., 2018)
use a crowd-sourcing approach where workers play
the roles of seekers and recommenders, whereas
the Reddit-Movie (He et al., 2023) dataset contains
naturally occurring dialogues where Reddit users
seek and offer recommendations in the real world.
Table 1 shows in narrative form prototypical ex-
amples of user preferences that were elicited in
conversational recommendation dialogues. These
examples illustrate a predominant aspect of CRS
datasets: with very few exceptions, the elicited
preferences refer to objective features of an item
(colored in feal) or to items the user has consumed
in the past. For example, users express a like or
dislike attitude towards movie genres (comedies,
fantasy, sci-fi, or thriller), movie directors (Kubrik),
source material (DC Comics), plot and content (ro-
mantic vibe or inventive). We call these item fea-
tures objective as they are largely independent of
the user, e.g., given an arbitrary movie, most users
would agree on whether the movie is a thriller, and
similarly the identity of the movie director should
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» [ love superhero movies. Last night I saw Shazam and
I'loved the comedy part of it too. I usually don’t like DC
movies because they lack humor, but this movie had that.
» Can you recommend a movie like A Clockwork Orange?
I liked that it was a Kubrick movie and that it was inventive.
I didn’t like that the "future" portrayed was a little dated.
» I'm into Fantasy. Especially high fantasy. I've seen
Highlander. I've seen them all actually. I enjoyed them.
The Matrix was great! But I didn’t care for The Matrix
Revolutions. It drifted from the original story in my opin-
ion. Blade Runner is definitely my kind of movie. It’s the
perfect combo of scifi and thriller.

» Any movies like before Sunrise trilogy? I'm looking for
movies where a couple or strangers explores the ideas and
world around them and also has a romantic vibe to it.

» I've always enjoyed movies that have dark themes -
movies that make you uncomfortable/squirm be it from a
psychological standpoint or from just sheer brutality. Obvi-
ously with a compelling story or thought provoking ideas.

» [ want a book that makes me smile at times, but that also
brakes my heart. The main character is a child narrator.
The book will make me think about it for a long time.

» I am looking for a young adult horror book that doesn’t
hold back. It is 100% shocking, scary, and over the top.
I would like to feel thrilled, disturbed, and completely
entranced while reading. The book has sympathetic char-
acters in horrible situations. I will not want to put the book
down except to pace around the room to shake off the chills.
» [ am looking for a book unlike any I've ever experienced
before. The book’s emotional impact is so heavy that, even
though I'm super into it, I will have to stop for a couple of
days before finishing it.

» [ am drawn to books about complex social issues espe-
cially those that impact families. Characters that are real,
who are developed well enough so that / can feel their emo-
tions and a strong story line make a book exceptional for
me. It is a book that / will not want to put down and which
evokes a depth of emotions that takes me by surprise.

Table 1: Examples of preferences from INSPIRED (top),
ReDIAL (middle), and Reddit-Movie (bottom). Objec-
tive features are shown colored in real.

be uncontroversial. The subjective aspect of the
elicited preferences is then due solely to the user’s
attitude of liking or disliking particular items or
their objective features.

The attitude of liking an item is the only type of
affective state that is explicitly targeted by senti-
ment analysis or recommender systems. However,
following Scherer’s typology of affective states
(Scherer, 2005), there are not one, but three major
types of affective states that an item can impress on
a user: attitudes, moods, and emotions. Attitudes
are relatively enduring, affectively colored beliefs
and dispositions towards items. The affective states
induced by a salient attitude are generally weak
in intensity and can be labeled with terms such as
liking, disliking, loving, hating, valuing, or desir-
ing. Moods are diffuse, low intensity affect states,
characterized by a relative enduring predominance
of certain types of subjective feelings. Examples
are being cheerful, gloomy, listless, depressed, or
buoyant. Emotions are comparatively shorter in
duration but higher in intensity, and can have a
strong behavioral impact, often altering ongoing
behavior sequences and triggering the generation of
new goals and plans. Examples include utilitarian
emotions, such as anger, sadness, joy, fear, pride,
guilt, or shame, and aesthetic emotions, such as
wonder, awe, admiration, fascination, bliss, ecstasy,
harmony, rapture, or solemnity. They can generally
be elicited by a wide array of both external and in-
ternal stimulus events, such as natural phenomena,
the behavior of others or one’s own behavior, and
sudden neuroendocrine or physiological changes.

Table 2: Examples of affective preferences generated
from Goodreads reviews. Expressions of affective states
are colored in violet, affective-cognitive states in blue.

Especially relevant to this work, emotions can also
be elicited by memories or images that might come
to one’s mind, such as the ones evoked by reading
a book. These imagined representations of events
are often sufficient on their own to generate strong
emotions (Goldie, 2004). Table 2 shows examples
of affective states (colored in violet) that were in-
duced by reading a book, sampled from reviews in
the Goodreads dataset (Wan and McAuley, 2018a).
Also shown are examples of more complex cogni-
tive states (colored in blue), named as such because
they can be seen as mixing a strong affective com-
ponent with other cognitive aspects, such as reason-
ing, attention, memory, or decision making. Note
that affective states are much scarcer in Table 1,
showing up only in a sample from Reddit-Movie.
Compared to the other two datasets, which were
created from people pretending to seek movie rec-
ommendations, Reddit-Movie contains real world,
genuine recommendation requests. As such, we
believe that recommender systems would provide
significantly higher user satisfaction if they were
able to elicit and match a wider range of desired
affective states. Correspondingly, the main contri-
bution of this paper is a novel recommender system
framework where users can express a wide range
of affective state preferences.

The structure of the paper is as follows: in Sec-
tion 2 we introduce the task of affective-cognitive
recommendations; in Section 3 we present the ar-
chitecture of the corresponding recommender sys-
tem; in Section 4 we introduce the book recommen-
dation dataset used for training and evaluations,
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Figure 1: Selection of AC statements, starting from top emotion categories organized around the Emotion Wheel.
Left: The proposed emotion wheel adapted from the Geneva Emotion Wheel. Right: The user selects emotion
categories, where for each category they have the option of selecting fine-grained AC statements.

and the procedure used for generating affective-
cognitive statements from reviews; in Section 5 we
present experimental evaluations of the proposed
architecture and a discussion of the results; in Sec-
tion 6 we discuss related work. The paper ends
with thoughts on limitations and conclusion.

2 The Affective-Cognitive Recommender

An Affective-Cognitive Recommender (ACRec)
system takes as input data about a user, such as
their history of readings, ratings, and reviews, as
well as a description of the affective-cognitive (AC)
states that they seek to experience upon consuming
an item. Based on this input, ACRec computes
a ranked list of items, where items at the top are
expected to induce the AC states desired by the
user, as expressed in the AC description part of the
input. To input the AC description, the user can use
the two modes below, separately or in combination:

1. Generation: the user generates the AC de-
scription as free form text (Table 2).

2. Selection: the user selects one or more ex-
pressions of affective states from a predefined
repository of AC statements (Figure 1).

The four AC descriptions shown in Table 2 belong
to the Generation mode. While useful for specify-
ing objective features, as shown in Table 1, for most
users the generation mode can be much less con-
ducive to eliciting expressions of affective states,
due to the difficulty of expressing fine-grained emo-
tions that one would like to experience from a book
they have yet to read. As such, we also propose
a Selection mode that enables the user to select
expressions of desired affective states from a prede-
fined, rich repository of AC statements. To this
end, we have created a large dataset of expres-
sions of fine-grained affective states that are mined

from book reviews, as detailed in Section 4. Given
the thousands of AC statements contained in this
dataset, for the selection process to be effective it is
important that the AC statements are organized in
an ontology that users can navigate easily. As such,
we propose that the repository of AC statements is
organized at the top level around a wheel of emo-
tion categories, as shown at the left of Figure 1.
We created this Emotion Wheel by augmenting the
Geneva Emotion Wheel (GEW) (Sacharin et al.,
2012) with 6 additional emotion categories that
were originally mentioned in (Scherer, 2005) and
that were observed to be expressed in user reviews:
Contentment, Gratitude, Hatred, Hope, Relaxation
(Serenity), and Tension (Stress). GEW is a theoreti-
cally derived and empirically tested instrument that
was designed to measure emotional reactions to
objects, events, and situations. The original 20 dis-
crete emotion categories (or families) are organized
around a circle, where the horizontal dimension in-
dicates the emotion valence (from negative to the
left to positive to the right) and the vertical dimen-
sion indicates control (from low at the bottom to
high at the top). Additionally, spokes in the wheel
correspond to different levels of intensity for each
emotion family from low intensity (towards the cen-
ter) to high intensity (toward the circumference),
where each intensity level can be associated with
typical words that are used to express emotions at
that level. The center of the wheel is a catch all
category for emotions that do not belong to any of
the main categories.

Figure 1 shows an example of utilizing ACRec in
the Selection mode, where the user starts by select-
ing 4 emotions categories. For each category they
have the option of selecting an emotion word corre-
sponding to one of the intensity levels on the spoke.
The system would then present them with the set
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of AC statements in the repository that correspond
to that emotion category (and word if selected),
possibly subcategorized according to the source of
emotion, e.g. characters, writing style, or events in
the book. The AC statements selected by the user
using the process above form the AC description.

Together with the user history of readings, re-
views, and ratings, the AC description is then
provided as input to the ACRec recommendation
model, which is trained to compute a ranking of
all the books with respect to how likely they are to
trigger in the user the affective states contained in
the AC description. In the following section we in-
troduce the architecture of an AC recommendation
model that is specifically designed to leverage the
AC descriptions elicited from the user.

3 The AC Recommendation Model

Given the inherent subjective nature of affective
states, the recommender system needs a good
model of user preferences and expectations. These
will be inferred from the user data, which will con-
sist of the history of consumed items, ratings, and
reviews (notation summarized in Table 3). Let I/
be the set of users and B the set of items, alterna-
tively referred to as books. For a user u € U, let
B* = {b},by,..., b} 1,bi'} C B be asequence of
items in chronological order that the user w has con-
sumed, rated, and written reviews for, up to time
step ¢t. Each item in B is associated with an origi-
nal description and another review-based extended
description. Given data about a user u up to and
including the current time step ¢, an AC descrip-
tion ac, and an arbitrary book b, the task of the
ACRec system is to compute a recommendation
score y;'(ac, b) that should reflect how well the
book b aligns with the AC description ac provided

Notations | Explanations
u,B User and item set
B Set of items that user u has read, rated and
written reviews for

d* € R? | Embedding of i-th item’s original descrip-
tion

e ¢ R? | Embedding of i-th item’s extended descrip-
tion

r’ € R? | Review embedding of i-th item

gi’ € R™ | Rating embedding of i-th item

c¥ € R" | Concatenated embedding of i-th time step

spy € R! | User w’s short-term preference at time step ¢

Ip € RY | User u’s long-term preference at time step ¢

Y Recommendation score for candidate book

b for user u

Table 3: Key notation and descriptions.

by the user u.

The overall architecture of the proposed ACRec
model is shown in Figure 2. The recommendation
score yj'(ac, b) is calculated by a fully connected
network with two hidden layers and one output
linear layer, as shown in Equation 1, where f is the
ramp function.

w3/ (Waf (W1 [Ip; spy'; sp; ac; cos(ac, dy)]))

ey
The network takes as input representations of long-
term user preferences lp;’, short-term user prefer-
ences spy, the AC description ac, and the repre-
sentation s; of an arbitrary book b. The input also
contains cosine similarity cos(ac, d) between the
AC description and the book description.

Each book is associated two textual descrip-
tions: the original description from the Goodreads
dataset, and an extended description created from
the concatenation of user reviews for that book.
It is important to note that reviews from training
users and testing users are never used as part of
extended descriptions. A book that the user u
read, reviewed, and rated at time step t is then
represented as the concatenation of 4 embeddings
ci = [d}; e}; r}; g)'], where d}' is an embedding
of the original book description, ef is an embed-
ding of the extended book description, ry is an
embedding of the user’s review of the book, and g}
is an embedding of the rating (grade) that the user
gave to the book. We first use Jina Embeddings
v3 (Sturua et al., 2024), a text embedding model
that produces 1024-dimensional embeddings of
text containing up to 8192 tokens, with the flexibil-
ity to reduce dimensionality without compromising
performance. To obtain df, e}, and ry, we first
generate their 768-dimensional Jina embeddings
and reduce them to 41-dimensional embeddings
using learned projection matrices Wy, We, and W,
respectively. Size 5 embedding are also learned for
each of the possible 5 rating values. When concate-
nated together, the 4 embeddings in ¢’ add up to a
size of 3 -41 + 5 = 128, to match the tuned hidden
dimension used in the Transformer block. Overall,
the user data up to the current time step ¢ can then
represented as the sequence (c{, ¢, ...,c}" |, c}).

Computing the recommendation score for a book
b € B — B} that the user has not read yet requires
a representation of the book s; as well an embed-
ding ac of the AC description provided by the user.
The book representation s; is a concatenation of
its original description embedding, its extended
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Figure 2: Overall architecture of the proposed ACRec model.

description embedding, and the embedding of the
maximum rating value of 5. These embeddings
are calculated using the same procedure that was
used for computing the embeddings in the item rep-
resentations ci’. Note that we do not use a book
review embedding in s, as the candidate book b
has not been read by the user. The AC description
is embedded into a vector ac by projecting its Jina
embedding using a separate projection matrix W,.

3.1 User Preference Modeling

We model short-term and long-term preferences by
partitioning the user’s time series data in two parts:

1. Short term preferences sp;* are modeled by
running a Transformer over the last m items
(et e ;... ¢ ,,,1) in this reversed order.

2. Long term preferences lp;' are created from
a linearly weighted average of the remaining
t —mitems (c},cy,...,ci ).

The short-term preference embedding spy is set
to be the hidden state computed by the last Trans-
former block for time step ¢. We use a Transformer
model with hidden size of 128, 4 blocks, and the
standard, fixed positional embeddings (Vaswani
etal., 2017).

The long-term preferences Ip;' are calculated as:

t—m
u u
lpy = E QkCl
k=1

where the linearly decaying weights are set as o, =
2k/((t — m)(t — m + 1)). The weights sum up to
1 and ensure that more recent items are assigned
larger weights compared to more distant items.

2

3.2 Training Objective
To train the ACRec model, we employ the Bayesian

personalized raking loss (Rendle et al., 2009)
shown below:
- Z Zloga —~ )
uEU Uoy=1
(3)

where T, is the number of training steps, K is the
number of negative samples, y;’ is the recommen-
dation score for the positive sample, and ;! is the
recommendation score from a negative sample. As
will be explained in Section 4 below, as positive
sample we use the book known to match the AC
description for the user, whereas negative samples
will be drawn at random at each gradient update
step from books that the user has not read. The loss
is minimized using the Adam Optimizer (Kingma
and Ba, 2014) with a batch size of 1.

4 The AC Book Recommendation Dataset

To train and evaluate the ACRec model, we cre-
ate a large dataset that map books to AC descrip-
tions of user preferences containing expressions
of fine-grained affective states mined from book
reviews contained in the Goodreads dataset (Wan
and McAuley, 2018b).

4.1 User Reading Histories

We extract from the Goodreads dataset book read-
ing histories corresponding to a total of 1,000 users.
In order to address a diverse range of reading histo-
ries, we randomly select 100 users who have read
between [20-50] books. We then randomly select
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other 100 users for each subsequent range [51-100],
[101-150], and so on up to [451-500] books, result-
ing in a total of 1,000 users.

Given a user reading history, we identify a time
step as useful if the user’s book rating is 4 or 5,
the number of tokens of the review written by the
user is at least 20, and the combined token count
of the original book description and the extended
book description is at least 250. We skip the first
15 time steps from the user’s history, considering
them a burn-in set for learning the user’s reading
preferences. We then select a maximum of 20 use-
ful time steps per user, spread evenly across the
user’s reading history. These time steps from all
1,000 training users are then split into training, val-
idation, and testing, as described in Section 4.2.1.
Overall, the reading histories of the 1,000 users in
the dataset contained 249,326 times steps in total,
covering 142,892 books and 11,588 useful steps.

4.2 Affective-Cognitive Statements

We used GPT-40 to extract statements of affective-
cognitive (AC) preferences from book reviews, in
two phases. In Phase 1, we instruct GPT-4o to pro-
cess the book reviews into statements that do not
contain identifiable information such as book titles,
author names, character names, direct quotations,
chapter or page references, or sentences expressing
negative sentiment. The extracted statements are
then categorized into three types: Affective (A),
Cognitive (C), Affective-Cognitive (AC). An Af-
fective statement conveys the reader’s emotional
or mood-based response to the book; a Cognitive
statement highlights factual, structural, or stylis-
tic aspects, focusing on objective features without
reference to emotional reactions; and an Affective-
Cognitive statement integrates both, expressing
emotional responses tied to specific elements of
the book’s content or form. Each statement should
be self contained and should read as if written be-
fore reading the book, by someone seeking to learn
from and experience what is described in the re-
view, without having any prior knowledge of the
actual book. We manually inspected the Phase
1 outputs for 100 randomly selected reviews and
observed that, likely due to the large size of the
prompt, which includes both detailed guidelines
and in-context examples, combined with the often
lengthy nature of the book reviews, GPT-40 occa-
sionally misclassified C phrases as A phrases. A
manual evaluation of 100 extracted AC statements,
based on the rubrics in Appendix A, showed that

99 adhered to the guidelines, with one exception
containing a mildly negative sentiment sentence.

To improve the classification accuracy, in Phase
2 we instructed the LLM to fix its initial categoriza-
tion of statement by providing it with instructions
and discriminative examples from each category.
Following this refinement, we manually evaluated
a random sample of 100 extracted statements in
terms of how precise the model was in distinguish-
ing phrases with affective content (A + AC) from
phrases with only objective content (C). We found
that GPT-40 achieved an overall precision of 88%.
Overall, this approach resulted in 12,522 affective
(A), 1,252 affective-cognitive (AC), and 45,935
cognitive (C) statements.

Finally, to support the user Selection of AC state-
ments described in Section 2, all statements that
contain affective content (A + AC) were mapped to
the 26 + 1 categories on the Emotion Wheel, using
the LLM-based approach described in Appendix E.

4.2.1 Training, Validation, and Testing

For each of the 1,000 users in the dataset, we use
the last (most recent) useful time step from the
user’s history for testing, while the second-to-last
acceptable time step is used for validation. All
remaining (earlier) useful time steps are used for
training. During training, for each user, we sample
K = 10 books that the user has not read to use
as negative sample in the Bayesian ranking loss
computation. For each training, validation, and test
time steps, we utilize as input an AC description
that aggregates all A, AC, and C statements that
were extracted (with the approach described in Sec-
tion 4.2) from the review that the user wrote for the
book at that time step, whereas the book itself is
used as the ground truth positive sample.

Note that the GPT-40 LLM is not part of the
ACRec architecture, and it is used solely for creat-
ing the evaluation dataset.

S5 Experimental Evaluation

Validation experiments reported in Appendix B in-
dicate that best validation performance is achieved
by an ACRec model featuring 30 items in the input
of the Transformer block for short-term histories,
two hidden layers in the recommendation score cal-
culation block, a weighted average block for long-
term histories, the importance of AC statements
as input, and cosine similarity. We compare this
ACRec model against three groups of sequential
baselines:
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Description | Recommender Hit Ratio (HR) NDCG

Type System @1 @5 @l0 @50 @I00 | @5 @I0 @50 @100
SASRec 0.1 0.7 1.1 2.4 32 | 04 0.5 0.8 0.9
BERT4Rec 0.1 0.1 0.2 0.8 14 | 0.1 0.1 0.2 0.3

A+ AC + C | UniSRec 0.0 0.1 0.3 1.6 32 | 00 0.1 0.4 0.6
RecFormer 0.2 1.8 2.8 5.7 8.8 1.1 14 2.1 2.6
ACRec 55 123 156 25.6 294 | 91 101 124 13.0

A+ AC ACRec 1.1 2.5 2.9 4.9 6.7 | 1.8 1.9 2.3 2.6

A ACRec 0.8 1.9 2.1 4.5 64 | 13 1.4 1.9 2.2

Table 4: Hit Ratio (HR in %) and Normalized Discounted Cumulative Gain (NDCG in %) metrics when ranking all
143K items in the dataset. Results shown for A + AC + C (1,000 users), A + AC (554 users), and A (533 users).

System A+AC+C A+AC A

SASRec 18.6 20.0 20.3
BERT4Rec 15.1 16.2 16.3
UniSRec 11.9 11.7 11.1
RecFormer 442 40.0 39.6
LLaRA 20.3 194 19.6
LLaRA-AC 40.9 37.6 36.8
iLoRA 20.9 21.2 21.5
iLoRA-AC 40.3 427 42.1
ACRec 67.6 43.4 42.7

Table 5: Top-1 accuracy (%) when ranking 20 randomly
sampled candidate items + the 1 ground truth item.

1. ID-based models SASRec (Kang and
McAuley, 2018) and BERT4Rec (Sun et al.,
2019), which use only item IDs.

2. Language Model-based methods UniSRec
(Hou et al., 2022) and RecFormer (Li et al.,
2023), which incorporate item descriptions.

3. LLM-based hybrids LLaRA (Liao et al., 2024)
and iLoRA (Kong et al., 2024), which com-
bine item titles with ID-based architectures.

Systems in groups 1 and 2 can be used at test time
to rank the full item set, while systems in group 3
use item titles in prompts and thus can rank only
a limited number of items (21) due to prompt size
constraints. Thus, we evaluate under two settings:

* All-item ranking (excluding previously con-
sumed items) for groups 1 and 2.

e 21-item ranking (1 ground-truth + 20 random
negatives) for all models.

To the best of our knowledge, no existing recom-
mender system directly incorporates AC statements
as input. Nevertheless, we modified the prompts
of models in group 3 to enable specification of AC
statements; we refer to these versions as LLaRA-
AC and iLoRA-AC. Attempts to incorporate AC
descriptions as a special book description in the

inputs of UniSRec and RecFormer led to a wors-
ening of their performance. More details about the
baselines and their modified versions are provided
in Appendix C.

Table 4 presents the performance of ACRec and
baseline models in the all-item ranking setting,
where models must rank the ground-truth item
among about 143,000 candidates; under such con-
ditions, a random guess would yield a Top-1 hit rate
of only 0.000007. ACRec consistently outperforms
all baselines by a large margin across all ranks and
metrics. When provided with the full AC descrip-
tion (A + AC + C), ACRec achieves a HR@10
of 15.6% and NDCG@10 of 10.1%, whereas the
strongest competing baseline, RecFormer, achieves
only 2.8% and 1.4%, respectively. We also evalu-
ate ACRec using only the AC statements that have
affective content (A + AC), or statements that have
solely affective content (A). The resulting drop in
performance is expected, as the objective content
in C statements adds substantial distinguishing in-
formation. These results highlight the importance
of utilizing AC descriptions for modeling users’
affective-cognitive preferences in the recommenda-
tion process.

Table 5 reports Top-1 accuracy when ranking the
ground-truth item among 21 candidates, a setting
that enables comparison with LLM-based hybrid
models such as LLaRA and iLoRA. Once again,
ACRec outperforms all other models by a large mar-
gin, achieving an accuracy of 67.6% when using the
full AC description (A + AC + C); RecFormer, the
strongest among non-LLM baselines, reaches only
44.2%, while the enhanced LLM variants LLaRA-
AC and iLoRA-AC reach 40.9% and 42.7%, respec-
tively. Notably, incorporating AC statements into
these LLM-based models (LLaRA-AC and iLoRA-
AC) leads to substantial improvements, doubling
their Top-1 accuracy to 40.9% and 42.7%, respec-
tively. This confirms that affective-cognitive infor-
mation is beneficial not just for ACRec, but also
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Description | Recommender Hit Ratio (HR) NDCG

Type System @1 @5 @I0 @50 @I00 | @5 @I0 @50 @100
ACRec (WiD All) 55 123 156 256 294 | 9.1 10.1 124 13.0
ACRec (WiD Novel) 54 122 157 250 29.1 | 89 100 12.1 12.8

A+ AC +C | SASRec (WiD Novel) 0.1 0.7 0.8 1.9 29 | 04 0.4 0.7 0.8
BERT4Rec (WiD Novel) | 0.0 0.1 0.1 0.7 1.4 | 0.1 0.1 0.2 0.3
UniSRec (WiD Novel) 0.0 0.1 0.2 1.2 2.7 | 0.0 0.1 0.3 0.5
RecFormer (WiD Novel) | 0.2 1.7 2.5 4.9 8.1 | 09 1.2 1.7 2.1
ACRec (WiD All) 1.1 2.5 2.9 4.9 6.7 | 1.8 1.9 2.3 2.6

A+ AC ACRec (OoD Novel) 1.3 2.8 3.1 5.9 6.8 | 2.1 2.3 2.7 2.9
ACRec (OoD Global) 1.1 2.2 3.1 5.9 64 | 1.7 2.1 2.5 2.0

Table 6: Top: performance on 732 WiD Novel users subset (A + AC + C) vs. all 1,000 WiD users (A + AC + C).
Bottom: performance on 370 OoD Novel (A + AC) and the 125 OoD Global timeline users (A + AC).

for other recommender models. When using only
the A + AC descriptions, or solely A descriptions,
ACRec’s performance drops while still outperform-
ing all baselines model. Overall, the results demon-
strate that when users provide richer, more infor-
mative descriptions, including both how they want
to feel and what kinds of content or structure they
seek, ACRec is better able to align those prefer-
ences with appropriate recommendations.

Error analysis of the ACRec model revealed sev-
eral reasons for the positive sample being ranked
out the the top 10, such as when the AC descrip-
tions are overly generic, e.g., “a well written book”.
Another issue arises when AC descriptions contain
proper nouns. For instance, one AC description
includes the word Australia. Although the descrip-
tion of the ground-truth book also mentions Aus-
tralia, the model tends to recommend books where
Australia appears more frequently or prominently
in their original or extended descriptions. Finally,
it is important to note that the experimental results
are conservative: in reality, it is likely that there
are multiple books that satisfy a given AC descrip-
tion, other than the ground truth book that the user
actually read.

5.1 OoD and Global Timeline Generalization

To evaluate Out-of-Distribution (OoD) generaliza-
tion and performance in a global timeline setting (Ji
et al., 2023), we create 3 additional datasets.

WiD Novel: We identify a subset of 732 users
(out of the 1,000) whose test-time ground-truth
book is novel, meaning that the test book does not
appear in the training time steps of any of the 1,000
users.

OoD Novel: We create a separate set of 370 new
users, where all their test books are guaranteed to
be novel and have solely A + AC descriptions. Note
that these users are not used for training ARec.

OoD Global: Of the 370 OoD users, we identify
125 users whose test time step is in the future of all
training time steps of the 1,000 WiD users.

In Table 6 we report results across all these set-
tings, and compare with results from the original
WiD All setting. We first examine the WiD Novel
users subset (732 users), where the test-time book
does not appear in any training time step. The A
+ AC + C results on the WiD Novel users subset
show that ACRec achieves nearly identical perfor-
mance on these 732 users as on all 1,000 users,
indicating that leakage from book overlap between
training and testing is minimal, if any. Furthermore,
in the harder A + AC setting where all descriptions
contain affective state preferences, ACRec attains
comparable accuracy on the 125 OoD Global users
and the full 370 OoD Novel users, with both results
closely matching the within-distribution (WiD All)
results from Table 4. These findings further suggest
that user-level or time-level information leakage
due is very limited, if any.

6 Related Work

In (Hasan and Bunescu, 2025), we provide a com-
prehensive survey on modeling attitudes, emotions,
and moods for personalization of affective recom-
mender systems. The utility of affective attitudes
in recommender systems has been studied by Da’u
and Salim (2019), who used a neural attention
model to incorporate sentiment from user reviews.
Mizgajski and Morzy (2019) introduce emotion
collection methods for emotion-based news recom-
mendations. Affective signals have also been used
in short film and movie recommendations via col-
laborative filtering and context mining (Orellana-
Rodriguez et al., 2015; Zheng, 2017). Moshfeghi
and Jose (2011) represent each movie through 22
emotion categories extracted from reviews, and
leverage the resulting emotion embedding for im-
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proving the computation of affective similarity
within a collaborative-filtering framework. Beyond
text, EmoWare (Tripathi et al., 2019) leverages
users’ non-verbal emotional cues for context-aware
video recommendations. Wang and Zhao (2022)
survey affective video recommenders, while Polig-
nano et al. (2021) propose an affective coherence
model to capture emotional transitions between
items. Literature reviews highlight growing inter-
est in this area across domains, including education
(Salazar et al., 2021; Katarya and Verma, 2016).
However, these systems rely on users’ affective
responses to items consumed in the past to recom-
mend items they may like. In contrast, our ACRec
framework enables users to specify a broad range
of desired affective states that will be induced in the
future upon consuming the recommended items.

Beyond-accuracy objectives, such as diversity,
novelty, unexpectedness, and serendipity, have
gained significant attention in recommender sys-
tems. Kim et al. (2019) enhanced diversity in se-
quential recommendations, while the system of Li
and Tuzhilin (2020) identified surprising or unex-
pected items. How diversity, serendipity, novelty,
and coverage can enhance user satisfaction and
engagement in recommender systems has been dis-
cussed along accuracy in (Kaminskas and Bridge,
2016). Serendipity is explored extensively in other
works, such as (Zhang et al., 2012; laquinta et al.,
2008; Hasan and Bunescu, 2023; Fu et al., 2023;
Kotkov et al., 2016). Overall, the novelty, unex-
pectedness, and serendipity criteria emphasized
in the systems cited above can be seen as special
cases in the wide range of affective-cognitive states
addressed by our system, e.g. the user’s AC de-
scription can stipulate "I would like a book that
surprises me" or "a book that is unlike any I have
read so far".

In conversational recommender systems, Zhou
et al. (2020b) infer item-level preferences from
historical interactions and attribute-level prefer-
ences from dialogue. Lei et al. (2020) propose
an EAR (estimation-action-reflection) framework
that leverages item attributes without incorporating
long-term interaction history. Knowledge graph-
based methods improve recommendation accuracy
by modeling users’ temporal conversations (Zhou
et al., 2020a; Anelli et al., 2018; Wang et al., 2022;
Zou et al., 2024; Petruzzelli et al., 2024). Zhang
et al. (2024) introduce empathy by detecting emo-
tions in conversations to align recommendations
with users’ affective states, identifying nine pri-

mary emotions to extract local emotion-aware en-
tities. However, the affective-cognitive dimension
remains largely underexplored. While promising,
such approaches are limited in their ability to cap-
ture and induce a broad range of user emotions.
In contrast, our work enables users to express and
select as targets fine-grained affective states that go
beyond attitudes toward objective features.

7 Conclusion and Future Work

We introduced a novel text-based recommenda-
tion setting where users express affective-cognitive
(AC) states they would like to experience upon
reading a book. Expressions of AC states were
mined from real book reviews, and then used for
the training and evaluation of recommendation
architecture exploiting short-term and long-term
user preferences implicit in their readings, reviews,
and ratings histories. Experimental evaluations
show that the proposed approach is effective at
identifying books that match user’s expressed af-
fective preferences and compares favorably with
state-of-the-art recommender systems. Future work
includes combining ID-based with text-based in-
formation in the sequential modeling of reading
histories, building an easy to navigate ontology of
AC statements complete with a graphical user inter-
face, and developing AC datasets for other domains,
such as movie recommendations.

The code, datasets, and annotation guidelines
are made publicly available at this repository:
https://github.com/Ton-moy/ACRec.
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on users having a sufficiently large reading history
to enable learning of short-term and long-term user
preferences. As such, performance for all tested
systems is likely to be lower when text data is lim-
ited or unavailable, such as in cold-start scenarios.
As such, in future work we plan to investigate al-
ternative ways of modeling users’ affective states
when the user history is limited. We also plan to
explore the applicability of affective-cognitive de-
scriptions to the movie recommendation domain.
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A Generation of AC statements

Due to size constraints, the prompts and the few-
shot examples used with the GPT-40 model in order
to generate AC statements are made available at this
link!. The following criteria were applied to manu-
ally evaluate the quality of the GPT-40-generated
AC statements:

* Does the generated AC text exclude identifi-
able book information, e.g. the title?

* Does the generated AC text exclude identi-
fiable author information, e.g. the author’s
name?

* Does the generated AC text exclude identifi-
able character information, e.g. the charac-
ter’s name?
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* Does the generated AC text omit sentences
directly taken from the book?

* Does the generated AC text exclude sentences
with negative or partially negative connotation
towards the book?

* Does the generated AC text exclude chapter
numbers, chapter names, and page number?

B Validation Experiments

We used the validation time steps to evaluate 4
models: Cosine, FCN, ACRec, and ACRecCos.
To evaluate each model’s performance, we use Hi-
tRate@10 and NDCG@10: HR@10 is the frac-
tion of times the ground-truth positive book ap-
pears among top-10 recommended books, whereas
NDCG@10 is a position aware metric calculated
as the inverse of log, (73, + 1), where 7 is the rank
of the ground-truth positive book b if among the
top-10 items, otherwise 0.

Model HR@10 NDCG@10
Cosine 81.6 66.2
FCN-0 39.0 25.1
FCN-1 67.6 42.7
FCN-2 75.8 49.1
FCN-3 77.2 52.1
FCN-4 75.6 51.1
ACRec-1 81.7 54.3
ACRec-2 86.5 60.8
ACRec-3 86.4 60.3
ACRec-2+Cos 88.3 67.1

Table 7: Validation performance over 1,000 users.

In the Cosine model, we create a combined book
description by concatenating the books’ original
and extended descriptions. For each test sample,
we calculate the cosine similarity between the Jina
embedding of the AC description ac and the Jina
embeddings of the combined book description dj.
The 101 test samples are then ranked based on their
cosine similarity score.

In the FCN model, the Jina embeddings of the
original book description, extended book descrip-
tion, and AC description are ran through three sep-
arate linear projection layers, followed by a ramp
activation function, reducing their dimensionality
to 42, 43 and 43, respectively. These projected
embeddings are then concatenated to form a 128-
dinmensional vector, which is then passed through
n hidden layers before a final linear layer produces
the recommendation score. During validation we
experimented with n € {0, 1,2, 3,4}, with the re-
spective models being called FCN-n. Based on

the validation performance showed in Table 7, we
selected FCN-3 as the final FCN model for testing.

The base ACRec model is described in Section 3.
During validation we considered three variants
ACRec-1, ACRec-2, and ACRec-3, that were us-
ing 1, 2, or 3 hidden layers, respectively, in the
fully connected network computing the recommen-
dation score. Based on the validation performance
showed in Table 7, we selected ACRec-2 as the
base ACRec model for testing. The short-term
history was set to the last 30 items, based on the
validation results shown in Table 8. The higher
performance obtained by the ACRec-2 model in
Table 7 vs. Table 8 shows the impact of utilizing
long-term preferences in the model. Additional
hyperparameters and their tuning procedures are
described in Appendix D.

According to the validation results Table 7, Co-
sine achieves better NDCG than the best ACRec
model. Therefore, we created a combined model
ACRecCos that uses the cosine similarity as addi-
tional input to the fully connected network comput-
ing the recommendation score, as shown through
the dashed line in Figure 2. Correspondingly, the
recommendation score ;' for the ACRecCos model
is then computed by Equation 1.

Given that incorporating Cosine improved the
performance of ACRec, in this paper we use
ACRec to refer to the recommendation model that
utilizes cosine as a feature.

C Baselines

For all baseline models, we follow the hyperparam-
eter settings, training procedures, and fine-tuning
strategies as described in their respective papers. A
brief overview of each baseline is provided below.

SASRec: This (Kang and McAuley, 2018) is
an ID-based sequential recommender model that
applies unidirectional self-attention to capture user-
item interaction patterns over time. Each item is
represented by a learned ID embedding combined
with a positional embedding, without relying on
textual features.

BERT4Rec: This (Sun et al., 2019) is an
ID-based model that employs bidirectional self-
attention with masked language modeling (MLM)
to learn user and item embeddings without using
textual content. It models user sequential behavior
by randomly masking items and predicting them
based on both left and right context.
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Number m of latest items for short-term history

15 20 25

30 35 40 45 50 55 60

HR@10
NDCG@10

79.2 81.6 804

sl 539 534 539

824
56.3

80.0 779 82.0 813 795 756
526 515 551 552 526 499

Table 8: Performance of ACRec-2 on validation time steps without long-term preference.

UniSRec: This (Hou et al., 2022) is a text-based
model that uses item descriptions instead of ID
embeddings to learn item representations with a
pre-trained language model like BERT. It applies
bidirectional self-attention and contrastive pretrain-
ing to learn universal sequence representations, en-
abling transfer across domains using parametric
whitening and a Mixture-of-Experts adaptor.

RecFormer: This (Li et al., 2023) is a text-based
model that formulates each item as a "sentence"
by flattening key-value attribute pairs (e.g., title,
category, brand, color) into natural language input,
entirely eliminating the use of item IDs. It uses a
bidirectional Transformer based on Longformer to
learn item and sequence representations from text,
and is pre-trained with masked language modeling
and item-item contrastive tasks.

LLaRA: This (Liao et al., 2024) is a hybrid
model that integrates item ID-based embeddings
from a traditional sequential recommender (e.g.,
SASRec) with item text metadata (e.g., title) us-
ing a trainable projector to align both into the in-
put space of a pretrained LLM. It uses LLaMA
2-7B as the language model backbone and applies
LoRA for parameter-efficient fine-tuning. To ef-
fectively incorporate both textual and behavioral
signals, LLaRA employs curriculum prompt tuning,
which begins with text-only prompts and progres-
sively introduces behavioral tokens during training.
The following is the original movie recommender
prompt used by LLaRA:

* LLaRA Movie Recommender Prompt: "This
user has watched [HistoryHere] in the previ-
ous. Please predict the next movie this user
will watch. Choose the answer from the fol-
lowing 21 movie titles: [CansHere]. Answer:

"

For training and evaluation of the LLaRA model in
our book recommendation setting, we adapted the
prompt as follows:

* LLaRA Book Recommender Prompt: "This
user has read [HistoryHere] in the previous.
Please predict the next book this user will

read. Choose the answer from the following
21 book titles: [CansHere]. Answer: "

LLaRA-AC: To laverage users’ AC statements,
we modified the prompt accordingly and trained
the model using the same user—item interaction
steps as in the ACRec model. During training, we
utilized a combination of A, C, and AC phrases and
we then evaluated the model on both the A + C +
AC and the A + AC combination. The prompt we
used here is as follows:

* LLaRA-AC Prompt: "This user has read [His-
toryHere] in the previous. Now this user wants
to read a book that has the following charac-
teristics: [ac_phrases]. Please predict the next
book this user will read. Choose the answer
from the following 21 book titles: [CansHere].
Answer: "

iLoRA: It (Kong et al., 2024) is an extension of
LLaRA that integrates a Mixture of Experts (MoE)
mechanism into the standard LoRA framework to
address user behavior variability in sequential rec-
ommendation. Rather than applying a uniform
LoRA module across all sequences, iLoRA dynam-
ically assembles instance-specific LORA modules
by splitting the low-rank adaptation matrices into
multiple experts. We train and evaluate iLoRA us-
ing the same procedure as LLaRA. The following
is the default book recommendation prompt format
used in iLoRA:

* iLoRA Book Recommender Prompt: "This
user has read [HistoryHere] in the previous.
Please predict the next book this user will
read. The book title candidates are [Can-
sHere]. Choose only one book from the can-
didates. The answer is "

iLoRA-AC: To leverage AC statements, we ex-
tend iLoRA prompt, which includes the user’s
affective-cognitive statements:

* iLoRA-AC Prompt: "This user has read [His-
toryHere] in the previous. Now this user wants
to read a book that has the following charac-
teristics: [ac_phrases]. Please predict the next
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book this user will read. The book title candi-
dates are [CansHere]. Choose only one book
from the candidates. The answer is "

D Hyperparameter Tuning, Model Size
and Computing Infrastructure

We implement our proposed model utilizing
the Pytorch framework in Python. We per-
form a grid search on validation examples for:
dropout in {0.1,0.2,0.3,0.4,0.5}, learning rate in
{0.1,0.01,0.001,0.0001, 0.00001}, number of en-
coder blocks in {1, 2, 3,4, 5,6}, the number m of
items for modeling users’ short-term preferences in
{15, 20, 25, 30, 35, 40, 45, 50, 55,60}. Upon per-
forming the grid search, the dropout is set to 0.2,
the learning rate to 0.0001, the number of encoder
blocks to 4, and the number of latest items to 30
for our model. The hidden dimension in the trans-
former encoder block is 128. We also tried hidden
dimensions of 64, 256, 512, however, the model
with a dimension size of 128 gave the best results
on validation data. Correspondingly, the total num-
ber of parameters in the ACRec model is 551,294.
The hyperparameter tuning and experimental evalu-
ations were conducted in a high-performance com-
puting cluster on a A40 GPU with 48 GB memory,
running for approximately 40 hours.

E Mapping Affective Statements to the
Emotion Wheel

To support the user Selection of AC statements
described in Section 2, all statements that contain
affective content (A + AC) were mapped to the
26 + 1 categories on the Emotion Wheel. For this
task, we employed GPT-40 to assign each affective
(A or AC) statement to one or more of 26 primary
emotion categories. The prompt also instructed the
model to consider not only a set of typical words for
that emotion category, but also synonymous words
or expressions that convey similar emotional mean-
ings, to improve classification coverage. Any AC
statement expressing a reader emotion not falling
into the 26 predefined categories was labeled as
"Other." If a phrase expressed multiple distinct
emotions, it was assigned to all relevant categories
within the taxonomy.

The full prompt used for this classification is
available in the repository?. To assess the quality
of this emotion-based categorization, we manually
annotated a random sample of 100 phrases and

Zhttps://github.com/Ton-moy/ACRec

compared the results to GPT-40’s outputs. The
model achieved an accuracy of 93%. The distribu-
tion of AC statements with affective content across
the 26 emotion categories is summarized in Table 9.

Emotion Category  Count
Interest 3310
Sadness 1341
Surprise 1256
Feeling love 1027
Amusement 1012
Wonderment 935
Pleasure 910
Longing 800
Compassion 744
Joy 643
Hope 620
Other 591
Tension 579
Fear 557
Contentment 312
Disappointment 165
Anger 155
Relief 120
Relaxation 107
Disgust 93
Gratitude 71
Hatred 53
Pride 35
Guilt 21
Envy 17
Contempt 17
Shame 16

Table 9: Emotion Category Distribution.
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