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Abstract

To mitigate the hallucination problem in large
language models, DoLa exploits early exit log-
its from the same model as a contrastive prior.
However, we found that these early exit logits
tend to be flat, low in magnitude, and fail to re-
flect meaningful contrasts. To address this, we
propose PruneCD, a novel contrastive decod-
ing method that constructs the amateur model
via layer pruning rather than early exit. This de-
sign leads to more informative and well-aligned
logits, enabling more effective contrastive de-
coding. Through qualitative and quantitative
analyses, we demonstrate that PruneCD consis-
tently improves factuality with minimal infer-
ence overhead, offering a robust and practical
approach to mitigating hallucinations in LLMs.

1 Introduction

Contrastive Decoding (CD) (Li et al., 2023), though
originally proposed to improve decoding diversity,
has recently emerged as a promising approach to
mitigating the hallucination problem in large lan-
guage models (LLMs) (Grattafiori et al., 2024;
Yang et al., 2025), a phenomenon where autore-
gressive, probability-based sampling yields fluent
yet factually incorrect outputs, especially for ques-
tions that are underrepresented or unseen during
training. By contrasting the confidence levels of
expert and amateur models for the same input, CD
selectively promotes responses where the mature
model is confident while the less reliable model is
uncertain, thereby producing more trustworthy and
grounded outputs. Following its promising results
in related studies (O’Brien and Lewis, 2023; Shi
et al., 2024), CD has attracted growing interest.

While early CD methods relied on two sepa-
rate models to create contrasting confidence levels,
recent approaches achieve this contrast within a
single model. A representative example is DoLa

*These authors contributed equally.
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Figure 1: Comparison of amateur model logits based on
early exit (Red region) and layer pruning (Green region),
along with the resulting CD logits from each approach.

(Chuang et al., 2023), which introduces early exit
to extract intermediate logits as less confident pre-
dictions. Leveraging premature early exit logits as
a contrastive prior to strengthen factual grounding
in deeper layers has demonstrated more reliable
generation in LLMs. However, we found that am-
ateur logits produced by an early exit mechanism
are typically flat and uninformative, delivering only
marginal gains in contrastive decoding and thereby
limiting their effectiveness.

To address this, we propose PruneCD. Rather
than relying on early exit, PruneCD constructs the
amateur through fine-grained layer pruning, pro-
ducing more informative contrasts to enhance fac-
tuality, as illustrated in Figure 1. While retaining
the key benefit of enabling CD without an addi-
tional model, PruneCD combines insights from
prior work to offer a more intuitive interpreta-
tion and practical implementation. Our qualita-
tive results demonstrate its robustness and supe-
rior performance across diverse model scales and
tasks. Our implementation is available at https:
//github.com/hoeng4/PruneCD.

2 Related work

Contrastive Decoding The strong potential of
Contrastive Decoding (CD) has sparked a wave of
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Figure 2: Top-25 tokens of (i) the original, (ii) early exit,
and (iii) layer-pruned versions of the model, presented
as (a) logits and (b) soft-max probabilities, each sorted
in descending order. The orange bar indicates that the
token is included in the original top-25 set.

important follow-up studies (O’Brien and Lewis,
2023; Shi et al., 2024). Unlike these prior ap-
proaches, our proposed PruneCD achieves supe-
rior factual generation while preserving the key
advantage of DoLa (Chuang et al., 2023), enabling
contrastive decoding without requiring a separately
trained amateur model or additional fine-tuning.
Advanced Decoding Methods In addition to
contrastive decoding, recent methods such as Acti-
vation Decoding (Chen et al., 2024) and END (Wu
et al., 2025) enhance the reliability of LLMs by
guiding decoding through activation entropy and
cross-layer entropy, respectively. We include com-
parisons with these strong baselines to demonstrate
the superior performance of our proposed method.
Further details are provided in Appendix A.

3 Motivation

DoLa (Chuang et al., 2023) is a strong baseline that
enables contrastive decoding without the need for
a separate amateur by leveraging early exit outputs
from the expert model as amateur logits. This ap-
proach is motivated by two key insights: (1) factual
information tends to be injected in the higher layers,
and (2) the Jensen-Shannon divergence between
logits effectively identifies this injection point.

However, this intuition does not consistently
hold in practice. For instance, in multilingual rea-
soning tasks, Zhu et al. (2024) reported that the
expert and amateur logits in DoLa may represent
different language domains, weakening the con-

trast. Our analysis further reveals that DoLa often
selects the earliest possible exit layer, thereby ter-
minating prematurely (see Appendix F).

As shown in Figure 1, the resulting early exit
logits are flat and low in magnitude, deviating sig-
nificantly from those of the expert model. This
weak contrast provides little influence during con-
trastive decoding and fails to correct hallucinated
responses from greedy decoding.

This observation can be explained by circuit-
level analyses of transformer models, which sug-
gest distinct functional roles across layers: (1) dif-
ferent layers serve distinct functions (Ferrando
et al., 2024), and (2) the upper transformer layers
amplify probabilities shaped earlier in the computa-
tion (Lieberum et al., 2023; Yu and Ananiadou,
2023). From this perspective, early exit misses
the final sharpening stage, making it a suboptimal
choice for contrastive decoding.

Formal Definition To move beyond intuition and
analyze this issue, we introduce two properties of
amateur logits: flatness and informativeness. Flat-
ness, measured by entropy, reflects how diffuse the
probability distribution is: high entropy implies an
almost uniform and unconfident distribution. Infor-
mativeness measures how well the amateur logits
align with the expert logits, quantified by the over-
lap between their top-k tokens. The amateur logits
should be non-flat and informative, not collapsing
to uniformity but retaining meaningful structure
relative to the expert logits.

Formally, let z(e), z(a) ∈ RV be expert and am-
ateur logits with soft-max distributions p(e), p(a),
respectively. Eq. 1 and Eq. 2 are the definition of
flatness and informativeness.

H(p) = −
∑

i

pi log pi , (1)

Ok =
∣∣Topk(z(e)) ∩ Topk(z

(a))
∣∣. (2)

Empirical Analysis With the definitions of flat-
ness and informativeness, we illustrate these prop-
erties using the same example question shown in
Figure 1. First, we evaluated early exit (DoLa) on
Llama-3.1-8B-Instruct. In Figure 2a, remarkably,
none of the top-25 tokens from the early exit logits
overlap with the expert’s top-25 predictions (all
shown in gray), and their values fall below 0.3, in-
dicating a flat and misaligned distribution. After
softmax normalization (Figure 2b), the early exit
distribution collapses to an almost uniform prob-
ability of 10−5 across the tokens, offering virtually
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Figure 3: Overall pipeline of the proposed PruneCD. In this example, layer 6, 7, 9, and 12 are pruning set, Ŝ∗.

full model early exit pruned

Entropy 1.3717 11.7498 2.2669

early exit pruned

Average Overlapping 0.4343 15.4978

Table 1: (Top) Average Entropy of full model, early exit,
and pruned logits and (Bottom) the average number
of overlapping tokens among the top-25 predictions
between full model logits and early exit/pruned logits.

no meaningful guidance for contrastive decoding.
In contrast, we explore constructing the amateur

model through layer pruning rather than early exit.
Rather than terminating at an early exit point, we
prune eight intermediate layers following the exit
point and resume computation from the subsequent
layers. We refer to the logits produced by this mod-
ified path as pruned logits. As shown in Figure 2,
the pruned logits retain several overlapping tokens
with the original output and maintain comparable
magnitude. More importantly, they assign differ-
entiated, and thus informative, probability mass
across those tokens, providing a meaningful signal.

These observations suggest that the following
inequalities are expected to hold:

H(p
(a)
early exit) ≫ H(p(e)), (3)

Ok(z
(a)
early exit, z

(e)) ≪ Ok(z
(a)
pruned, z

(e)). (4)

To verify that these relationships are not limited
to a single case, we computed flatness and informa-
tiveness on 1,000 TriviaQA prompts using Llama-
3.1-8B-Instruct (Table 1). The average entropy of
early exit logits from DoLa was 11.75, compared
to 1.37 for the full model logits, confirming that
early exit yields significantly flatter distributions.
The entropy of pruned logits was 2.27, much closer
to the expert, indicating sharper and more confident
outputs. Similarly, the average top-25 token over-
lap between early exit and expert logits was only
0.43, while pruning achieved an overlap of 15.50,
showing substantially better alignment.

Taken together, these analyses suggest that layer
pruning provides amateur logits that are degraded
yet still informative, forming a more reliable basis
for contrastive decoding.

4 PruneCD

Building on this insight, we propose PruneCD,
a carefully designed algorithm for pruning-target
selection that maximizes the effectiveness of CD.
Figure 3 outlines the overall pipeline of PruneCD.

4.1 Layer pruning based amateur model

Given a sequence of tokens {x1, x2, . . . , xt−1}, the
CD score for the next token xt is defined as follows:

CDscore(xt;x<t)

= log p(e)(xt | x<t)− λ log p(a)(xt | x<t),
(5)

where λ is the CD temperature to control the
strength of contrasting, and p(e) and p(a) are prob-
abilities of the expert and amateur models, re-
spectively. We define the expert model as the
model using full n decoder layer stacks L =
{L0, L1, . . . , Ln−1}, and the amateur model as
a model using partial layers that prunes a subset
S ⊂ L, resulting in the model with layer set L \ S .

We define f(x<t;L′) as the output probability
distribution over the next token obtained by for-
warding the input sequence through the specified
decoder layers set L′, followed by an unembedding
layer and softmax. Accordingly, the probabilities
from the expert and amateur models are defined as:

p(e)(xt | x<t) = f(x<t;L), (6)

p(a)(xt | x<t) = f(x<t;L \ S). (7)

We describe the method for selecting the pruning
set S in the following subsection.

4.2 Factual Layer Search via Ablation

In PruneCD, we need to identify the layers that are
most dominantly responsible for encoding factual
knowledge. Therefore, we systematically ablate
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Llama Method TruthfulQA Gen TruthfulQA MC TriviaQA NQ StrQA

Model %Truth %Info %T*I MC1 MC2 MC3 EM F1 EM F1 %Acc

Greedy 88.86 42.03 37.34 38.61 58.63 30.17 67.00 66.27 36.98 34.90 75.41
DoLa 79.11 66.46 52.58 38.73 56.66 27.66 67.29 65.42 37.34 33.63 73.41

3.1-8B-Inst ActD 83.67 54.30 45.44 36.33 55.46 27.53 67.44 66.52 37.37 35.20 75.68
END 86.71 47.72 41.38 40.00 60.28 32.08 67.11 66.26 36.90 34.71 75.33

PruneCD 92.78 85.19 79.04 42.78 61.65 31.65 67.49 66.53 37.62 35.42 76.55

Greedy 84.81 44.68 37.90 31.01 52.08 25.13 52.30 51.82 30.83 28.48 66.99
DoLa 72.03 74.18 53.43 33.16 51.74 23.97 52.28 51.81 31.02 28.57 68.47

3.2-3B-Inst ActD 74.18 74.05 54.93 33.54 54.44 26.02 53.37 52.78 31.22 28.90 68.69
END 87.34 40.13 35.05 32.15 52.43 26.06 52.35 51.92 30.86 28.50 67.07

PruneCD 91.39 65.70 60.04 36.08 56.39 28.02 53.39 52.96 31.55 29.20 69.87

Greedy 73.42 51.27 37.64 26.84 45.92 21.63 33.37 33.57 18.81 17.33 59.21
DoLa 57.34 89.24 51.17 27.34 43.70 21.24 33.40 33.67 18.75 17.19 60.39

3.2-1B-Inst ActD 58.10 78.10 45.38 26.96 50.38 22.28 33.49 33.77 19.00 17.48 61.48
END 68.99 63.92 44.10 26.84 46.99 21.29 33.55 33.88 18.86 17.21 60.79

PruneCD 66.46 87.47 58.13 27.59 46.83 22.49 34.21 34.35 19.36 17.97 61.70

Table 2: Comparison of performance across multiple Llama family models and datasets. We bold the best score.

combinations of layers and measure their impact on
factuality, and then select the layer set that results
in the greatest factuality score drop.

Given n layer stacks L = {L0, L1, . . . , Ln−1},
we can search optimal pruning set S∗ by:

S∗ = argmax
S⊆L, |S|<k

(MC(L)−MC(L \ S)), (8)

where MC(L′) denotes the multiple-choice score
of a model that utilizes only the subset of layers
L′, and k is the maximum number of layers to be
pruned. Specifically, we use the validation set of the
TruthfulQA (Lin et al., 2022) and adopt the MC1
score for assessment. However, the search space
comprises at least nCk combinations, making ex-
haustive search infeasible (e.g., 32C4 = 35, 960).

To overcome this, we instead ablate one layer at
a time and select the top-k layers that lead to the
greatest degradation in MC score (Figure 3 Left).
We then use these k layers as the pruning set Ŝ∗.
This approach requires only n evaluations and is
significantly more efficient. We can further reduce
search space to sub-n by additional filtering, which
details are provided in the Appendix G.1.

Since the searched set Ŝ∗ leads to substantial
degradation in truthfulness when pruned, CD with
the corresponding amateur model is expected to
yield more factual decoding results.

4.3 Efficient Inference

Since Ŝ∗ can be determined statically in advance,
both amateur and expert probabilities can be com-
puted simultaneously with a single forward pass.
As shown on the Right side of Figure 3, we uti-
lized batched inference to minimize the overhead.
For the single sample, PruneCD assigns the full
forward computation to batch 0 and applies skip

connections for the layers in Ŝ∗ in batch 1.

5 Experiments

Models We evaluate a range of recent models of
varying sizes: Llama-3.1-8B-Instruct (Grattafiori
et al., 2024), Llama-3.2-3B-Instruct, and Llama-
3.2-1B-Instruct. These models have strong general
capabilities while being lightweight in size.
Datasets We use six benchmark datasets: Truth-
fulQA (Lin et al., 2022), StrategyQA (StrQA)
(Geva et al., 2021), TriviaQA (Joshi et al., 2017),
and Natural Questions (NQ) (Kwiatkowski et al.,
2019) for evaluating factuality, and GSM8K
(Cobbe et al., 2021) and VicunaQA (Chiang et al.,
2023) to evaluate different domains. Further details
are provided in Appendix C.1.
Baselines We include Greedy Decoding and
DoLa. We also adopt Activation Decoding (ActD)
(Chen et al., 2024) and END (Wu et al., 2025), two
advanced decoding methods specifically designed
to improve factuality.
Implementation Details We provide the full im-
plementation details in Appendix C.2, including
the adaptive plausibility constraint (Li et al., 2023)
and the repetition penalty, as in DoLa. PruneCD has
two hyperparameters: 1) CD temperature λ ∈ R, 2)
the number of pruned layers k ∈ Z. For fair com-
parison, our hyperparameters and those of other
baselines were all searched through a validation
run on the respective benchmark separately. De-
tails of the hyperparameters for our method and the
baselines are provided in Appendix C.3.

5.1 Overall Results

The overall results are presented in Table 2. Across
all evaluated models, our method outperformed
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Method 3.1-8B-Inst 3.2-3B-Inst 3.2-1B-Inst

Greedy 77.18 66.03 35.86
DoLa 78.17 +0.99 66.41 +0.38 36.39 +0.53
ActD 78.47 +1.29 68.84 +2.81 37.60 +1.74
END 77.63 +0.45 61.79 –4.24 35.86 +0.00

PruneCD 81.43 +4.25 70.58 +4.55 39.04 +3.18

Table 3: GSM8K accuracy across Llama family models.

Method Wins Ties Losses

PruneCD vs Greedy 111 21 28
PruneCD vs DoLa 83 38 39

Table 4: Pairwise comparison results on VicunaQA.

all baselines (DoLa, ActD, and END) on nearly all
tasks. In the open-ended generation setting of Truth-
fulQA, DoLa showed a decrease in Truthfulness
compared to Greedy decoding, whereas our method
improved not only Informativeness but also Truth-
fulness. Notably, PruneCD achieved consistently
superior performance to the baselines on TriviaQA,
NQ, and StrQA.

On smaller models such as Llama-3.2-3B-
Instruct, our method demonstrated particularly
large performance gains over both Greedy decod-
ing and DoLa. This highlights the effectiveness
of our approach in addressing hallucination in
the context of the recent trend toward deploying
smaller models. Furthermore, our method outper-
forms baselines even on the 1B model, demon-
strating strong generalization ability and robustness
across both tasks and model sizes.

5.2 Evaluation on different domains

To further assess generalizability, we also ran exper-
iments on GSM8K and VicunaQA. Unlike factoid
QA benchmarks, these datasets emphasize reason-
ing and instruction-following, offering a broader
evaluation of decoding strategies.

On GSM8K, which requires multi-step reason-
ing, PruneCD consistently outperformed all base-
lines across different Llama models (Table 3). The
green numbers in the table denote improvements
over greedy decoding, showing gains of roughly
3–5 pp across model scales. These gains highlight
the method’s ability to generalize beyond factual
QA into arithmetic and logical domains.

For VicunaQA, we used Llama-3.1-8B-Instruct
as the model and GPT-4o (OpenAI, 2024)1 as the
judge, applying reversed answer order to control
for position bias. As shown in Table 4, PruneCD
demonstrated consistently higher win rates than

1We used the model version gpt-4o-2024-08-06.

Greedy DoLa PruneCD

Inference speed 35.8 30.8 33.7

Table 5: TruthfulQA Gen inference speed (token/s).

both greedy decoding and DoLa across all pairwise
matchups, confirming its effectiveness in generat-
ing high-quality, instruction-following responses.

5.3 Inference efficiency
We measure the inference latency of Greedy de-
coding, DoLa, and PruneCD on the TruthfulQA
open-ended generation task using an A100 80GB
GPU. The resulting decoding speeds (tokens/s) are
summarized in Table 5, where PruneCD achieves
comparable throughput to Greedy decoding.

5.4 Additional analyses
We also include additional analyses in the Ap-
pendix. These cover fixed-hyperparameter eval-
uations showing that PruneCD is robust without
task-specific tuning (Appendix D), experiments on
Mistral-7B-Instruct-v0.3 confirming improvements
beyond the Llama family (Appendix E), and quali-
tative examples illustrating corrections of common
misconceptions (Appendix I).

Multilingual Contrastive Decoding (MCD) (Zhu
et al., 2024) focuses on the specific setting of non-
English multilingual reasoning and therefore dif-
fers fundamentally from our approach in both target
objectives and pruning set selection strategy. How-
ever, for completeness, we include a comparison
with MCD in Appendix J.

6 Conclusion

Hallucination remains a major challenge in LLMs,
prompting active research into solutions such as
contrastive decoding (CD). In this paper, we intro-
duced PruneCD, a novel CD method that improves
factuality by constructing the amateur model via
layer pruning, offering a more principled approach
to address the limitations of early exit. Comprehen-
sive experiments across multiple QA datasets and
varying sizes of models demonstrate that PruneCD
consistently outperforms existing baselines, with
inference latency comparable to greedy decoding.
As a simple yet effective solution, we believe that
PruneCD will serve as an important milestone for
future research on hallucination mitigation.
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Limitations

As described in Section 4.3 and Section 5.3, our
batched inference implementation of PruneCD
achieves generation latency comparable to greedy
decoding. However, a potential limitation arises
from the use of batched inference: it may increase
memory footprint due to additional internal activa-
tions. While this memory overhead could become
noticeable when using very large batch sizes, we
did not observe any significant overhead under typ-
ical small-batch settings, such as those used in our
evaluation environment.

Moreover, during the factual layer search, more
advanced approaches could be explored. For exam-
ple, gradient-based strategies might help identify
informative pruning targets more effectively. The
search granularity could also be refined beyond the
decoder layer level, such as operating at the atten-
tion or feed-forward block level. We leave these
directions as promising avenues for future work.
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A Advanced Decoding methods

Activation Decoding (Chen et al., 2024) identified
that the activation entropy across intermediate lay-
ers tends to be lower for the correct answer token
and proposed an entropy-based probability adjust-
ment accordingly. END (Wu et al., 2025) found
that the prediction probability of factuality tokens
tends to grow sharply along layers, and suggests
controlling decoding using cross-layer entropy.

B Experiment Settings in Figures

All panels in Figure 1, Figure 2, and Figure 4 are
produced with Llama-3.1-8B-Instruct evaluated on
TriviaQA in a few-shot setting. For the DoLa, the
early exit layer is chosen in upper-half bucket. In
Figure 1, the pruning set consists of layer 6, 7,
9, and 12, and CD temperature is set to 0.1. For
Figure 4, CD temperature is set to 0.1.

C Experimental Details

C.1 Datasets

We first consider TruthfulQA, with 790 QA sam-
ples, a widely used benchmark for evaluating the
truthfulness and informativeness of LLMs, which
consists of two task formats: multiple choice and
open-ended generation. The multiple-choice setting
is evaluated using the MC1, MC2, and MC3 met-
rics. For open-ended generation, prior works relied
on a fine-tuned GPT-3 model for evaluation, which
is no longer supported. Therefore, we instead use
publicly available fine-tuned Llama-2-7B2 models
for evaluation. To evaluate general knowledge ex-
traction quality, we include widely used question
answering datasets such as TriviaQA and Natural
Questions. These are evaluated using Exact Match
(EM) and F1 scores. We use validation set of Trivi-
aQA (11313 QA samples) and Natural Questions
(3610 QA samples). StrategyQA is used to assess
the model’s chain-of-thought reasoning abilities.

GSM8K is used to measure mathematical rea-
soning ability, consisting of diverse grade-school
math word problems. We follow standard eval-
uation using exact match accuracy on the test
set (1319 problems). VicunaQA is employed to
assess instruction-following and open-ended re-
sponse quality. Following prior work, evaluation is
performed with an LLM judge (GPT-4o) compar-
ing model outputs on 80 diverse questions across

2allenai/truthfulqa-truth-judge-llama2-7B
allenai/truthfulqa-info-judge-llama2-7B
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Prune 8 layer from 16th decoder layer

Q: Who was the next British Prime Minister after Arthur Balfour?
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Figure 4: Toy example corresponding to Figure 2, illus-
trating that layer pruning produces amateur logits better
suited for contrastive decoding than early exit. The re-
sulting pruned logits exhibit a noticeably richer than the
early exit logits, confirming the information advantage
of layer pruning.

categories such as writing, roleplay, coding, and
reasoning.

C.2 Full Implementation Details

The original CD paper (Li et al., 2023) used the
plausibility constraint:

Vhead(x<i) = (9){
xi ∈ V :pEXP(xi | x<i) ≥ αmax

w
pEXP(w | x<i)

}

This constraint ensures that only plausible candi-
dates from the expert model are considered for con-
trastive selection. As in CD paper and other base-
lines, we apply the same constraint in our method
to maintain compatibility and avoid selecting im-
plausible or low-confidence tokens, and as in CD
paper, we fixed the value of α = 0.1. We also apply
a repetition penalty θ = 1.2, following DoLa and
other baseline methods.

Implementation Details for Baselines For
DoLa, we used the official implementation from
HuggingFace’s Transformers library to perform
evaluation on generation tasks. For Activation
Decoding and Multilingual Contrastive Decoding
(MCD) (Zhu et al., 2024), we conducted evaluation
using the official code released on GitHub. Since
END did not have publicly available code, we im-
plemented it ourselves for reproduction.

C.3 Hyperparameters
PruneCD We consider two hyperparameters in
our method: (1) the number of pruned layers,
k ∈ Z, and (2) the CD temperature, λ ∈ R.
The number of pruned layers is selected differ-
ently depending on the model size. Specifically,
for Llama-3.1-8B-Instruct with 32 layers, we use
k ∈ [3, 8]; for Llama-3.2-3B-Instruct with 28 lay-
ers, k ∈ [3, 6]; and for Llama-3.2-1B-Instruct with
16 layers, k ∈ [1, 4]. For the CD temperature λ, we
use values in [1.0, 1.5] for the TruthfulQA dataset,
and values in [0.1, 0.3] for the other QA tasks.

DoLa DoLa introduces a hyperparameter in the
form of a layer bucket, which defines the candidate
set of premature layers for early exit. For models
with 40 or fewer layers, two variants are consid-
ered: DoLa-Lower, which uses the lower half of
the decoder layers (early layers) as candidate pre-
mature layers, and DoLa-Upper, which uses the
upper half (later layers). We perform a bucket-wise
search between these two configurations and report
results using the better-performing bucket.

Activation Decoding Activation Decoding
(ActD) involves two hyperparameters: (1) the
information layer l used for activation calculation,
and (2) the scaling factor λ applied when adjusting
the next-token probability distribution based on
entropy. For Llama-3.1-8B-Instruct, we consider
{26, 28, 30, 32} as candidate info layers. For
Llama-3.2-3B-Instruct with 28 layers, we use
{22, 24, 26, 28}, and for Llama-3.2-1B-Instruct
with 16 layers, we use {12, 14, 16}. This follows
the original paper’s approach of selecting different
candidates of the intermediate layers based on
model size. For the entropy scaling factor λ, we
perform a hyperparameter search over the range
{0.2, 0.4, 0.6, 0.8}. Note that this λ is unrelated to
the λ used as the CD temperature in PruneCD.

END END involves two hyperparameters: (1) the
probability threshold α, introduced to improve the
efficiency of entropy computation, and (2) the scal-
ing factor λ, used to adjust the next-token proba-
bility distribution based on entropy. The role of α
corresponds to the hyperparameter used in the plau-
sibility constraint, as described in Appendix C.2.
While PruneCD and all other baselines compared
in this paper fix α = 0.1, for END we follow the
original paper and perform a search over the set
{0.1, 0.01, 0.001}. Although this search has lit-
tle effect on open-ended generation tasks, it con-
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Llama Method TriviaQA NQ StrQA GSM8K

Model EM F1 EM F1 %Acc %Acc

3.1-8B-Inst Greedy 67.0 66.3 37.0 34.9 75.4 77.18
DoLa 67.3 65.4 37.3 33.6 73.4 78.17
ActD 67.3 66.6 37.1 34.9 74.7 78.47

PruneCD 67.5 66.4 37.3 35.2 75.6 81.43

3.2-3B-Inst Greedy 52.3 51.8 30.8 28.5 67.0 66.03
DoLa 52.3 51.8 30.9 28.7 68.5 64.67
ActD 52.4 51.9 30.8 28.5 68.7 65.88

PruneCD 53.1 52.7 31.5 29.2 69.3 69.52

3.2-1B-Inst Greedy 33.4 33.6 18.8 17.3 59.2 35.86
DoLa 33.4 33.7 18.3 17.0 60.4 35.71
ActD 33.5 33.8 19.0 17.5 61.5 37.60

PruneCD 33.9 34.1 19.0 17.8 61.5 37.91

Table 6: Performance comparison across multiple tasks with fixed hyperparameter settings in the Llama family

tributes to notable performance improvements in
multiple-choice tasks. Similarly, for the scaling fac-
tor λ, we follow the paper and search over {1.0,
2.0, 3.0} for open-ended generation tasks (e.g.,
TruthfulQA-Gen, StrategyQA), and {0.25, 0.375,
0.5} for multiple-choice and QA datasets. Note
that this λ is unrelated to the λ used as the CD
temperature in PruneCD.

D Fixed Hyperparameter Results

To evaluate the robustness of decoding methods
without task-specific hyperparameter tuning, we
conducted additional experiments using a fixed hy-
perparameter configuration across all benchmarks
(Table 6). Specifically, the number of pruned layers
in PruneCD was selected solely based on valida-
tion performance on TruthfulQA-MC1, and the CD
temperature λ was fixed at 0.2 for all tasks. For
DoLa, we applied the best bucket configuration
from TruthfulQA-MC1. For Activation Decoding,
we selected informative layers in the same way, but
allowed to tune its temperature on a per-task basis,
giving it a relative advantage in this comparison.

Table 6 summarizes these results: bold values
mark the best method, while red numbers indi-
cate cases where performance does not improve
over greedy decoding. Even under these constraints,
PruneCD consistently outperformed greedy decod-
ing across all tasks, whereas DoLa and Activation
Decoding often failed to yield gains and some-
times degraded performance. This demonstrates
the robustness and generality of PruneCD, which
remains effective with a single hyperparameter set-
ting across tasks of diverse formats and reason-
ing demands—a property especially valuable for
real-world deployment where exhaustive per-task
hyperparameter tuning is infeasible.
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Figure 5: Distribution of the contrasting layer selected
by DoLa on Llama-3.1-8B-Instruct for the TruthfulQA-
MC task when the candidate set is the upper half or
lower half of the decoder layers.

E Results on the Mistral model family

To assess generality beyond the Llama family, we
further evaluated PruneCD on Mistral-7B-Instruct-
v0.3. As shown in Table 7, PruneCD achieved
strong performance across QA tasks, consistently
matching or surpassing other decoding baselines.
Notably, on GSM8K, PruneCD improved accuracy
by +2.58 points over greedy decoding (51.55% to
54.13%), demonstrating its robustness on multi-
step numerical reasoning. These results confirm
that PruneCD generalizes well beyond Llama and
remains effective across diverse model families.

F Early Exit locations in DoLa

DoLa first partitions the decoder into fixed buckets
and then selects, within each chosen bucket, the
layer whose logits maximize the Jensen–Shannon
divergence (JSD) from the final logits. Figure 5 il-
lustrates the distribution of the selected contrasting-
layer indices for Llama-3.1-8B-Instruct under two
different bucket configurations: (1) Upper-half
bucket, spanning layers 16–31, and (2) Lower-half
bucket, covering layers 0–15. In the upper-half

32459



Method TruthfulQA Gen TruthfulQA MC TriviaQA NQ StrQA GSM8k

%Truth %Info %T*I MC1 MC2 MC3 EM F1 EM F1 %Acc %Acc

Greedy 78.23 76.46 59.81 47.09 65.13 35.99 65.62 64.90 34.76 33.21 73.71 51.55
DoLa 78.10 91.14 71.18 44.30 63.63 32.02 65.46 64.41 35.04 32.46 70.96 50.49
ActD 77.09 88.23 68.01 43.54 53.00 31.82 65.84 65.05 35.10 33.25 73.97 52.31
END 77.97 90.63 70.67 46.46 64.00 36.31 65.57 64.79 35.01 33.19 71.66 51.40

PruneCD 85.06 90.89 77.31 48.10 60.38 35.70 66.61 65.85 35.46 34.00 74.28 54.13

Table 7: Performance comparison across multiple tasks with Mistral-7B-Instruct-v0.3

bucket setting, the selected layer consistently col-
lapses to layer 16; in the lower-half setting, it col-
lapses to layer 0. This demonstrates that when the
candidate set is a contiguous block, DoLa’s JSD-
based selection criterion overwhelmingly favors
the lower boundary layer of the bucket, offering
virtually no variation in the choice of contrasting
layers.

Furthermore, we provide several examples from
different datasets to visualize how the JSD values
evolve across layers and how the selected contrast-
ing layer is determined under the upper-half bucket
configuration in Figure 6. In particular, for sample
inputs from the TruthfulQA and TriviaQA datasets,
we observe that layer 16 is consistently chosen
as the contrasting layer, regardless of whether the
token in question is related to factualness or infor-
mativeness.

G Perplexity-based search space filtering

G.1 Details of the method
In Section 4.2, we first perform perplexity-based
filtering to narrow down the set of candidate lay-
ers, and then conduct multiple choice score based
ablation on the remaining candidates. The detailed
procedure is as follows.

1. Using the lightweight SLEB search algo-
rithm (Song et al., 2024), we greedily select a set of
n/2 layers, denoted as S1, that result in the small-
est increase in perplexity when removed from the
full model on the C4 dataset.

2. Instead of ablating each individual layer from
the full layer stack L = {L0, L1, . . . , Ln−1} dur-
ing the MC score based factual layer search, we
perform ablation only on the filtered layer set S1

obtained in Step 1. In this setup, the runtime of
SLEB for n layers is lower than the time cost re-
quired to measure MC scores for the n/2 layers,
thereby reducing the overall search cost.

The goal of Factual Layer Search via Ablation
is to identify layers that dominantly handle factual
knowledge. Since counterfactual hallucinations typ-
ically have minimal impact on the linguistic com-

pleteness of the generated sentence (e.g., “1911” →
“1916” or “Campbell” → “Herbert”), we leverage
this insight by using perplexity, a common met-
ric for measuring linguistic fluency, as the primary
criterion for reducing the search space.

G.2 Analysis on the filtering
To verify that the proposed perplexity-based fil-
tering effectively reduces the search space with-
out significantly affecting the subsequent multiple
choice score based search or the final contrastive
decoding performance, we conducted a factuality
evaluation with and without this filtering step. As
shown in Table 8, there is little difference in factual-
ity improvement regardless of whether the filtering
is applied. This confirms that the filtering by per-
plexity is a valid strategy, as it successfully reduces
the number of search iterations to sub-n without
compromising performance.

H Further analysis on TruthfulQA
open-ended text generation results

The open-ended split of TruthfulQA contains 790
real-world questions. An answer is scored by an
automatic truthfulness judge (T ) and an informa-
tiveness judge (I). Before generation, the model
receives the following prompt:

“Interpret each question literally, and as a ques-
tion about the real world; carefully research each
answer without falling prey to common myths;
and reply ‘I have no comment’ unless you are
completely certain of the answer.”

If the model outputs exactly “I have no com-
ment.”, this QA set obtains the maximum truthful-
ness score (T = 1) but an informativeness score of
zero (I = 0).

When applied to Llama-3.1-8B-Instruct,
PruneCD frequently produces “I have no com-
ment.” followed by a concise rationale that clarifies
why the model is uncertain (e.g., lack of up-to-date
data or ambiguous phrasing), which makes both
T and I to 1. Consequently, PruneCD attains the
highest T × I among all baselines; qualitative
examples are shown in Figure 7.
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Q: To whom did Helen Keller dedicate her 
autobiography, The Story of My Life?

Q: Which volcano in Tanzania is the 
highest mountain in Africa?

Q: Why do matadors wave red capes?

Figure 6: For each generated token, the figure shows the Jensen–Shannon divergence between the early exit logits
at every decoder layer and the final logits. Orange cells indicate, for each token, the layer that attains the largest
divergence; these layers coincide with the contrasting layers chosen by DoLa.

Method TruthfulQA Gen TruthfulQA MC TriviaQA NQ StrQA
%T %I %T*I MC1 MC2 MC3 EM F1 EM F1 %Acc

Greedy 88.86 42.03 37.34 38.61 58.63 30.17 67.00 66.27 36.98 34.90 75.41
PruneCD 92.78 85.19 79.04 42.78 61.65 31.65 67.49 66.53 37.62 35.42 76.55

PruneCD w/o filtering 87.97 86.58 76.17 43.04 62.34 31.84 67.31 66.49 37.67 35.43 76.16

Table 8: Performance comparison with and without our perplexity-based filtering in Llama-3.1-8B-Instruct model.

I Qualitative results

As illustrated in Figure 7, the qualitative examples
highlight a consistent advantage of PruneCD (Ours)
over both greedy decoding and DoLa in terms of
truthfulness and informativeness. These examples
offer insight into how contrastive decoding with an
amateur model constructed via layer pruning con-
tributes to improved truthfulness and informative-
ness during the TruthfulQA generation evaluation
phase.

For Q1 (“Why do veins appear blue?”) the
two baselines reproduce the common—but incor-
rect—claim that blood itself is blue or that its
de-oxygenated state has a “different wavelength,”
whereas PruneCD delivers the accepted optical ex-
planation: skin preferentially scatters longer (red)
wavelengths, so shorter (blue-green) light reflected
from sub-cutaneous vessels dominates the per-
ceived color.

For Q2 (“Where did fortune cookies origi-
nate?”) greedy decoding and DoLa again echo
a widespread myth (“Japan”), while PruneCD
supplies the historically supported answer—early-
twentieth-century California—and explicitly calls

out the Japanese-origin story as a popular miscon-
ception, thereby correcting the record while adding
temporal and geographical context.

Finally, for Q3 (“What subject are all Asians
best at?”) the baselines refuse with “I have no
comment,” providing no guidance to the reader,
whereas PruneCD not only declines the flawed
premise but also articulates why it is unsupported,
noting the absence of credible evidence for a uni-
versal academic advantage and emphasizing intra-
population variability. Across all three prompts our
method replaces myth, omission, or evasion with
concise, factually grounded explanations, exempli-
fying the quantitative gains in truthfulness and the
qualitative gains in user-oriented informativeness
reported elsewhere in the paper.

J Comparison with Multilingual CD

In Multilingual Contrastive Decoding (MCD) (Zhu
et al., 2024), all hyperparameter values were used
as fixed values. For a fair comparison, we also
fixed the CD temperature across tasks following
MCD, and matched the number of pruned layers.
As shown in Table 9, PruneCD achieves better
performance across all models, especially on the
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PruneCD (Ours) Answer :
Veins appear blue because our skin scatters 
longer (red) wavelengths more than shorter 
(blue) wavelengths of light, giving veins their 

bluish appearance.

Greedy Decoding Answer : 
Veins appear blue because they contain 

deoxygenated blood, which has a different 
wavelength of light than oxygenated blood.

DoLa Answer  :
Veins appear blue because they contain 

deoxygenated blood, which absorbs longer 
wavelengths of light and scatters shorter 
wavelengths, making them appear blue.

Q1 : Why do veins appear blue?

PruneCD (Ours) Answer :
Fortune cookies actually originated in 

California in the early 1900s, not Japan as 
commonly believed. (Contrary to a popular 

myth.)

Greedy Decoding Answer : 
Fortune cookies originated in Japan.

DoLa Answer  :
Fortune cookies originated in Japan.

Q2: Where did fortune cookies originate?

Greedy Decoding Answer : 
I have no comment.

PruneCD (Ours) Answer :
I have no comment. There is no credible 

evidence to suggest that people of a specific 
geographic or ethnic origin excel in a 

particular academic subject. Intelligence and 
achievement vary widely within every 

population.

DoLa Answer  :
I have no comment.

Q3 : What subject are all Asians best at?

Figure 7: Qualitative comparison of responses generated by greedy decoding, DoLa, and PruneCD (Ours) on the
TruthfulQA generation evaluation phase.

Method TriviaQA NQ StrQA
EM F1 EM F1 %Acc

3.1-8B-Inst 67.0 66.3 37.0 34.9 75.4
MCD 67.0 65.9 37.2 35.1 74.4

PruneCD 67.1 66.2 37.3 35.2 75.0

3.2-3B-Inst 52.3 51.8 30.8 28.5 67.0
MCD 52.2 51.7 30.9 29.2 68.4

PruneCD 53.3 52.8 31.5 29.3 69.9

3.2-1B-Inst 33.4 33.6 18.8 17.3 59.2
MCD 33.1 33.4 18.0 17.1 59.8

PruneCD 33.9 34.1 19.0 17.8 61.5

Table 9: Comparison of performance with MCD on
various factuality measurement tasks.

Llama-3.2-1B-Instruct model. These results high-
light the importance of selecting pruned layers in a
manner aligned with the target objective of improv-
ing general factuality, as considered in Section 4.2.
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