
Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 32161–32175
November 4-9, 2025 ©2025 Association for Computational Linguistics

Text Detoxification: Data Efficiency, Semantic Preservation and Model
Generalization

Jing Yu1*, Yibo Zhao1*, Jiapeng Zhu1,
Wenming Shao2, Bo Pang2, Zhao Zhang1, Xiang Li1†

1School of Data Science and Engineering, East China Normal University
2Shanghai EastWonder Info-tech Co., Ltd.

Abstract

The widespread dissemination of toxic con-
tent on social media poses a serious threat to
both online environments and public discourse,
highlighting the urgent need for detoxification
methods that effectively remove toxicity while
preserving the original semantics. However,
existing approaches often struggle to simulta-
neously achieve strong detoxification perfor-
mance, semantic preservation, and robustness
to out-of-distribution data. Moreover, they typi-
cally rely on costly, manually annotated parallel
corpora while showing poor data efficiency. To
address these challenges, we propose GEM, a
two-stage training framework that jointly opti-
mizes Model Generalization, Data Efficiency,
and Semantic Preservation. We first per-
form supervised fine-tuning on a small set of
high-quality, filtered parallel data to establish
a strong initialization. Then, we leverage un-
labeled toxic inputs and a custom-designed re-
ward model to train the LLM using Group Rela-
tive Policy Optimization. Experimental results
demonstrate that our method effectively mit-
igates the trade-offs faced by previous work,
achieving state-of-the-art performance with
improved generalization and significantly re-
duced dependence on annotated data. Our
code is available at https://github.com/
allacnobug/Detoxification-of-Text.

Disclaimer: This paper describes toxic and dis-
criminatory content that may be disturbing to some
readers.

1 Introduction

With the rapid growth of online media platforms,
an increasing number of users engage in discus-
sions and debates. These interactions often contain
toxic content, such as insults, discrimination, or
hate speech, which poses significant threats to the
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Figure 1: This example demonstrates that the current
methods fail to balance detoxification and semantic
preservation. DetoxLLM and YOPO are representa-
tive mainstream approaches, as introduced in Sec. 2.

digital environment and user experience (Müller
and Schwarz, 2021, 2023; Bursztyn et al., 2019; Du,
2023; Cao et al., 2023). Current moderation mecha-
nisms primarily rely on blocking or removing such
content, which can lead to false positives and is
widely criticized for infringing on freedom of ex-
pression and distorting public discourse (Tworek,
2021; Habibi et al., 2024). As a result, a key re-
search challenge has emerged: how to automati-
cally rewrite toxic content into harmless language
while preserving the original stance and intent?

Previous work on this problem has primarily em-
ployed relatively small models such as T5 (Laugier
et al., 2021; Dale et al., 2021; He et al., 2024) and
BART (Logacheva et al., 2022). However, toxic
content often involves complex semantics and ex-
hibits highly variable styles, leading to frequent
out-of-distribution (OOD) scenarios. Due to their
limited capacity for semantic understanding and
generalization, these smaller models struggle to
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produce high-quality rewrites, resulting in subopti-
mal performance. Moreover, as illustrated in Fig. 1,
previous approaches often fail to strike a balance
between detoxification and semantic preservation.
For example, DetoxLLM (Khondaker et al., 2024)
achieves effective detoxification but retains little
of the original meaning, undermining the rewritten
text’s utility in maintaining meaningful community
discourse. In contrast, YOPO (He et al., 2024)
largely preserves the original semantics, but its
detoxification accuracy is relatively low, allowing
toxic content to persist in the community.

The rapid progress of large language mod-
els (LLMs) in recent years offers new insights into
this problem. Thanks to their strong semantic un-
derstanding and generalization capabilities, LLMs
are particularly well-suited for the task of rewriting
toxic content. Motivated by this, we explore lever-
aging LLMs to effectively transform toxic inputs
into harmless yet semantically equivalent outputs.
Yet, due to the alignment process with human val-
ues during the post-training phase, LLMs tend to
be highly sensitive to toxic content (Zhang et al.,
2024; Zhao et al., 2024). As a result, naive ap-
proaches based on prompt engineering or few-shot
learning often fail to generate outputs. Even when
outputs are generated, LLMs frequently restruc-
ture the entire input, which may cause unnecessary
alterations and loss of original meaning. To over-
come this limitation, it is necessary to fine-tune the
model specifically for the detoxification task.

However, manually annotating toxic content is
both costly and ethically sensitive. Existing pub-
lic datasets for toxic content rewriting are limited
in size and often suffer from inconsistent quality,
with frequent deviations from the original stance.
Directly applying supervised fine-tuning (SFT) on
such noisy data may lead to a garbage in, garbage
out effect. Moreover, since SFT primarily encour-
ages memorization rather than generalization (Chu
et al., 2025), it may further limit the model’s per-
formance. Inspired by the recent success of rein-
forcement learning in post-training large language
models (Shao et al., 2024; Yu et al., 2025), we
explore reinforcement learning as a more robust al-
ternative for aligning LLMs with the detoxification
objective in an annotation-free manner. Specifi-
cally, we first perform SFT using a small amount
of carefully filtered, high-quality data to establish
a solid initialization. Then, we leverage unanno-
tated toxic inputs and train the model using GRPO,
guided by a reward function that jointly considers

semantic similarity and detoxification quality. This
two-stage training paradigm, GEM, enables us to
achieve performance surpassing existing state-of-
the-art (SOTA) methods using only a fraction of
the annotated data, and demonstrates strong gener-
alization on out-of-distribution (OOD) benchmarks.
Our main contributions can be summarized as fol-
lows:
• Data-efficient detoxification: We propose a

training framework that achieves the best per-
formance using only 20% of the annotated data,
significantly reducing reliance on costly human
annotations.

• Balancing detoxification performance and se-
mantic preservation: We are the first to simul-
taneously optimize for both detoxification ef-
fectiveness and semantic consistency, achieving
state-of-the-art performance across multiple base-
line comparisons.

• Strong OOD performance: We are the first to
introduce GRPO-based reinforcement learning
into the toxic content rewriting task, improving
generalization and robustness to the diverse and
evolving nature of toxic language.

2 Related Works

Existing detoxification methods can be broadly cat-
egorized into two groups: unsupervised and su-
pervised approaches.

Unsupervised methods rely on non-parallel
datasets. Such datasets are relatively easy to col-
lect, as they do not require one-to-one semantic
alignment. Representative works in this category
include ParaGeDi (Dale et al., 2021), which com-
bines a T5-based paraphraser for semantic preser-
vation with a GPT-2 discriminator to guide the
generation of non-toxic outputs. Another exam-
ple is CAE-T5 (Laugier et al., 2021), which frames
detoxification as a denoising auto-encoding task,
eliminating the need for parallel supervision alto-
gether. However, these methods typically suffer
from poor semantic preservation, often generating
outputs that deviate significantly from the original
intent, making them impractical for real-world use.

Supervised methods, on the other hand, depend
on parallel datasets, where each toxic sentence
is paired with a manually rewritten non-toxic ver-
sion that maintains the original meaning. While
parallel datasets can improve semantic preserva-
tion, their construction is prohibitively expensive,
and even manual rewriting does not ensure high-
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Figure 2: An overview of the GEM training pipeline, including data selection, cold start by supervised fine-tuning,
and reinforcement learning with GRPO.

quality data. A representative work in this category
is ParaDetox (Logacheva et al., 2022), which con-
structs a small-scale parallel corpus and trains a
model on it, outperforming unsupervised methods
in both fluency and faithfulness. Building on this,
YOPO (He et al., 2024) applies prompt tuning on
the same dataset to guide a T5 model for detox-
ification. COUNT (Pour et al., 2023) modifies
the loss function, allowing it to more intelligently
penalize toxic content while better preserving non-
toxic content. However, these methods are trained
on limited annotated data, resulting in insufficient
generalization and suboptimal performance. Dif-
fuDetox (Floto et al., 2023) extends supervised
learning with an unsupervised auxiliary task to en-
hance the fluency of generated text. However, this
method is less effective at preserving semantic con-
tent and exhibits limited generalization ability.

To address data scarcity, DetoxLLM (Khondaker
et al., 2024) leverages ChatGPT to generate large-
scale pseudo-parallel data, enabling the training of
a 7B-parameter LLM and achieving state-of-the-
art results at the time. However, the pseudo labels
often fail to preserve semantic fidelity, as Chat-
GPT tends to detoxify by rewriting entire sentences,
which in turn leads to suboptimal semantic preser-
vation in the final model. Moreover, DetoxLLM is
costly and still struggles with generalization, par-
ticularly under OOD settings, limiting its appli-
cability in diverse real-world scenarios. Besides

the training-based methods, XDetox (Lee et al.,
2024) proposes a new paradigm relying on several
pre-trained models to identify toxic tokens, fill in
non-toxic words, and select the least toxic sentence.

In contrast to existing approaches, our work in-
troduces reinforcement learning into the detoxifica-
tion task, addressing both efficiency and quality. In
addition, we note that text detoxification is some-
times conflated with broader research on the safety
of LLMs. However, the two lines of work are dis-
tinct. Detoxification focuses on controlled rewrit-
ing of toxic inputs into non-toxic yet semantically
consistent outputs, whereas LLM safety research
primarily addresses the prevention of harmful con-
tent in open-ended text generation (Krause et al.,
2021; Liu et al., 2021; Maheswaran et al., 2024).
Moreover, some studies (Ma et al., 2025) uncover
covertly toxic expressions by rewriting them into
explicitly toxic forms for better detection perfor-
mance. In contrast, our task aims to mitigate tox-
icity while preserving meaning, highlighting its
unique position within the broader landscape of
responsible language technologies.

3 Methodology

Inspired by the recent success of reinforcement
learning in the post-training of LLMs, GEM con-
sists of two main stages: a supervised fine-tuning
(SFT) cold start and subsequent annotation-free op-
timization guided by a designed reward function
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combining the detoxification quality and the se-
mantic preservation. The whole process is demon-
strated in Fig. 2. To facilitate a clear presenta-
tion of our method, we define a parallel dataset
as D = {(s1, s′1), · · · , (sn, s′n)}, where si denotes
a toxic input sample and s′i is its corresponding
human-annotated detoxified version.

3.1 Cold Start

To help the model better follow task instructions
and gain a preliminary understanding of our detoxi-
fication objective, we first perform supervised fine-
tuning. However, to avoid overfitting the model to
exact input-output mappings, which could reduce
diversity during exploration and hinder reinforce-
ment learning, we randomly sample a small subset
of the parallel dataset for SFT rather than using the
full data, denoted as Dsampled.

Given the limited amount of data used in the
cold-start stage, data quality becomes particularly
crucial. Therefore, we apply a data filtering process
to the sampled subset to ensure the reliability and
effectiveness of the supervision signal. Specifically,
some samples in the training data exhibit signifi-
cant semantic drift between the original toxic input
and its detoxified counterpart. To mitigate this, we
introduce a semantic similarity threshold α. We
first leverage a pre-trained Sentence-BERT model
to encode both si and s′i, and then calculate the sim-
ilarity score. Pairs with similarity scores above α
are retained, while those below are discarded. This
filtering step ensures that the supervision signal
in the SFT stage maintains semantic consistency,
providing a reliable foundation for subsequent re-
inforcement learning. Formally, the above filtering
process is defined as Eq. (1).

Dfiltered = {(si, s′i) ∈ Dsampled | sim(si, s
′
i) ≥ α}

(1)
After the data filtering step, we use the cleaned
dataset Dfiltered for instruction-tuned supervised
training. Specifically, for each pair (si, s

′
i) ∈

Dfiltered, we concatenate an instruction prompt with
the toxic input si as the model input, and use the
corresponding detoxified sentence s′i as the target
output. We fine-tune the model using LoRA to
efficiently adapt the base model parameters with
minimal computational overhead. Details of the
instruction prompt template and LoRA hyperpa-
rameters can be found in App. A.

3.2 Annotation-free Optimization
To enhance the model’s generalization ability, we
perform post-training using GRPO, an online re-
inforcement learning method that iteratively im-
proves the model using its own generated data
during training, guided by a reward function that
jointly captures both semantic similarity and detox-
ification quality. Before detailing GRPO, we first
introduce the design of the reward function, which
plays a central role in steering the learning process.

In our task, the ideal output should satisfy two
key criteria: (1) it must be detoxified, i.e., strong
detoxification quality, and (2) it must preserve the
semantic intent and stance of the original sentence,
i.e. faithful semantic preservation. To capture both
aspects, we define a composite reward function.

For detoxification quality, we train a BERT-
based classifier on a labeled dataset to distinguish
toxic and non-toxic sentences. The classifier out-
puts the probability that a given sentence is non-
toxic, which we denote as NonToxic(·). For seman-
tic preservation, we employ a pre-trained Sentence-
BERT model to compute the semantic similarity
between the generated output and the original sen-
tence, denoted as Sim(·, ·). We then define the final
reward for a generated output oi, conditioned on the
original toxic input si, as a weighted combination
of the two components:

R(si, oi) = λ · NonToxic(oi) + Sim(si, oi) (2)

Here, λ is a hyperparameter that balances the im-
portance of detoxification quality and semantic
preservation.

Following the reward guidance, we proceed to
train the model using GRPO. Specifically, our
method consists of four key steps.

Generation Completions: For each toxic sen-
tence si in the training set, we first use a unified
prompt template to instruct the model—initialized
via SFT and optimized during the GRPO stage—to
generate k candidate outputs. This results in a set of
pairs {(si, o1i ), (si, o2i ), · · · , (si, oki )}, where each
oji represents a potential detoxified version of si.
The details of the unified prompt template can be
found at App. A.

Advantage Computation: To stabilize train-
ing, we introduce a baseline strategy. Specifically,
for each toxic input si with k generated outputs
{o1i , o2i , · · · , oki }, we compute the corresponding
reward values {R(si, o

1
i ), · · · , R(si, o

k
i )}, denoted

as the reward distribution Rsi . We then normalize
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each reward by subtracting the mean and dividing it
by the standard deviation of this distribution. This
normalization reduces variance in the reward sig-
nal, providing a more stable training signal and
encouraging the model to generate outputs that out-
perform the average candidate for a given input.
The advantage function A(·, ·) can be formally de-
fined as Eq. (3), where µ(·) and σ(·) denote the
mean and standard deviation, respectively.

A(si, o
j
i ) =

R(si, o
j
i )− µ(Rsi)

σ(Rsi)
(3)

Following the GRPO, we assign the same advan-
tage score to all tokens within a sequence, i.e.,
Aj

i,t = A(si, o
j
i ), ∀t ∈ [1, 2, · · · , len(oji )].

KL Divergence Estimation: To prevent the
model from drifting too far from its initial distribu-
tion and collapsing during training, we incorporate
a token-level KL divergence penalty. Following the
GRPO framework, we adopt the k3 estimator as a
surrogate for the KL divergence term. The k3 loss
is particularly suitable for this setting, as it is both
unbiased and exhibits low variance, making it an
effective and stable choice for regularization during
policy optimization. Specifically, πθ(o

j
i,t|p, o

j
i<t)

and πref(o
j
i,t|p, o

j
i<t) denote the probabilities as-

signed to token oji,t by the current model and the
reference model, respectively, given the prompt p
and the previously generated token oji<t. Here, the
reference model refers to the model checkpoint ob-
tained after the cold-start SFT phase, serving as a
stable baseline to regularize the learning process.
The token-level KL divergence can be formally
described as Eq. (4).

DKL(πθ∥πref)ji,t = rji,t − 1− log rji,t (4)

where the policy ratio rji,t is Eq. (5):

rji,t =
πθ(o

j
i,t | p, o

j
i<t)

πref(o
j
i,t | p, o

j
i<t)

(5)

Loss Calculation: The objective of GRPO is
to maximize the advantage while constraining the
model to remain close to the reference policy,
thereby ensuring training stability. Following PPO
and GRPO, we adopt the clipped surrogate ob-
jective to ensure stable updates and prevent the
policy from deviating excessively from the refer-
ence model. The objective for each token is defined

as Eq. (6):

lji,t = min
(
rji,tA

j
i,t, clip(rji,t, 1− ϵ, 1 + ϵ)Aj

i,t

)

(6)
where the rji,t is the policy ratio defined in Eq. (5).

The clipping function clip(r, 1−ϵ, 1+ϵ) bounds
the policy ratio within a safe range, ensuring that
updates are conservative when the new policy sig-
nificantly diverges from the reference policy. This
mechanism helps to stabilize training and avoid
destructive policy shifts. Then, the KL divergence
between the current policy and the reference pol-
icy is added as a penalty regularization term, with
a hyperparameter β to control the strength. This
helps to further constrain the update policy from
deviating too far from the initial model, ensuring
training stability. Finally, the overall GRPO loss is
computed by first averaging the token-level losses
within each sequence, and then taking the mean
across all sequences in the batch. Formally, the
total loss L is defined as Eq. (7)

L = −1

k

k∑

j=1

1

|oji |

|oji |∑

t=1

(
lji,t − βDKL(πθ || πref)

j
i,t

)

(7)
After computing the final loss, we use it to update
a LoRA adaptor, enabling efficient fine-tuning. De-
tails of the prompts are provided in the App. A.

4 Experimental Evaluation

To thoroughly evaluate the effectiveness of GEM,
we conduct experiments under both in-domain and
out-of-domain settings, and compare GEM against
a wide range of strong baselines. In addition, we
conduct ablation studies to examine the contribu-
tion of each component.

4.1 In-domain Evaluation
4.1.1 Experiment Settings
Datasets. We conduct our experiments on the
high-quality human-annotated parallel dataset Pa-
raDetox, which contains approximately 11k sen-
tence pairs. Following the original split, we use
671 samples for testing. For SFT-based cold start,
we use 20% of the annotated training data, further
filtered to retain only examples with a similarity
score greater than α = 0.5 (Eq. (1)). The entire
training set (excluding reference rewrites) is used
as unlabeled input for GRPO.

Baselines. We compare our method with six
representative existing approaches: ParaDetox (Lo-
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gacheva et al., 2022), DetoxLLM (Khondaker et al.,
2024), YOPO (He et al., 2024), COUNT (Pour
et al., 2023), XDetox (Lee et al., 2024), and Dif-
fuDetox (Floto et al., 2023), along with two com-
monly used sequence-to-sequence models, T5 and
BART, fine-tuned on the full training dataset. To
address the limited use of LLMs in prior work,
we additionally include two methods using base
LLMs for comparison: five-shot prompting and su-
pervised fine-tuning on the full training set. Since
ParaDetox and DetoxLLM only release pretrained
models without training code, we directly eval-
uate their released checkpoints. Notably, since
DetoxLLM is trained on the DetoxLLM dataset,
its evaluation on ParaDetox serves as an out-
of-domain test, whereas its performance on the
DetoxLLM set in our OOD evaluation consti-
tutes an in-domain test. For YOPO, we use the
best hyperparameters reported by the authors to
train on the full dataset without a validation split.

Evaluation Metrics. Following ParaDetox, we
use the following evaluation metrics to assess
detoxification performance:
• Style Accuracy (STA) measures whether the

generated output is classified as “non-toxic” (1)
or not (0), indicating detoxification success. Fol-
lowing prior work, we use a RoBERTa-based
classifier trained on the Jigsaw dataset (Lo-
gacheva et al., 2022).

• Semantic Similarity (SIM) measures to what
extent the generated text preserves the meaning
of the original input. It is computed as the cosine
similarity between sentence embeddings of the
original and detoxified texts, using the model pro-
posed by Wieting et al. (2019), which is trained
on paraphrase pairs from the ParaNMT corpus to
produce high similarity scores for semantically
equivalent sentences.

• Fluency (FL) measures grammatical acceptabil-
ity, with 1 indicating acceptable and 0 otherwise.
It is computed using a RoBERTa-based classi-
fier trained on the CoLA dataset (Warstadt et al.,
2019), and reported as the proportion of accept-
able outputs, aligning with ParaDetox.

• Joint Score (J) is defined as the product of STA,
SIM, and FL. If either STA or FL is 0—indicating
failed detoxification or disfluent output—the J
score is 0. The final score is computed by aver-
aging the J scores across all samples, as Eq. (8).

J =

∑
(STA · SIM · FL)

|Dtest|
(8)

Our Method (GEM). To verify the generality
of our method across different backbone models,
we conduct training on two widely used instruction-
tuned LLMs: Llama3.1-8B-Instruct1 (Llama) and
Qwen2.5-7B-Instruct2 (Qwen). For semantic simi-
larity computation in the data selection stage, we
use the pre-trained all-miniLM-L6-v2 model3. For
the NonToxic score in the reward function, we train
a BERT-based binary classifier on the training set
to predict whether a generated sentence is toxic.
For hyperparameter choice, we sample 1,000 ex-
amples from the training set as a validation set for
hyperparameter selection in the SFT stage. In the
GRPO stage, we use the full training set without
annotations. To ensure fairness, we keep most hy-
perparameters fixed as default in trl framework
and include a sensitivity analysis in Sec. 4.6.

4.2 In-Domain Evaluation

Table 1: Evaluation results under the in-domain setting.
The best scores are highlighted in bold, and runners-up
are underlined. Italicized SIM and FL scores denote
that the metric was computed over valid outputs rather
than the entire test set.DetoxLLM, which is followed by
∗, means it is an OOD evaluation.

Model STA SIM FL J
Human reference 95.53 77.33 88.23 65.36

Baseline Models
ParaDetox 90.31 85.77 88.97 67.83
DetoxLLM∗ 95.38 59.15 97.62 54.70
YOPO 82.27 89.40 87.03 62.56
COUNT 90.46 85.03 87.28 67.39
XDetox 93.74 84.23 86.29 68.15
DiffuDetox 95.68 77.49 88.67 66.00
T5 SFT 62.74 88.64 88.25 46.89
BART SFT 87.18 86.68 89.12 66.40
Llama SFT 86.14 83.12 93.14 65.36
Qwen SFT 90.31 83.05 90.16 66.94
Llama five-shot 66.32 58.58 96.72 37.49
Qwen five-shot 89.12 75.23 96.42 63.91

Our models
GEM on Llama 95.98 82.39 88.38 69.61
GEM on Qwen 93.74 83.93 87.33 68.26

Tab. 1 presents the evaluation results of GEM,
various baselines, and human-annotated references.
Notably, both the fine-tuned T5 and Llama3.1-8B-
Instruct prompted in a few-shot setting occasionally

1https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct

2https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

3https://huggingface.co/LeoChiuu/
all-MiniLM-L6-v2
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refuse to generate responses. Specifically, they
refuse to respond to 41 and 213 examples out of
671, respectively. For fair evaluation, we treat these
refusals as failed detoxifications, i.e., assigning
an STA of 0. Since such refusals do not yield
meaningful outputs, we manually exclude them
when calculating FL and SIM. As the Joint Score
is defined as the product of STA, SIM, and FL,
refusals naturally result in a J score of 0, and thus
no additional processing is required. From the
table, we make the following observations:

(1) Our method achieves the best overall bal-
ance across all metrics. The models trained with
SFT+GRPO achieve the highest Joint Scores (J) of
69.61 and 68.26, outperforming all baselines. This
indicates that GRPO-based reinforcement learn-
ing not only enhances detoxification success (STA)
but also does so without compromising semantic
similarity (SIM) or fluency (FL). Notably, both
models surpass the human reference in J, under-
scoring their overall effectiveness. These results
are achieved using only 20% of the parallel data,
highlighting the data efficiency of our approach,
and suggesting that RL-based training can serve
as a promising solution for detoxification tasks,
especially under limited annotation.

(2) Strong detoxification performance often
comes at the expense of semantic fidelity. Several
baselines, especially DetoxLLM trained on pseudo-
parallel data, achieve high STA scores, demon-
strating strong detoxification ability. However,
this often comes at the cost of semantic fidelity—
reflected in their significantly lower SIM scores—
since pseudo-parallel data may not preserve the
original meaning. In contrast, our method explic-
itly incorporates a semantic similarity term in the
reward function, guiding the model to maintain
the original intent during rewriting. As a result, it
achieves both high STA and superior SIM scores,
even outperforming human rewrites in semantic
preservation.

(3) Fluency is saturated across models and
thus less discriminative at the top end. All meth-
ods achieve relatively high FL scores, comparable
to or exceeding human-level performance, indicat-
ing that pretrained language models are inherently
capable of producing grammatically well-formed
and fluent outputs. These results indicate that flu-
ency alone is not a sufficient indicator of detoxifica-
tion quality. Notably, our method maintains strong
fluency without explicit optimization for this met-
ric during training. This is likely attributed to the

clip function and KL divergence constraint in the
optimizing phase, which prevents the policy from
deviating too far from the reference model and thus
preserves its generation quality.

In summary, our method outperforms human an-
notators across all four metrics on a dataset with
high-quality annotations and achieves higher se-
mantic preservation while maintaining a strong
detoxification success rate. Although our method
shows a slight decrease in FL, it remains compa-
rable to or better than human annotators, which is
relatively acceptable.

4.3 Out-of-Domain Evaluation

4.3.1 Experiment Settings
Compared to the in-domain setting, the out-of-
domain (OOD) experiments differ only in the
choice of test data. We directly evaluate the mod-
els trained in in-domain settings on two additional
datasets: DetoxLLM4 and the HuggingFace text
detoxification dataset5. Due to the relatively low
annotation quality of these datasets, we do not use
them for training. Instead, we randomly sample
from them to construct OOD test sets. Notably, as
mentioned in in-domain settings, DetoxLLM on
the DetoxLLM dataset is an in-domain test.

4.3.2 Out-of-Domain Evaluation
Tab. 2 reports model performance on the OOD test
sets. We summarize three key findings:

(1) Surpassing the quality of original dataset
annotations. Our method achieves a higher J-
score compared to the original references. On the
DetoxLLM dataset, this improvement is primar-
ily attributed to our method’s ability to preserve
semantic similarity better. In contrast, on the Hug-
gingFace dataset, the improvement mainly stems
from a higher detoxification success rate. These re-
sults highlight the potential of our method to serve
as a viable alternative to human annotation in future
dataset construction.

(2) Consistently balancing detoxification qual-
ity and semantic preservation. Even on OOD
data, our method strikes a balance between detoxifi-
cation quality and semantic fidelity, outperforming
most previously proposed approaches. This enables
better retention of the original communicative in-
tent and supports healthier discourse with the com-
munity. Notably, our method surpasses DetoxLLM

4https://huggingface.co/UBC-NLP/DetoxLLM-7B
5https://huggingface.co/datasets/narySt/text_

detoxification_dataset

32167

https://huggingface.co/UBC-NLP/DetoxLLM-7B
https://huggingface.co/datasets/narySt/text_detoxification_dataset
https://huggingface.co/datasets/narySt/text_detoxification_dataset


Table 2: Evaluation results under the ood setting. The best scores are highlighted in bold, and runners-up are
underlined. Italicized SIM and FL scores denote that the metric was computed over valid outputs rather than the
entire test set. DetoxLLM, which is followed by ∗, means it is an in-domain evaluation in DetoxLLM.

Dataset DetoxLLM HuggingFace
Metric STA SIM FL J STA SIM FL J
Original reference 97.13 44.93 98.17 42.97 60.20 74.02 89.40 40.00
ParaDetox 59.27 84.20 87.21 41.43 78.00 91.92 93.20 65.50
DetoxLLM∗ 95.04 49.41 98.43 46.08 94.20 61.02 98.60 55.63
YOPO 51.44 91.05 88.51 39.25 72.80 95.18 92.80 62.89
COUNT 63.19 78.38 89.03 41.97 80.60 89.52 91.60 65.37
XDetox 89.30 79.28 91.38 63.39 98.00 77.37 93.00 70.84
DiffuDetox 79.37 66.44 29.77 10.68 60.00 74.06 90.00 40.62
T5 SFT 36.81 86.50 89.93 27.34 65.40 91.41 94.22 55.11
BART SFT 59.53 81.78 89.56 39.62 77.40 89.94 94.40 64.61
Llama+SFT 64.49 78.46 91.38 44.47 86.40 83.88 96.40 68.73
Qwen+SFT 64.49 76.45 86.95 40.57 83.20 86.02 94.00 65.60
GEM on Llama 71.02 83.29 88.25 51.34 89.00 85.43 96.20 72.65
GEM on Qwen 73.89 79.57 90.34 51.94 91.20 84.09 94.00 71.39

Table 3: Ablation study results based on Llama3.1-
8B-Instruct, ParaDetox dataset. The best scores are
highlighted in bold. Italicized SIM and FL scores denote
that the metric was computed over valid outputs.

Method STA SIM FL J
Zero-Shot 58.27 52.44 98.98 30.16
GRPO 78.09 70.24 96.86 52.73
SFT+GRPO 94.78 82.32 87.18 67.61
Data Select+SFT+GRPO 95.98 82.39 88.38 69.61

even in OOD settings, despite DetoxLLM being
evaluated in-domain, demonstrating our approach’s
strong generalization and detoxification capability.

(3) Generalization primarily stems from
GRPO. Compared to standard supervised fine-
tuning on the full dataset, our method demonstrates
superior generalization performance. When using
the same Qwen backbone, our method achieves J-
score improvements of 11.37 and 5.79 over SFT on
the DetoxLLM and HuggingFace datasets, respec-
tively. These results reinforce previous findings:
SFT memorizes, RL generalizes (Chu et al., 2025).

In summary, our method outperforms most base-
lines in OOD settings, illustrating stronger adapt-
ability to the dynamic nature of toxic content in the
real world and greater practical utility.

4.4 Ablation Study

To understand the contributions of each compo-
nent, we conduct an ablation study on the Llama3.1-
8B-Instruct model by progressively removing in-
dividual modules from our pipeline, the results

are illustrated in Tab. 3. Notably, both the zero-
shot prompted Llama3.1-8B-Instruct model and
the same model trained via GRPO occasionally
refuse to generate responses, failing to respond on
278 and 99 out of 671 examples, respectively.

When the Data Selection module is removed, we
observe a notable drop in semantic similarity and
other evaluation metrics. This validates our earlier
hypothesis: rewrites with low semantic similarity
are unlikely to be high-quality rewrites, highlight-
ing the importance of filtering for semantic consis-
tency. When we further remove the SFT stage, we
observe an increase in the FL metric, but a substan-
tial drop in the other two metrics. This indicates
that GRPO alone, without the foundational training
provided by SFT, fails to effectively solve the task.
It highlights the strong dependence of RL training
on the base model’s prior capabilities. When the
task is out of the capabilities of the base model, the
benefits of RL become limited—echoing findings
in recent literature questioning the standalone effi-
cacy of RL in such scenarios (Gandhi et al., 2025;
Yue et al., 2025; AI et al., 2025).

4.5 Human Evaluation
To further validate our approach, we also conducted
a human evaluation. Due to ethical considera-
tions and limited human resources, we sampled
100 instances from each dataset and compared our
method against the best-performing baseline on
that dataset.

We adopted a win-rate comparison approach.
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Table 4: Human evaluation results. Win rate indicates the proportion of cases where our method was preferred over
the baseline.

ParaDetox DetoxLLM HuggingFace

Our Model Best Baseline Win Lose Tie Win Lose Tie Win Lose Tie

GEM on LLaMA XDetox 34% 4% 62% 48% 0% 52% 36% 4% 60%
GEM on Qwen XDetox 36% 6% 58% 42% 2% 56% 34% 4% 62%
GEM on LLaMA ParaDetox 16% 14% 70% – – – 20% 8% 72%
GEM on Qwen ParaDetox 12% 14% 74% – – – 20% 10% 70%
GEM on LLaMA DetoxLLM – – – 44% 6% 50% – – –
GEM on Qwen DetoxLLM – – – 38% 8% 54% – – –

Table 5: Sensitivity analysis of model performance with
varying proportions of training data during cold-start.

Data Proportion STA SIM FL J

10% 95.08 82.27 88.23 68.54
20% 95.98 82.39 88.38 69.61
30% 94.78 82.60 86.59 67.29
40% 95.23 82.20 86.74 67.33

For each sampled instance, we presented the origi-
nal input, our detoxified output, and the baseline’s
detoxified output to human annotators. The order
of our output and the baseline output was random-
ized to ensure fairness. Annotators were asked to
decide which output was better, or to indicate a tie.

Each instance was evaluated by three annotators
holding a bachelor’s degree. The final label was
determined by majority vote. All annotators were
fully informed on the harmful nature of the data
prior to annotation and were compensated at a rate
above the local minimum wage.

The results are shown in Tab. 4, where the win
rate indicates the proportion of cases in which our
method was preferred. Interestingly, while XDetox
performs well in automatic evaluations, largely due
to its mask-then-fill strategy, which preserves much
of the original sentence and results in high semantic
similarity (SIM) scores, human judgments reveal
that it often generates irrelevant or contradictory
content, leading to semantic flips or distortion of
the original meaning.

To illustrate differences between detoxification
methods, we select representative toxic sentences
from the three benchmark datasets and compare
GEM with strong baselines and GPT-4o; full details
are provided in the App. B.

4.6 Parameter Sensitivity Analysis

To investigate the impact of the data selection ratio
during the cold-start stage, we conduct a param-

eter sensitivity study based on the Llama3.1-8B-
Instruct model. As illustrated in Tab. 5, results
show that our method performs robustly across a
range of cold-start data proportions between 10%
and 40%, with the optimal performance achieved
at 20%. When the data ratio falls below 20%, the
limited amount of initial data leads to a weaker
foundation, resulting in a lower performance ceil-
ing compared to the 20% setting. Conversely, when
using more than 20% of the data, the model per-
formance deteriorates despite acquiring stronger
task-specific knowledge. This may be attributed
to the model memorizing more correct responses
during the SFT stage. As highlighted in DAPO (Yu
et al., 2025), if the model generates either entirely
correct or entirely incorrect outputs for all samples
in a group, the within-group advantage becomes
zero. Consequently, such samples fail to contribute
to parameter updates during GRPO, reducing the
number of effective training signals and ultimately
degrading performance. Sensitivity analyses of
other hyperparameters, including λ and α, are pro-
vided in the App. C.

5 Conclusion

In this paper, we identified three major limitations
of current detoxification approaches: heavy re-
liance on manually annotated parallel corpora, in-
ability to balance detoxification quality and seman-
tic preservation, and limited generalization capa-
bility. To address these challenges, we proposed
GEM, a reinforcement learning approach that si-
multaneously optimizes detoxification effective-
ness and semantic preservation, without requiring
large-scale annotated data. Experimental results
show that our method effectively overcomes the
aforementioned issues and even surpasses human-
annotated references across multiple benchmarks.

32169



Acknowledgement

This work was supported by Shanghai “Science
and Technology Innovation Action Plan” Project
under Grant No.23511100700.

Limitations

Despite the promising results, our approach still has
several limitations. (1) Generalization to noisy
out-of-domain data remains limited: While our
model shows improved generalization compared
to baseline methods, as demonstrated in Tab. 2, it
still struggles with out-of-domain inputs containing
noisy elements such as URLs, usernames, or emo-
jis, which are present in the DetoxLLM dataset.
These complex and irregular patterns pose chal-
lenges for effective detoxification. (2) Handling
of implicit toxicity is weak: This is primarily due
to the lack of implicit toxic examples in the train-
ing dataset. Furthermore, implicit toxicity is in-
herently difficult to detect and neutralize, as its
harmful meaning is often embedded within subtle
semantics, sometimes even beyond human annota-
tors’ judgment. (3) Fluency is slightly sacrificed
for semantic preservation: As shown in Tab. 1,
the fluency of outputs generated by the fine-tuned
model is slightly lower than that of the base model.
This suggests a trade-off where preserving mean-
ing during detoxification may come at the expense
of output naturalness. (4) Limited support for
multilingual detoxification: Our method currently
focuses on a single language and does not extend to
multilingual detoxification. This limitation stems
from the lack of datasets, the challenge of align-
ing semantics and toxicity cues across languages,
and the fact that different languages carry distinct
cultural contexts, making it difficult to define and
detect toxic content consistently.

Ethics Statement

This study aims to perform non-toxic rewriting
(detoxification) of toxic online texts while preserv-
ing their original semantics as much as possible,
in order to reduce the negative impact of toxic lan-
guage on the online environment and broader social
discourse. We hope that by enhancing the safety of
content generated by language models, our work
can contribute to building a healthier and more
inclusive space for online communication.

We acknowledge that the definition of “toxic-
ity” is inherently subjective and context-dependent,
with varying standards across different cultural and

linguistic backgrounds. To mitigate these chal-
lenges, we employed publicly available and struc-
turally standardized datasets to ensure the clar-
ity and consistency of our task objectives. All
training and evaluation data used in this study are
anonymized and drawn from public sources, con-
taining no personally identifiable or sensitive infor-
mation. We did not train on any private or unautho-
rized datasets.

We are also aware of the potential dual-use risks
of detoxification systems. Such models could
be misused to obscure harmful intent and evade
content moderation mechanisms. To prevent this,
we recommend that detoxification systems be de-
ployed in conjunction with human oversight, and
we emphasize the importance of transparency and
accountability in their application.

Finally, we recognize that our system still faces
limitations in handling complex semantics, implicit
toxicity, and multilingual inputs. We welcome fur-
ther research and critical evaluation from the com-
munity to improve this method and to contribute to
the responsible development of AI technologies.

The datasets we used are all existing open-source
datasets, aligning with their intention for scientific
research. We also adhered to the OpenRAIL++ li-
cense for the ParaDetox dataset, followed the MIT
license for the Hugging Face Text Detoxification
Dataset, and used the DetoxLLM dataset for aca-
demic research purposes only, as its license is not
explicitly specified.
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A Prompt and Parameters

A.1 Prompt

Detoxification Prompt

System instruction: You are a text de-toxification system. Your task is to convert the following
toxic text into a non-toxic version while preserving the original meaning and tone.
Prompt:
Please follow these steps:
1.Remove or replace with neutral terms all toxic content in this sentence, including attacks, biases,
discrimination, insults, hatred, pornography, threats, intimidation, derogatory language, politically
sensitive material, or impolite expressions.
2.Delete or rephrase any derogatory terms and disrespectful language.
3.Note: Identify all toxic elements in the sentence, which may occur in multiple instances.
4.The rewritten sentence must preserve the original meaning with structurally and tonally similar
phrasing.
5.Output only the revised sentence without explanations.
Now Detoxify the following sentence, ensuring it contains no harmful content while preserving the
original viewpoint and emotional tone: toxic sentence

1

Detoxification Prompt (Few Shots)

System instruction: You are a text detoxification system. Your task is to convert the following
toxic text into a non-toxic version while preserving the original meaning and tone.
Prompt:
Please follow these steps:
1.Remove or replace with neutral terms all toxic content in this sentence, including attacks, biases,
discrimination, insults, hatred, pornography, threats, intimidation, derogatory language, politically
sensitive material, or impolite expressions.
2.Delete or rephrase any derogatory terms and disrespectful language.
3.Note: Identify all toxic elements in the sentence, which may occur in multiple instances.
4.The rewritten sentence must preserve the original meaning with structurally and tonally similar
phrasing.
5.Output only the revised sentence without explanations.
For example:
input: what the fuck kind of world is this guy living in.
output: What kind of world is this guy really living in.
————–
input: the catholic church is more welcoming of the unrepentant, serial rapist than a married homo-
sexual.
output: The church is full of unrighteous people
————–
input: why do the people vote for stuff that screws them up the ass.
output: Why do people vote bad leaders.
————–
input: they can do all the crazy shit they like without dragging down the rest of the country
output: They can do all they want without dragging down the rest of the country.
————–
input: before you bigots and native trashing racists go any further with your unproven conclusions
about us, consider this.
output: Before some racists go on a judging spree, please consider this.
————–
Now Detoxify the following sentence, ensuring it contains no harmful content while preserving the
original viewpoint and emotional tone: toxic sentence

1
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A.2 Parameters in Cold Start
During the cold start, we apply LoRA training to
the Llama3.1-8B-Instruct model and the Qwen2.5-
7B-Instruct model. The optimizer is Adam with an
initial learning rate of 5e-5, scheduled using cosine
decay. A warm-up of 20 steps is applied to stabilize
early training. Gradient accumulation steps are set
to 8, with a total of 3 training epochs. All other
hyperparameters follow the default settings.

A.3 Parameters in GRPO
In the GRPO stage, we apply LoRA training to the
models after cold start. The learning rate is sched-
uled with cosine decay, starting at 1e-5, with 10%
of total steps used for warm-up. L2 regularization
is applied with a weight decay of 0.1. We use a
gradient accumulation step of 8 and a maximum
gradient norm of 1. During generation, four candi-
date outputs are generated per input and the tem-
perature in sampling is set to 2.0. The number of
training epochs is set to 5 and other parameters re-
main at their default values. All experiments were
conducted using a single NVIDIA A800 GPU.

B Case study

As shown in the Tab. 6 , GEM effectively re-
moves toxic elements while preserving the orig-
inal meaning across all examples, demonstrating
strong generalization and semantic retention. Pa-
raDetox performs well on in-domain toxic phrases
but often fails to modify mild toxicity or slang
(e.g., “dad-blasted”), suggesting limited general-
ization to out-of-distribution (OOD) data. XDetox
frequently over-corrects, leading to semantic drift,
entity swaps, or even sentiment reversals, which
can severely affect downstream understanding.
DetoxLLM generally produces fluent and detox-
ified outputs, but tends to over-rewrite or abstract
away details, potentially reducing clarity, speci-
ficity, or emotional tone. GPT-4o demonstrates
strong detoxification capabilities, but occasionally
exhibits over-correction in its rewriting.

C Parameter Sensitivity Analysis

Tab. 7 presents the performance of our model un-
der different values of the weighting parameter λ
in the reward function, which balances detoxifica-
tion effectiveness and semantic preservation. To
ensure a fair comparison, all other settings were
kept consistent with those of the final model.

From the experiments, we observe the following:

(1)Our method is robust to variations in λ, as the
joint score (J) consistently remains above 67 across
all settings. This indicates stable performance re-
gardless of the reward weighting.

(2)Increasing λ generally leads to higher STA
scores, indicating that the model is being success-
fully guided to prioritize detoxification. However,
this comes at the cost of reduced SIM scores, as
greater emphasis on detoxification in the reward
function naturally leads to diminished semantic
preservation—a trade-off that is expected in such
multi-objective optimization settings.

(3)When λ exceeds 5, the STA score no longer
increases and instead slightly declines. A possi-
ble explanation for this is the discrepancy between
the toxicity classifiers used during reward computa-
tion and final evaluation. Specifically, the toxicity
classifier embedded in the reward function may be
more lenient and fail to detect certain subtle toxi-
cities that the STA evaluation classifier can iden-
tify. As a result, further increasing the detoxifica-
tion weight in the reward has diminishing returns—
since the reward function itself cannot distinguish
those remaining toxic cases, the model is not pe-
nalized for them during training.

Tab. 8 reports model performance across dif-
ferent values of α, the filtering threshold defined
in Eq. (1). Values from 0.4 to 0.6 were tested,
with all other settings identical to those of the fi-
nal model. The 20% subset of the dataset contains
a total of 2,186 samples. After applying the fil-
tering thresholds with α values of 0.4, 0.5, and
0.6, the remaining numbers of samples are 2,094,
2,011, and 1,869, respectively. The experimental
results show that the overall model performance
drops significantly when α = 0.4, indicating that
in the cold-start phase, the limited amount of data
amplifies the negative impact of noisy samples,
leading the model to learn spurious patterns. When
α ≥ 0.5, model performance improves notably,
suggesting that moderate filtering effectively re-
moves low-quality data, enhances the purity of
the training signal, and reduces the influence of
noise. However, when α = 0.6, certain challeng-
ing toxic samples may be disproportionately fil-
tered out, leading to a distributional shift in the
training data. This shift can hinder the model’s
ability to generalize detoxification patterns, result-
ing in suboptimal performance. Overall, α = 0.5
effectively filters out low-quality samples without
disturbing the data distribution, leading to optimal
detoxification performance.
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Table 6: Case study comparison of detoxification methods.

# Original Sentence GEM ParaDetox XDetox DetoxLLM GPT-4o Notes

1 he is a fucking parasite. He is a parasite. He is a parasite. He is a good guy. He is a bloodsucking
creature.

He is such a complete
parasite.

XDetox flips senti-
ment; DetoxLLM
uses metaphor with
preserved negativity

2 iran says that shit when
its mail arrives late.

iran says that when its
mail arrives late.

iran says that when its
mail arrives late.

iran says that the USPS
will be upset when its
mail arrives late.

Iran tends to express
frustration when their
mail is delayed.

Iran complains when its
mail arrives late.

XDetox adds irrelevant
inference; DetoxLLM
paraphrases abstractly

3
Idiot Trump has com-
plete meltdown after
someone coughs

Trump has complete
meltdown after some-
one coughs

Trump has complete
meltdown after some-
one coughs

The US has complete
meltdown after some-
one coughs.

Someone has a strong
reaction after a person
coughs.

Trump has a complete
meltdown after some-
one coughs.

DetoxLLM generalizes
subject; XDetox swaps
entity

4
Seeing trans people in
this place makes me so
angry.

Seeing trans people in
this place makes me up-
set.

Seeing trans people in
this place makes me up-
set.

Seeing the homeless in
this place makes me so
happy.

Seeing trans people in
this place makes me up-
set.

Seeing transgender peo-
ple in this place makes
me so upset.

XDetox flips meaning
and changes target
group

5 Anybody ever tell you
you look dead?

Anybody ever tell you
you look bad?

Anybody ever tell you
you look dead?

Didn’t ever tell you to
look?

Has anyone ever com-
mented on your appear-
ance, saying that you
look unwell?

Has anyone ever told
you that you look ex-
hausted?

ParadeTox leaves toxic
phrase unchanged;
XDetox loses structure;
DetoxLLM paraphrases
softly

6 Stop that dad-blasted
noise! Stop that noise! Stop that dad-blasted

noise! Stop that noise! Please stop that noise. Stop that blasted noise!
ParadeTox fails to rec-
ognize slang; others suc-
cessfully detoxify

Table 7: Performance of the model with different values
of λ.

λ STA SIM FL J

1 92.85 84.54 85.54 67.23
3 94.34 83.99 85.54 67.52
5 95.98 82.39 88.38 69.61
7 95.23 82.62 85.84 67.26

Table 8: Performance of the model with different values
of α.

α STA SIM FL J

0.4 94.63 81.79 83.76 64.53
0.5 95.98 82.39 88.38 69.61
0.6 93.59 82.88 86.69 67.05

32175


