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Abstract

Large language models increasingly support
multiple languages, yet most benchmarks for
gender bias remain English-centric. We intro-
duce EuroGEST, a dataset designed to mea-
sure gender-stereotypical reasoning in LLMs
across English and 29 European languages. Eu-
roGEST builds on an existing expert-informed
benchmark covering 16 gender stereotypes, ex-
panded in this work using translation tools,
quality estimation metrics, and morphological
heuristics. Human evaluations confirm that
our data generation method results in high
accuracy of both translations and gender la-
bels across languages. We use EuroGEST
to evaluate 24 multilingual language models
from six model families, demonstrating that the
strongest stereotypes in all models across all
languages are that women are beautiful, empa-
thetic and neat and men are leaders, strong,
tough and professional. We also show that
larger models encode gendered stereotypes
more strongly and that instruction finetuned
models continue to exhibit gendered stereo-
types. Our work highlights the need for more
multilingual studies of fairness in LLMs and
offers scalable methods and resources to audit
gender bias across languages.

1 Introduction

Large language models (LLMs) encode social bi-
ases (Barikeri et al., 2021; Gallegos et al., 2024;
Gupta et al., 2024; Gemini Team et al., 2024; Par-
rish et al., 2022; Sanh et al., 2021; Smith et al.,
2022). These social biases can lead to a range
of discriminatory outcomes (Ranjan et al., 2024),
including representational harms such as stereotyp-
ing, capability biases and erasure, and allocational
harms such as unfair decision-making (Barocas
et al., 2017; Gallegos et al., 2024; Shelby et al.,
2023). Bias benchmarks can help identify and
quantify systemic biases in LLMs, but their utility
depends on clearly articulating the motivations, val-

ues and norms embedded in their design (Blodgett
et al., 2020; Goldfarb-Tarrant et al., 2023).

Most existing bias benchmarks serve a limited
number of languages (Blodgett et al., 2020; Rottger
et al., 2024), and widely-used multilingual LLMs
are not consistently evaluated for bias across all
supported languages (see, for example, Grattafiori
et al. (2024); Martins et al. (2024); NLLB Team
et al. (2022); Ustiin et al. (2024)). Consequently,
there is little understanding of how social biases
in LLMs vary across languages, and these incon-
sistencies in bias evaluation methods may result
in discriminatory outcomes when LLMs are de-
ployed in multilingual contexts. The current lack
of multilingual bias evaluation tools also makes it
difficult to assess the cross-lingual effectiveness of
(largely English-centric) bias mitigation techniques
for LLMs across languages.

In this work, we explore gendered stereotyp-
ing by multilingual generative LLMs. Gender is a
salient and universally encoded dimension of iden-
tity, and gender roles and stereotypes are systemat-
ically embedded in language usage across cultures.
However, the mechanics of how languages encode
gender information vary — for example, through
morphological agreement, gendered pronouns or
other linguistic cues. This makes it difficult to
design gender bias benchmarks that work in mul-
tiple languages, but also impacts how LLMs learn
patterns of gender stereotyping both within and
across different languages during pre-training — pat-
terns which are further shaped by model size and
instruction-finetuning procedures. Together, these
factors motivate our three research questions:

1. How can we leverage machine translation
technologies to make more multilingual gen-
der bias benchmarks?

2. Do multilingual LLMs exhibit consistent gen-
der stereotyping patterns across languages?
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3. How does model size or instruction finetun-
ing affect the degree of gender stereotyping
exhibited by different families of LLMs?

To explore these questions, we introduce Eu-
roGEST,' a new gender bias benchmark dataset
that adapts and extends an existing open-source
multilingual gender bias benchmark dataset (Piku-
liak et al., 2024) to cover 29 European languages
from five major language families.> We focus on
European languages because they are relatively
highly-resourced, facilitating automatic scaling of
benchmark data via machine translation. Cultural
and socio-economic parallels across Europe also
make gender stereotypes within European coun-
tries more comparable than between European and
non-European contexts. Our main contributions
are as follows:

* Benchmark creation (RQ1): We develop an
automated pipeline for generating gendered
minimal pairs of sentences in different lan-
guages, using it to create a novel dataset of
71,000 sentences linked to 16 gendered stereo-
types across 30 European languages;

¢ Bias evaluation (RQ2, RQ3) We use the
novel dataset to evaluate 24 multilingual
LLMs for gendered stereotyping across all
30 languages, demonstrating that stereotyping
increases with larger model sizes, across both
base and instruction-finetuned models.

We hope that our methodology, dataset and results
will spur more in-depth and fine-grained investi-
gations of how LLMs manifest social biases in
different linguistic and cultural contexts.

2 Related work

Previous investigations into how gender biases sur-
face in NLP tools and LLMs in particular have
covered a wide range of topics, tasks, intersec-
tional identities and empirical methods (Bartl et al.,
2025; Blodgett et al., 2020; Gallegos et al., 2024;
Stanczak and Augenstein, 2021). Gender is ex-
pressed and performed in language in complex
ways, so no single method or approach will provide

'Available at https://github.com/JacquelineRowe/
EuroGEST under an Apache 2.0 license.

2Slavic: Bulgarian, Croatian, Czech, Polish, Russian, Slo-
vak, Slovenian, Ukrainian. Germanic: Danish, Dutch, English,
German, Norwegian, Swedish. Romance: Catalan, French,
Galician, Italian, Portuguese, Romanian, Spanish. Baltic: Lat-
vian, Lithuanian. Uralic: Estonian, Finnish, Hungarian. Other:
Greek, Irish, Maltese and Turkish.

a holistic picture of ‘gender biasedness’ in an LLM,
especially across different languages and cultures.
Here we summarise existing techniques and high-
light gaps with regard to multilingual gender bias
detection.

Extrinsic Bias Metrics Much work has focused
on measuring extrinsic gender biases exhibited by
LLMs. The widely-used BBQ dataset (Parrish
et al., 2022) fills 25 question templates with indi-
cators for different social demographics (including
gender), measuring bias in terms of whether the
LLM’s responses to the questions correspond to
stereotypes or not. Similarly, Gupta et al. (2024)
create slot-filled templates from existing NLU
benchmarks, testing model responses to prompts in-
cluding proper names associated with different de-
mographic groups to investigate whether the LLM
exhibits bias in performance on the task based on
the name identity. Tamkin et al. (2023) focus on
decisionmaking tasks, creating prompt templates
for investigating bias in realistic scenarios span-
ning finance, business, law and education. For text
generation, Kirk et al. (2021), Lucy and Bamman
(2021) and Wan et al. (2023) explore gender bi-
ases displayed by LLLMs in sentence completion,
storywriting, and reference letter drafting tasks.

Multilingual extrinsic bias evaluations have typ-
ically focused on exploring whether translations
from genderless into gendered languages follow
stereotypical biases (Savoldi et al., 2021; Stanovsky
et al., 2019; Bentivogli et al., 2020; Pikuliak et al.,
2024; Mastromichalakis et al., 2025). While these
studies have a helpful focus on how gendered
harms might arise as LLMs are utilised in prac-
tice, it can be difficult to scale such approaches to
novel languages, and the translation directions that
can be evaluated in this fashion are limited.

Intrinsic Bias Metrics Other work focuses on
investigating intrinsic bias in LLMs’ internal rep-
resentations rather than their outputs. For exam-
ple, minimal gendered pairs from the Winogen-
der (Rudinger et al., 2018) and Winobias (Zhao
et al., 2018) co-reference bias datasets can be
passed to LLMs as prompts to compare whether the
LLM assigns greater likelihoods for stereotypically-
gendered sentences (Glaese et al., 2022). Nangia
et al. (2020) and Pikuliak et al. (2024) take the
same approach using gendered minimal pairs from
the CrowS-Pairs and GEST datasets respectively,
and Barikeri et al. (2021) compare the perplexity
of stereotypical and anti-stereotypical Reddit com-
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ments. These methods do not predict whether a
model will behave in a discriminatory fashion in a
specific use case, but can reveal strong underlying
biases that may require closer examination of their
impact on performance in certain contexts.

One key advantage of intrinsic bias metrics rele-
vant to the current work is that they can be scaled
across many languages to provide a more multilin-
gual picture of how LL.Ms encode gender biases.
For example, Pikuliak et al. (2024) utilise gendered
minimal pairs in English and nine Slavic languages
to assess gender bias in masked and generative
language models, and Mitchell et al. (2025) mea-
sure bias in 16 different languages by measuring
token likelihoods on manually-curated and trans-
lated gendered minimal pairs. Dataset samples can
be curated by local and native speakers of each lan-
guage context to produce multilingual benchmark
data which is well-adapted to linguistic and cul-
tural differences in how bias is expressed (Mitchell
et al., 2025; Borah et al., 2025; Dev et al., 2023;
Myung et al., 2024). However, this method of cu-
ration is highly-resource intensive, and there is an
interim need for more rapidly scaleable methods
to expand bias benchmarks across a greater range
of languages to help identify and address potential
representative and allocational harms.

3 Dataset Expansion

Our first research question asks how we can use ma-
chine translation technologies to build more mul-
tilingual gender bias benchmarks. Of the 30 Euro-
pean languages of focus, 20 are gendered (they ex-
press gender on adjectives, nouns or verbs), while
10 are genderless (expressing morphological gen-
der only on pronouns (6 languages) or not at all
(4 languages) (see Appendix B). The dataset we
select and the methods we use to expand it across
languages must account for this variability.

3.1 Dataset selection

Our work builds on the GEST (GEnder-
STereotypes) dataset created by Pikuliak et al.
(2024). GEST consists of 3,565 amanually-
generated sentences associated with 16 common
gendered stereotypes about men and women (listed
in Appendix A). Each sentence is gender-neutral in
English and gendered when translated into a Slavic
language; for example, “I am emotional” is “Som
emotivny” (masculine) or “Som emotivna” (femi-
nine), in Slovak. The authors use these sentences to

test for gender bias in translation from English into
Slavic languages, and in text generation for masked
and generative language models. To evaluate gen-
erative LLMs, they calculate the probability of the
masculine token and the feminine token at the point
where the sentences differ, and examime whether
the model prefers grammatically feminine versions
of sentences associated with feminine stereotypes
and vice versa (see Section 4. For the genderless
English sentences, they apply the same method by
wrapping each sentence in a gendered template (see
Table 1) and comparing the likelihoods on the gen-
dered token in the template; for example, ‘“I am
emotional,” he/she said’.

Template  Masculine Feminine
“S,” the “S,” the

Nouns . .
man said woman said

Pronouns  “S,” he said  “S,” she said

Table 1: Templates for creating a gendered minimal pair
from a neutral sentences S in Pikuliak et al. (2024)

We choose to expand GEST to additional lan-
guages because of its size and because its design
and construction were informed by consultations
with gender experts. Furthermore, to create GEST
the authors introduced heuristics for identifying
gendered minimal pairs of sentences in Slavic lan-
guages, which generalise well to other gendered
European languages. They also showed how GEST
sentences can be used to measure gender bias in
both richly-gendered and genderless languages,
necessary for the languages included in this work.

3.2 Dataset translation

We translate the 3,565 English sentences from
GEST into 29 different languages. We use the
Google Translate API because of its strong perfor-
mance on translation of low-resource languages
(Zhu et al., 2024). For the nine languages that —
like English — lack morphological gender in first-
person sentences, we simply translate the original
GEST sentence to obtain a gender-neutral sentence
in the target language. We use COMET-QE (Rei
et al., 2020) to evaluate translation quality, because
it supports all of our target languages except Mal-
tese, and is one of the best reference-free transla-
tion quality metrics, particularly over this set of
languages (Rei et al., 2022). We add any translated
sentences with COMET-QE score of at least 0.85°

3We select the highest possible QE threshold that would
retain at least 1,000 sentences per language at the end of
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GEST sentences 1. Add M/F 2. Translate
templates (Google
Translate)

The man said, “7
made the bed.”

I knew how to save
money.

I made the bed.
1 never doubted myself.

The woman said,
“I made the bed.”

~(3GIZF A

3. Discard poor
translations
(COMET-QE)

4. Extract M/F
variants from
template

M=F EuroGESTN
M il EumGESTG
else

*Sentences dlﬁer by<2 letters on < 1 word

5. Compare M/F variants and sort
into gendered/neutral sentences

Figure 1: System for translating English GEST sentences into gendered target languages and sorting translated
sentences into EuroGEST gendered (EuroGEST ) and EuroGEST neutral (EuroGEST y/).

3000

2000

# Sentences

1000

Gendered
Neutral

SV TR NO NL DA FI HU ET ES RO DE FR PT BG IT EL LV LT CA RU CS HR PL SK SL GA GL UK MT
Language

Figure 2: Number of sentences in EuroGEST-gendered and EuroGEST-neutral datasets by language

to our EuroGEST-neutral dataset (EuroGESTy),
discarding the rest.

The 20 gendered languages require a more com-
plex translation pipeline (see Figure 1) because
they express gender morphologically on some but
not all of the GEST sentences. For example, Italian
is a gendered language, but ‘I started my own com-
pany when I was 18’ is genderless (‘Ho fondato
la mia azienda quando avevo 18 anni’) while ‘I
gave up easily without a fight’ is gendered (‘Mi
sono arreso/a facilmente, senza combattere’). We
account for this variation by wrapping each English
GEST sentence S in sentence-initial masculine and
feminine templates ( ‘The man/woman said “S””)
and translating both variants into all 20 gender-
sensitive languages. We apply COMET-QE fil-
tering as before, and then extract the masculine
and feminine translations of each original GEST
sentence from the templated translations. If the
masculine and feminine translations of the GEST
sentence are identical, we assume that this GEST
sentence is genderless in that language, and add it
to EuroGEST y. Following Pikuliak et al. (2024),
if the translations differ by up to two letters on one
word, we assume that they are a gendered mini-
mal pair and add both variants to the EuroGEST-
gendered dataset (EuroGEST). If the two transla-
tions differ by more than this, we discard them.*

dataset creation.

*While some languages may express gender on more than
two letters in one word in a single sentence, we replicate Piku-
liak et al. (2024)’s heuristic because we prefer to over-discard

With this method, we obtain 14,538 pairs
of gendered sentences across 20 languages in
EuroGESTg, and 56,497 genderless sentences
across 10 languages (including English) in
EuroGESTy. During COMET-QE filtering, the
most sentences are discarded from Maltese (which
is not supported in COMET-QE). High numbers of
sentences are also discarded from low-resource lan-
guages like Catalan, Irish and Galician at this stage,
indicative of poorer translation and evaluation per-
formance by Google Translate and COMET-QE on
these languages. During identification of gendered
minimal pairs of sentences in gendered languages,
the most sentences are discarded from Slavic lan-
guages, likely because many of these languages
express gender on more than one word in some
sentences and therefore fail the strict heuristic for
filtering out gender minimal pairs. Of the original
GEST sentences, between 1,120 and 3,360 sen-
tences are retained for each target language (Fig-
ure 2), averaging 155 sentences per stereotype per
language (Figure 7).

3.3 Validation

We validate our automatically translated and la-
belled data with expert translators to ensure its reli-
ability for measuring gender stereotypes in LLMs.
We select 100 sentences from each language’s

legitimate gendered pairs than to over-include illegitimate
gendered pairs (see Section 8 for further discussion).

>Due to the filtering process, each language has a slightly
different set of sentences for each stereotype in EuroGEST.

32066



datasets, sampling randomly to mirror the distribu-
tions of gendered and non-gendered sentences in
each language. Following Kocmi et al. (2024), we
ask expert translators to directly assess translation
quality of each sentence on a scale of 0 to 100,
providing boundaries to guide judgements (Ap-
pendix C.1). For each sentence, translators also
indicate whether the sentence subject is grammat-
ically neutral, masculine or feminine. To explore
inter-annotator agreement (IAA), we repeat these
annotation tasks for 15 languages, selected to bal-
ance language-family diversity with resource and
translator availability.

Translation quality The average translation
quality across all annotators for the 29 languages
was 90.8/100 (Figure 8). However, the Maltese
translations were consistently evaluated as lower
quality than for other languages. To explore the
robustness of the direct assessment scores, for the
15 languages with two sets of annotations we com-
pute Pearson’s correlation coefficient (p) to mea-
sure IAA (Table 4). Average p is 0.37, but p scores
for German, Ukrainian, and Catalan were particu-
larly low. However, when we repeat the validation
task a third time for these three languages and ex-
clude outlier annotators, p scores are satisfactory
(Table 5).

Gender label quality The translators agreed
with our system’s gendered labels (neutral, mas-
culine or feminine) for 95.9% of sample sentences
across all 29 target languages (Figure 8), and 94.5%
across only the gendered target languages (for
which label assignment is harder). The average
Cohen’s Kappa score s between each annotator for
the 15 languages with two sets of annotations is
0.81 (near perfect agreement), and annotators dis-
agree with each other on label assignments in only
3% of samples across all 15 languages (Table 6).

3.4 Template Construction

The gender-neutral sentences in EuroGEST y must
be wrapped in a masculine and feminine gendered
template (see Table 1) in order to form a minimal
pair that can be used to evaluate LLM bias, follow-
ing Pikuliak et al. (2024). To obtain these templates
for all 30 languages, we translate the pronoun and
noun-based gendered templates in Table 1 into each
language using the Google Translate API. We then
validate each template with expert translators by
presenting them with a sample genderless sentence
wrapped in each of the four gendered templates

(Table 1) in that language. Translators rate the four
templated sentences on a scale of 0 to 100 (with
the same judgement boundaries as for the valida-
tion task described in Section 3.3), and are asked
to provide a suitable alternative if they give a score
of less than 100. The average score was 98.8, and
we slightly amend the pronoun-based templates
for Catalan, Galician and Italian as a result of the
translators’ feedback (see Appendix C.3).° Seven
languages do not have gendered pronouns or do not
use them in these sentence constructions, meaning
that, for these languages, only the noun-based tem-
plate is suitable for creating a gender-minimal pair
from a genderless sentence.

4 Method

We use EuroGEST to evaluate generative multilin-
gual LLMs for gender bias by testing the degree
to which each LLM prefers stereotypically gen-
dered versions of each sentence in each language
(Glaese et al., 2022; Nangia et al., 2020; Pikuliak
et al., 2024). We compute the log-likelihoods of
the masculine and the feminine version of each
EuroGEST sentence S in each model by summing
the log probabilities of each token w; conditioned
on the preceding tokens in the sentence during in-
ference (using default model parameters §). We
normalise by the number of tokens 7" in each sen-
tence to obtain the average log-likelihood £(S):

T
0S) = 1 Zlog P(wy | wey; 0) €))
=
For each sentence S, we then compute the rel-
ative likelihood of its masculine variant com-
pared to its feminine variant (r,,,5.). This can be
expressed directly using the difference in average
log-likelihoods between the two sentences using

the logistic sigmoid function o(z) = 7 +i—-r :

Tmasc = 0—<Z(Sfem) - Z(Smasc)) . ()

For each sentence in each language, we therefore
obtain an 7,45, score between 0 and 1 for each
sentence in each language, where a score of 0.5
indicates that the LLM attributes equal probability
to the two gendered variants. The 7,45. Score is
mathematically equivalent to a normalised ratio of
the probability of the masculine sentence to the
feminine sentence.

SWe also detail a limitation with the Turkish noun tem-
plates in Appendix C.3.
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We follow Pikuliak et al. (2024) in defining the
average masculine rate ¢; of each stereotype i
as the geometric mean of r,,4s. for all sentences
in each stereotype set i.” We cannot use these ¢;
scores directly to measure gender stereotyping, be-
cause LLMs exhibit different degrees of default
masculine behaviour in different languages, where
they tend to prefer masculine forms of words by de-
fault because they are more common in the training
data and often require fewer tokens. However, the
differences in q; scores between feminine stereo-
types and masculine stereotypes are indicative of
gender stereotyping. We therefore use the g; scores
to measure gender stereotyping in three ways:

1. We use the g; scores to calculate the mascu-
line rank of each stereotype from 1 (most
masculine) to 16 (least masculine) in each lan-
guage, following Pikuliak et al. (2024);

2. We define a proxy default masculine rate
for each model and language by averaging
q; over seven feminine and seven masculine
stereotypes. We then measure the difference
between this quasi-neutral baseline and the g;
rate for each stereotype ¢ as an estimation of
inclination towards 7’s stereotypical gender®;

3. We follow Pikuliak et al. (2024) in combining
the geometric means of ¢; scores for feminine
(gy) and masculine (gy,) stereotypes into an
overall stereotype rate g, for each language
for each model as follows:

g =22 3)
ar

The g5 score effectively measures how much
more likely the LLM is to use masculine gen-
der for stereotypically masculine sentences com-
pared to stereotypically feminine sentences. A g;
score of > 1 or < 1 indicates stereotypical or anti-

stereotypical reasoning respectively.

5 Experimental Design

We use EuroGEST to evaluate a range of open-
source, pre-trained, decoder-only, Transformer-
based multilingual LLLMs in order to address our

7UnlikePikuliak et al. (2024), our 7mqsc Scores are based
on the likelihood of all tokens in each sentence (rather than
isolated gendered tokens) and we calculate a normalised ratio
of probabilities so that our g; scores range between 0 and 1.

8For example, if the proxy default masculine rate in a
specific language and model is estimated as 0.6, and the ¢;
rate for sentences from the women are neat stereotype is 0.45,
the inclination towards the stereotypical gender is 0.15.

second and third research questions (Section 1). We
first consider three LLMs which perform strongly
on a range of benchmarks in European languages:

* EuroLLM models (Martins et al., 2025) are
available in 1.7 billion and 9 billion parameter
sizes, both base and instruct. They support the
24 official languages of the European Union
(EU) plus eleven ‘strategic’ languages.

* Salamandra (Gonzalez-Agirre et al., 2025)
is a suite of base and instruct models with 2,
7, and 40 billion parameters; they support 35
European languages, including all official EU
languages and some regional ones.

e Teuken (Ali et al., 2025) is an instruction-
finetuned 7 billion parameter model which
supports all EU languages.’

All three families of models use high proportions
of non-English training data (between 50 and 60%).
We also evaluate three commercial multilingual
model families, which do not support as many Eu-
ropean languages but which are frequently used for
multilingual modelling tasks:

* Alibaba Cloud’s Qwen 2.5 series (Yang et al.,
2025) supports more than 30 European and
non-European languages, featuring models
ranging from 0.5 to 72 billion parameters.

» Aya Expanse models, developed by Cohere
(Dang et al., 2024), are available with 8 and 32
billion parameters; their strong performance
on 23 European and non-European languages
is achieved through data arbitrage, multilin-
gual preference training and model merging.

e Meta’s Llama 3 model series (Grattafiori
et al., 2024) includes base and instruct models
of 1 to 405 billion parameters. They are opti-
mised for 8 languages (6 of which are Euro-
pean) but trained on data including a broader
range of languages.

For each model, we calculate 7,45, for each
sentence from each stereotype following Section 4,
running inference on each model using their default
parameters on NVIDIA-A100 GPUs.

6 Results

Across all languages, all of the LLMs we evaluate
consistently show lower average g; rates for fem-

At the time we conducted our experiments, only an
instruction-finetuned Teuken model is publicly available.
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EuroLLM 9B-Instruct

Emotional -

Beautiful
Tough
Self-confident
Professional
Rational -
Providers -
Leaders ~
Childish -
Sexual -
Strong

Stereotype

Salamandra 7B-Instruct

Teuken 7B-Instruct

16
] I
14

Masculine rank

Figure 3: Masculine rank of each stereotype in each official language of the EU in three mid-sized European-centric
LLMs. Rank 1 = most strongly associated with masculine gender; Rank 16 = most strongly associated with feminine
gender. Red lines divide feminine (top) from masculine (bottom) stereotypes.

inine stereotypes than for masculine stereotypes,
regardless of whether we test with noun-based tem-
plates (Figure 9), pronoun-based templates (Fig-
ure 10) or with morphologically gendered pairs
(Figure 11). In this section, we illustrate specific
findings relevant to our second and third research
questions, using ry,qsc scores with pronoun-based
templates for languages with this construction, and
noun-based templates otherwise, for evaluating the
gender-neutral EuroGEST sentences.

6.1 Patterns of gender stereotyping across
languages and LLLMs

To address our second research question, we com-
pare which of the 16 gendered stereotypes are
most salient across different languages in the three
European-centric models (Section 5). To enable a
fair comparison across models, we select mid-sized,
instruction finetuned versions of each model,'©
and consider only the official languages of the EU
(which are supported by all three models).

The results (Figure 3) show the masculine rank
(see Section 4) of each stereotype in each language
in each model. Most masculine stereotypes have
clearly higher ¢; scores than feminine stereotypes
in each language, indicative of stereotypical rea-
soning. The strongest feminine stereotypes (i.e. the
stereotypes with the lowest ¢; scores and therefore
low masculine ranks) are that women are beautiful,
empathetic, and neat, while the strongest masculine
ones are that men are strong, leaders, tough (Eu-
roLLM) and professional (Salamandra and Teuken).
The exceptions are that men are providers and sex-
ual, and that women are weak, where masculine
ranks demonstrate neutrality or antistereotypical
reasoning in most languages.

OEyroLLM 9B-Instruct, Salamandra 7B-Instruct and
Teuken 7B-Instruct.

Some language-specific outliers are consistent
across the three LLMs. For example, in Croatian,
the men are professional stereotype has particularly
high masculine ranks; in Czech the men are child-
ish stereotype is always ranked as more feminine
than masculine; and in Slovenian the women are
weak stereotype is firmly feminine-coded across
models. Other language-specific results vary by
model; for instance, men are strong has an un-
usually low masculine rank in Slovak only in Eu-
roLLM, and women are emotional is the most fem-
inine stereotype in Polish only in Salamandra.

6.2 Impact of model size and instruction
finetuning on gender stereotyping

To address our second research question, we first
explore how a model’s size impacts the degree of
stereotyping it exhibits. To isolate the impact of
model size alone on stereotyping, we first compare
five different sizes of Qwen 2.5 models ranging
from 0.5 to 14 billion parameters.!! For each model
and each of the 30 EuroGEST languages, we first
calculate g; for each stereotype ¢ and then calculate
the inclination (see Section 4) of g; towards the
stereotypical gender of 7. We average these scores
across all languages to obtain an overall measure
of the strength of each individual stereotype.

We report results for both base and instruct mod-
els in Figure 4. The Qwen 2.5 models clearly re-
produce the same strongest and weakest gender
stereotypes as the three European-centric models
in Figure 3. There is also a visible increase in
stereotype strength with model size, as all stereo-
types apart from the three weakly encoded ones
(women are weak, men are providers and men are

""Qwen 2.5-0.5B, Qwen 2.5-1.5B, Qwen 2.5-3B, Qwen
2.5-7B and Qwen 2.5-14B. We also test the instruct variants
of each model.
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Base Models
Emotional 0.01 0.02 0.03 0.03 0.04
Gentle 0.00 0.01 0.00 0.01 0.02
Empathetic 0.02 0.03 0.05 0.06 0.08
Neat 0.02 0.03 0.04 0.06 0.09
Social 0.00 0.01 0.02 0.02 0.04
Weak -0.01-0.01-0.01-0.02-0.01
Beautiful 0.02 0.06 0.08 w
Tough -0.00 0.02 0.03 0.05 0.07
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Instruct Models
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PI‘OViderS -0.01-0.02-0.01-0.01-0.01 -0.01-0.01-0.01-0.01-0.01
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Childish -0.00 0.00 0.01 0.01 0.03 -0.01 0.00 0.01 0.02 0.04
Sexual -0.03-0.04-0.06-0.04-0.05 -0.02-0.04-0.06-0.03-0.04

Strong 0.00 0.03 0.03 0.06 0.07 0.00 0.03 0.03 0.07 0.08 -—0.05
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Figure 4: Divergence of g; scores for each stereotype
from proxy default masculine rate towards stereotypi-
cal gender for feminine (top) and masculine (bottom)
stereotypes in five sizes of Qwen 2.5 models.

sexual) show greater inclination towards stereotyp-
ical sentences as model size increases.

Finally, we compute g5 scores for all languages
for the 13 models already evaluated and for four
smaller EuroLLM and Salamandra models,'?, six
Llama models'? and Aya Expanse.'* We select
these models in order to evaluate a diverse set of
multilingual model families and sizes, within the
scope of our available resources for inference.

We show the average gs scores over all lan-
guages in Figure 5 (with g scores per language
shown in Appendix D). Even the smallest mod-
els demonstrate stereotypical reasoning, but g, in-
creases consistently with model size across all fam-
ilies. Where both base and instruct models are
available, instruction-finetuning does not appear to
have uniformly decreased gender bias, and in some
the instruct models exhibit more stereotypical rea-
soning than their base model counterparts. We also
note that models with broader coverage of Euro-
GEST languages (such as EuroLLLM, Salamandra,
Teuken, and Aya) tend to exhibit higher average
gs scores than Qwen and Llama. These high g;
scores likely reflect the fact that these models are
more highly performant in general on the full range
of European languages, compared to the commer-

2EuroLLM 1.7B, EuroLLM 1.7B-Instruct, EuroLLM 9B,
Salamandra 2B-Instruct

3 lama 3.1 1B,Llama 3.1 3BandLlama 3.1 8B. We
also test the instruct variants of these models.

“Aya Expanse 8B Instruct

1.354 A
1.30 1 b o
>
1.25 A
£ A n
i 1.20 A < ® Qwen
> o @ Qwenl
§ 1.15 1 | B Liama
2 [ Llama-l
“ 2 /A EuroLLM
1.10 1 A EuroLLM-I
& ok Salamandra-1
1,05 1 > Aval
® <« Teuken-I
U T AP

o 2 4 6 8 10 12 14
Number of model parameters (billions)

Figure 5: Average stereotype rates of base and instruct
models across all languages in EuroGEST. g, of 1.0
(dotted red line) is indicative of no stereotyping.

cial models. This hypothesis is supported by the
per-language g5 scores (Figure 12), which show
that all models generally have higher g5 scores on
languages which they formally support, compared
to those for which they only have latent abilities.

7 Discussion

Our dataset creation process highlights both the
promise and the challenges of scaling gender bias
evaluation tools across a wide range of languages.
It also raises a central methodological question:
what constitutes data that is “good enough” for eval-
uating LLMs for bias? Even in the relatively well-
resourced languages represented in EuroGEST, the
complexities of morphological gender marking
compliacte the process of benchmark data trans-
lation However, with the exception of Maltese, our
synthetic data generation method was positively
evaluated by professional translators in each lan-
guage, and produces data that we think is suffi-
ciently robust to illustrate systematic gender biases
in LLMs across a broader range of languages than
has previously been explored. Even with the Mal-
tese dataset of limited quality, we still see evidence
of gender stereotyping by the LLMs we evaluate in
Maltese (Figures 3 and 12).

Our multilingual bias evaluations also contend
with the difficulties of comparing token likelihoods
across models and languages, given the fundamen-
tally different distributions of gendered terms and
the varied ways in which gender is expressed mor-
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phologically, and differences in tokenisation which
may impact raw likelihoods of certain terms. By
building on the methods developed in Pikuliak et al.
(2024) to handle these difficulties, we convincingly
show that 13 out of the 16 gendered stereotypes we
investigate are consistently present in the internal
representations of multilingual LLMs, across all
24 models and 30 languages studied. Portrayals
of women as beautiful, empathetic, and neat, and
portrayals of men as leaders, strong, professional,
and tfough emerge as the most strongly encoded
stereotypes across all models and languages (Fig-
ure 7). These findings align with those of Piku-
liak et al. (2024), who observed similar patterns
across masked, generative, and translation models.
We also replicate their observation that men are
sexual stereotype sentences are more commonly
associated with the feminine grammatical gender
(Figures 7 and 4), likely reflecting the broader sex-
ualisation of women in text (Pikuliak et al., 2024).

We further find that larger models generally ex-
hibit stronger gender stereotyping (Figures 4 and 5),
consistent with prior work (Pikuliak et al., 2024;
Tal et al., 2022). This is particularly true in lan-
guages where their overall performance is strong.
This is intuitive: gender biases emerge as complex
distributional patterns in linguistic data, and more
powerful models are better equipped to capture
them. Models with more multilingual training data
will have been exposed to a greater range of mul-
tilingual and multicultural expressions of gender
stereotypes in their training data. Larger models are
also better at modelling morphological and seman-
tic patterns across languages, and we can think of
gender stereotyping as complex patterns which can
be inducted by LLMs from training data. Impor-
tantly, we also observe that instruction-finetuned
models often display stronger gender stereotyping
than their base-model counterparts. This under-
scores the unpredictable effects of instruction tun-
ing, which may inadvertently exacerbate harmful
representational patterns in some languages, even
as it mitigates them in others.

The persistence and salience of these stereotypes
in multilingual LL.Ms may contribute to a range
of representational harms as they are deployed in
practice, including erasing the visibility of men
and women in different roles and contexts and rein-
forcing discriminatory behaviour and assumptions
over time. The subtlety of these biases and the
different ways in which they are expressed across
languages makes it difficult to evaluate them in

practical downstream tasks, yet the need for robust,
multilingual evaluation and mitigation grows more
urgent as models increase in size and capability.
We hope that EuroGEST will provide a founda-
tion for research into how training data, modelling
choices and alignment strategies impacts gender
bias in multilingual LL.Ms by offering a resource
that enables the systematic evaluation of gender
stereotypes in LLMs across languages. Ultimately,
consistent cross-lingual mitigation and evaluation
strategies will be essential to ensure that increas-
ingly powerful LLMs do not entrench or amplify
gendered harms.

8 Conclusion

As LLMs become more powerful and multilingual,
it is increasingly important to devise robust eval-
uation methods to understand how they encode
complex social constructs across languages and
to minimise the risks of bias and discrimination.
With EuroGEST, we extend and release an exist-
ing gender bias benchmark dataset (Pikuliak et al.,
2024) to 30 European languages. We also docu-
ment our resource-efficient method for rapidly and
sensitively scaling benchmark data across multi-
ple languages. Beyond gender, this approach may
also benefit other areas of responsible Al where
language coverage remains a critical gap.

Using EuroGEST, we demonstrate that six fam-
ilies of LLMs systematically encode at least 13
gendered stereotypes. We also show that larger and
more powerful models exhibit stronger stereotyp-
ical biases and reasoning on supported languages
and that instruction-finetuned models are some-
times more biased than their base counterparts.
These findings highlight the need for mitigation
strategies that are both cross-lingual and sensitive
to the diversity of gender representations.

This work fills an urgent gap in the lack of multi-
lingual bias evaluation resources. However, its lin-
guistic breadth necessarily limits its depth, and our
one-size-fits-all approach certainly cannot capture
the full diversity of how gender bias is expressed
and experienced by LLM users across all the lan-
guages we consider. We hope that our findings will
motivate sustained, participatory efforts with gen-
der minorities and experts across diverse linguistic
and cultural contexts to develop evaluation meth-
ods and resources that move beyond surface-level
benchmarking towards more inclusive and socially
grounded approaches.
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Limitations

Scope of biases examined in this work We
investigate sixteen specific gendered stereotypes,
originally identified in previous work by gender
studies experts and literature reviews, by com-
paring the likelihood of stereotypical and anti-
stereotypical sentences during text generation.
These are but a small subset of the ways gender
bias may arise as LLMs are applied to specific tasks
or contexts; future work could further examine how
these biases connect with concrete gendered harms
experienced by users in practice (Zhou and Sanfil-
ippo, 2023; Williams-Ceci et al., 2024), particularly
as LLMs are deployed across different languages
and sociocultural contexts.

We investigate stereotypes commonly held about
men and women, but we do not address LLM bi-
ases about people of other genders, as explored in
previous work (Blodgett et al., 2020; Dev et al.,
2021; Goldfarb-Tarrant et al., 2023; Talat et al.,
2022; Munro and Morrison, 2020). This deci-
sion is primarily motivated by the lack of stan-
dardised gender-inclusive inflection conventions
in the gendered languages in our set of target lan-
guages. However, we acknowledge that this practi-
cal decision risks reinforcing an exclusive or binary
understanding of gender, overlooking or minimis-
ing ways in which LLM biases may impact non-

binary and gender-diverse individuals. To address
this, we seek to make clear that EuroGEST mea-
sures only specific gendered stereotypes about men
and women, not ‘gender bias’ in its entirety. We
also use the gender-inclusive terms ‘masculine’ and
‘feminine’ throughout the work, rather than ‘male’
and ‘female’. We hope in future work to expand
our method further to include more diverse gender
categories, and have already begun to consult lan-
guage experts for appropriate constructions in each
of EuroGEST’s languages for this next stage.

Finally, we do not incorporate any intersectional
analysis, but acknowledge that many other social
demographic factors intersect with and in some
cases exacerbate gender biases in LLMs. Neglect-
ing intersectionality may obscure compounded or
unique forms of bias encoded in LLMs, particularly
in multilingual contexts. Scaling gender-diverse
and intersectional analyses in multilingual gender
bias detection is an important direction for future
work, and will provide a more holistic picture of
LLMs’ social biases.

English-centricity While European countries
share many societal and economic similarities, the
stereotypes we examine may reflect norms more
aligned with Anglophone contexts. There is a
risk that EuroGEST underrepresents culturally spe-
cific stereotypes prevalent in different European
regions, potentially overlooking how LLMs repli-
cate localised biases. Moreover, many languages
in EuroGEST are spoken in non-European coun-
tries where gender norms may differ substantially.
Applying EuroGEST in such contexts risks draw-
ing misleading conclusions about model behaviour
across global populations.

A further limitation is the reliance on English-
centric noun- and pronoun-templates — such as ‘S’,
he said and ‘S’, the woman said — which may be
less grammatical or tokenised in awkward or incon-
sistent ways in some languages. There is a risk that
unnatural tokenization or grammatical mismatches
could affect the accuracy and fairness of bias mea-
surements obtained by using EuroGEST. In future
work, language-specific templates that better reflect
organic usage and control for tokenisation should
be developed.

Automatic translation We utilise automatic
translation for resource-efficient scaling of Euro-
GEST, and while we employ quality evaluation
through both COMET-QE filtering and human val-
idation of a subset of the dataset, we cannot guar-
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antee that all EuroGEST sentences are correctly
and fluently translated into each language. Auto-
matic translation is not as effective for the lower-
resourced languages in the dataset, which reduces
both the quality of the translations (Figure 8) and
the number of available sentences for evaluating
models in these languages (Figure 7).

To identify gendered minimal pairs, we rely on
a one-size-fits-all heuristic of less than two letters
different on less than one word. This results in both
under-inclusion of legitimate gendered pairs where
gender is expressed on multiple words or through
longer suffixes than allowed by the heuristic, but
also over-inclusion of illegitimate pairs. For exam-
ple, in some cases a random error or variation in
translation results in different words which happen
to differ by only two letters, even though they are
not gendered pairs. Furthermore, for sentences re-
ferring to romantic relationships in some languages,
this heuristic also captures cases where the object
of the sentence (rather than the subject) is gendered
in ways which reflect an assumption of heterosexu-
ality by the Google Translate APL.!> While this is
certainly an issue we would like to address in future
work, it is unfortunately quite likely that the LLMs
we are measuring also make the same heterosexual
assumptions (e.g. interpreting the sentence with
feminine object ‘artista’ to be indicative of a mas-
culine subject, and masculine object ‘artisto’ to be
indicative of a feminine subject). The existence
of these samples therefore does not necessarily un-
dermine the reliability of the data and the results,
depending on how the sentences are used in prac-
tice.

Future work could develop language-specific
heuristics which more carefully avoid these error
cases and retain a higher proportion of the legit-
imate gendered minimal pairs in each language,
depending on the number of words usually gen-
dered in a given sentence or the length of gendered
suffixes in that language.
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A List of 16 gender stereotypes

Table 2 shows the 16 gendered stereotypes investi-
gated in the GEST dataset, and the number of sam-
ples included for each stereotype (Pikuliak et al.,
2024).

ID Stereotype # samples
1 Emotional and irrational 254
) 2 Gentle, kind, and submissive 215
: 3 Empathetic and caring 256
s 4 Neat and diligent 207
§ 5 Social 200
= 6  Weak 197
7 Beautiful 243
8 Tough and rough 251
9 Self-confident 229
10  Professional 215
£ 11 Rational 231
= 12 Providers 222
§ 13 Leaders 222
14 Childish 194
15  Sexual 208
16  Strong 221

Table 2: The list of 16 gendered stereotypes investigated
in GEST (Pikuliak et al., 2024).

B Dataset expansion

Morphological gender in EuroGEST languages
Table 3 shows how semantic gender is expressed
morphologically different languages in EuroGEST,
including pronouns, noun phrases, adjectives and
verbs.

Dataset statistics per language Figure 6 shows
the proportions of translated sentences discarded
during dataset creation in each language, either
because the COMET Quality Estimation score was
less than 0.85 or because masculine and feminine
sentence variants differ by more than two letters on
one word. Figure 7 shows the numbers of sentences
(both gendered and genderless) remaining for each
language, broken down by stereotype category.

C Human validation

Initial evaluation of 100 sentences in 29 languages
cost £1,479.00 with a professional translation com-
pany, including project management fees. The sec-
ond round of evaluation of 100 sentences in 15
languages cost £818.55, and the third round of
evaluation of 100 sentences in 3 languages cost
£163.71. This validation study was approved by
the University of Edinburgh School of Informatics
Ethics Committee, Application 825105.

Nouns &

articles Verbs

Lang. Pronouns Adj.s

ET
FI
HU
TR
EN
DA
NL
GA
SV
NO
EL
DE
ES
FR
GL
PT
RO
IT
CA
BG
HR
CS
LV
LT
MT
PL
RU
SK
SL
UK

N N O O S
A N
TRNTTTUUTTCCCCD U %0%0%0%0% 0% % % % %
ANATATTTTNNCCCNX®®RRXXXXXXXXXXXXX

Table 3: Parts of speech on which semantic gender is
expressed morphologically on each first-person singular
sentence in each language in EuroGEST dataset.

C.1 Instructions

We provided expert translators with the following
instructions via an Excel spreadsheet including the
sentences for evaluation and columns correspond-
ing to each question.

In this study, we are creating a dataset that we
can use to investigate systemic gender biases in
multilingual large language models (LLMs). To
check whether our dataset is usable for model test-
ing, we want to evaluate whether our translations
are accurate and whether we have labelled them for
grammatical gender correctly. You will be given a
batch of English first-person sentences translated
into your language of expertise. Please answer the
following questions for each sentence in the batch.

Question 1: We would like you to assess the qual-
ity of each translation on a continuous scale from
1-100, using the quality levels described as follows
to guide your assessment:

0: No meaning preserved: Nearly all information
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Figure 6: Number of sentences discarded in each language during COMET Quality Estimation filtering or during

gendered minimal pair filtering (for gendered languages only).

Stereotype Number
5 6 7 8 9 10 11 12 13 14 15 16

12 3 4
Bulgarian.160.146 160 142 183 174 174 161 184 163 170 143 165 146

Catalan 148 118 168 101 127 107 122 115 124 121 150 152 115 98 96 94

Croatian 110 99 133 106 106 134 132 116 102 144 109 110 95 112 108

Czech 112 144 104 119 126 124 107 141 126 119 110

Danish 181
Dutch 182
Estonian
English
Finnish 174 179 185
177 150 165 155
98 . 94 .

159.182 164 157 169 155

French

Galician 119 98

German . 175

Greek 186 161

150 95 120 137

155 186 174 151 131 152 136

Hungarian 178 164
gﬂ Irish 111 138 123 138 137
&
5 Italian 184 165 181 158 152 128 169 181 162 146.169 162 136 145 156

Latvian 162 149‘187‘127 143 121 149 138 133 140 171 161 149 120 132 115
Lithuanian 154 130 179 141 127 111 157 165 144 126 171 147 127 131 134 123
Maltese

Norwegian

Polish 98 129 105 115 124

Portuguese 154 150 158 144 178 175 170 164 176 174 144 154 140

Romanian 166 162 162 152 183.181 176 150 165 160

Russian 116 110 144 111 114

Slovak 117 . 132 102

107 94 125 102

144 118 119 124 168 126 152 101 116 110

115 124 118 113 98

Slovenian 108 115 117 98 103

Spanish 160
Swedish
Turkish

Ukrainian

Figure 7: Number of sentences in each stereotype category for each language, across both gendered and genderless

EuroGEST datasets.
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is lost in the translation.

33: Some meaning preserved: Some of the mean-
ing is preserved but significant parts are miss-
ing. The narrative is hard to follow due to
errors. Grammar may be poor.

66: Most meaning preserved and few grammar
mistakes: The translation retains most of the
meaning. It may have some grammar mistakes
or minor inconsistencies.

100: Perfect meaning and grammar: The mean-
ing and grammar of the translation is com-
pletely consistent with the source.

Please evaluate the quality of the entire sentence,
not just the parts relevant to gender or grammatical
gender.

Question 2: We want to know whether it is possi-
ble to tell from the sentence grammar whether the
speaker of the sentence is a man or a woman.

For example, if the English sentence is “I am
emotional”:

* In Slovak, the translation provided will be
either “Som emotivna” (F) or “Som emotivny.”
(M). In either case, the answer to this question
would be yes, as it’s possible to tell whether
it’s a man or a woman from the grammar of
the sentence.

* In Dutch, the translation will be “Ik ben emo-
tioneel”, regardless of whether it is a man or
a woman speaking. In this case, the answer to
this question would be no, as the grammar of
the sentence does not give you enough infor-
mation to say whether it is a man or a woman
speaking.

Please note that for this question, we are not in-
terested in whether the content of the sentence is
stereotypically masculine or feminine, for example
if you think it might be more likely to be some-
thing a man or a woman might say. We only want
to know whether the morphology or grammar of
the sentence must indicate either a man or a woman
speaker.

For some languages, we expect none of the
sentences to be gendered, and for other languages,
we expect some but not all of them to be gendered.
Select which option is correct using the “yes/no”
dropdown buttons. If you are unsure, please select
“unsure”.

Question 3: If the answer to Question 2 was “yes”,
please indicate whether the sentence corresponds
to a man or a woman subject (or “other”, if
appropriate), using the dropdown options. If the
answer to Question 2 was “no”, you do not need to
answer this question.

Question 4: If you answered “unsure” to Question
2, or if there are any disfluencies or inaccuracies
in the translation that you would like to comment
on (particularly those which might cause confusion
in relation to the gender of the person speaking)
please add a brief comment or analysis of these
errors here.

C.2 Results of human validation task

Figure 8 shows the average scores for validation of
a set of 100 sentences by up to three expert trans-
lators per language, including both the accuracy
ratings via direct assessment and the percentage
of gender labels provided by each annotator which
align with the label assigned by our translation
pipeline. Table 4 shows the Pearson correlation
coefficients between the first and second annota-
tors’ direct assessment scores (for the 15 languages
for which we have two sets of annotations). Ta-
ble 5 shows the Pearson correlation coefficients
between two annotators excluding an outlier an-
notator (for the 3 languages for which we have
three sets of annotations). Table 6 shows the Co-
hen’s Kappa scores between the first and the sec-
ond annotators’ gender labels for the 100 sample
sentences for each language for which we have
two annotators. We note that for Estonian and
Finnish, Cohen’s Kappa score is not calculable be-
cause there is no variation between the two sets of
gender labels (all are genderless sentences). We
expected the same for Dutch and Swedish, which
are also genderless languages, but we observed
that in a very small number of cases the annota-
tors labelled sample sentences in these languages
as grammatically gendered. This was due to the
presence of specific gendered nouns which are a
vestige of Dutch’s grammatical gender system, e.g.
vrachtwagenchauffeur/vrachtwagenchauffeuse or
vriend/vriendin. The nature of Cohen’s Kappa scor-
ing means that where most labels are the same cat-
egory, disagreements on non-majority category la-
bels like this are more heavily penalised, hence the
relatively low Kappa scores for Dutch and Swedish.
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Figure 8: Average ratings for EuroGEST sentence translation quality (top) and gender label accuracy (bottom) for
sample of 100 GEST sentences in each language, with up to three annotators per language.

Language  Pearson p  Pearson p-value
Bulgarian 0.3880 0.0001
Catalan 0.1246 0.2190
Czech 0.4306 0.0000
Dutch 0.2782 0.0051
Estonian 0.2240 0.0251
Finnish 0.5995 0.0000
French 0.4069 0.0000
German -0.0150 0.8820
Greek 0.7517 0.0000
Lithuanian 0.5897 0.0000
Romanian 0.5897 0.0000
Russian 0.3014 0.0023
Swedish 0.6265 0.0000
Turkish 0.1863 0.0635
Ukrainian 0.0709 0.4835

Table 4: Pearson correlation and p-values by language
for direct assessment scores on sample of 100 sentences
per language for the 15 languages with two sets of an-
notations.

Language Pearson p  Pearson p-value
Catalan 0.1814 0.0723
German 0.1129 0.2635
Ukrainian 0.3595 0.0002

Table 5: Pearson correlation and p-values by language
for direct assessment scores on sample of 100 sentences
per language for the three languages with three sets of
annotations, where outlier annotators are excluded.

C.3 Validated prompt templates in each
language

Table 7 shows the masculine and feminine noun and
pronoun templates in each EuroGEST language.
For Catalan, the ‘he said’ template was automati-

Language Cohen’s k  # different labels
Bulgarian 0.95022 3
Catalan 0.87664 4
Czech 0.88131 6
Dutch 0.49367 2
Estonian - 0
Finnish - 0
French 0.92959 3
German 0.75610 3
Greek 0.75850 12
Lithuanian 0.96151 2
Romanian 0.94848 2
Russian 0.98398 1
Swedish 0.49749 1
Turkish 0.66216 1
Ukrainian 0.79977 12

Table 6: Cohen’s Kappa scores by language for gender
labels (masculine, feminine or neuter) assigned to 100
sample sentences per language for the 15 languages with
two sets of annotations. Number of instances where
annotators disagree also displayed for clarity.

cally translated as ‘va dir’, but our translator said
that ‘va dir ell’ is more appropriate. Conversely, for
Galician the ‘she said’ template was automatically
translated as ‘dixo ela’ but the translator corrected
this to simply gender-neutral ‘dixo’. For Italian,
both ‘he said’ and ‘she said’ templates were au-
tomatically translated as ‘disse’, but the translator
amended these templates to be ‘disse lui’ and ‘disse

i

lei’.

Finally, for Turkish the translator advised that
“‘S”, the man/woman said’ is better translated as
‘Adam/Kadin, “S” dedi’ than “‘S” dedi adam/kadin.
However, this sentence-initial noun template is in-
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Language

he said

she said

the man said

the woman said

Bulgarian
Catalan
Croatian
Czech
Danish
Dutch
Estonian
Finnish
French
Galician
German
Greek
Hungarian
Irish
Italian
Latvian
Lithuanian
Maltese
Norwegian
Polish
Portuguese
Romanian
Russian
Slovak
Slovenian
Spanish
Swedish
Turkish
Ukrainian

,,S%, Ka3a Toi

"S", va dir ell

'S', rekao je

5S¢ ekl

"S", sagde han

'S," zei hij

"S," litles ta

"S", hédn sanoi

« S », a-t-il déclaré
"S" dixo

L., sagte er

« S », gine

,»S” —mondta

'S," a duirt sé

"S", disse lui

"S," vins teica
“S*, pasakeé jis
‘S,” qal

«S,» sa han

S — powiedziat
"S", disse ele

,,S”, spuse el

«Sy», — ckazai oH
5.3, povedal
"S," je rekel

“S”, dijo

"S", sa han

"S" dedi

«S», — CKa3aB BiH

.S, Kaza T

"S", va dir ella

'S', rekla je

.S, fekla

"S", sagde hun

'S, zei ze

"S," litles ta

"S", hén sanoi

« S », a-t-elle déclaré
"S" dixo

.S, sagte sie

« S », gine

,»S” —mondta

'S," a duirt si

"S", disse lei

"S," vina teica

“S*, pasakeé ji

‘S,” qalet

«S,» sa hun

,,S” — powiedziata
"S", disse ela

,»S7, spuse ea

«Sy», — ckazai oHa
,.S,“ povedala
"S," je rekla

“S”, dijo

"S", sa hon

"S" dedi

«S», — cKka3aB BOHA

1,9, Ka3a MBXBT
"S", va dir I'home
'S', rekao je Covjek
LS, fekl muz

"S", sagde manden
'S,' zei de man

"S," iitles mees

"S", mies sanoi

« S », dit 'homme
"S" dixo o home
.S, sagte der Mann
« S », gineg 0 avtpog
».S” —mondta a férfi
'S,' a duirt an fear
"S", disse 1'uomo
"S," virietis teica
“S*, pasaké vyras
‘S,” qal ir-ragel
«S,» sa mannen

.S — powiedziat
"S", disse o homem
,,S”, spuse barbatul
«S», — cKazan My>K4nHa
.S, povedal muz
"S," je rekel moski
“S”, dijo el hombre
"S", sa mannen
Adam, "S" dedi
«S», — CcKa3aB YOJIOBIK

LS, Ka3a JKeHaTa
"S", va dir la dona
'S', rekla je Zena
.S, fekla zena

"S", sagde kvinden
'S,' zei de vrouw

"S," iitles naine

"S", nainen sanoi

« S », dit la femme
"S" dixo a muller
S, sagte die Frau

« S », glme M yovaiko
,.S” —mondta a nd
'S,' a duirt an bhean
"S", disse la donna
"S," sieviete teica
“S*, pasaké moteris
‘S,” qalet il-mara
«S,» sa kvinnen

,,S” — powiedzial kobieta
"S" disse a mulher
,»S”, spuse femeia
«S», — cKa3aJ KeHIIHHA
5.3, povedala Zena
"S," je rekla Zenska
“S”, dijo la mujer
"S", sa kvinnan
Kadin, "S" dedi

«S», — CKa3aB XKiHKa

Table 7: Gendered noun and pronoun templates in all languages in this work, as validated by expert translators.
Some languages (grey) have no gendered pronouns, and the Turkish noun templates require sentence-initial nouns
in order to be grammatical, whereas sentence-final templates are usable for all other languages.

consistent the sentence-final template constructions
in the other 29 languages, so we do not implement
this suggestion (but note that our templated sen-
tences for Turkish may therefore be less grammati-
cal and the results less reliable).

D Additional results

Figures 9, 10 and 11 show the average masculine
rates (q;) on all sentences from feminine stereo-
types and all sentences from masculine stereotypes
using noun-based templates, pronoun-based tem-
plates and gendered minimal pairs respectively, for
a selection of six medium-sized models. Figure 12
shows how the g, rate increases with larger model
sizes, displaying the results from all 24 models
from six language families on each language.
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Figure 9: Average g; rates of six mid-sized models on sentences from all feminine and all masculine stereotypes
across all available gender-neutral sentences per language, wrapped in a gendered noun-based template (“*S,” the
man/woman said”.)
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Figure 10: Average g; rates of six mid-sized models on sentences from all feminine and all masculine stereotypes
across all available gender-neutral sentences per language, wrapped in a gendered pronoun-based template (“*S,’
he/she said”.)

32083



1.0 Bulgarian 1.0 1 Catalan 1.0 Croatian 1.0 A Czech 1.0 1 Danish
0.8 @ 0.8 0.8 0.8 0.8
B B ﬁ B #
064 061 & = 0.6 E ‘ 0.6 1 b 064
< o
0.4 0.4 4 » 0.4 0.4 4 0.4 4
024 024 024 0.2 4 024
0.0 T T 0.0 T T 0.0 T T 0.0 T T 0.0 T T
Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc.
1.0 1 Dutch 1.0 Estonian 1.0 English 1.0 Finnish 1.0 French
0.8 0.8 0.8 0.8 0.8 H
B
0.6 4 0.6 4 0.6 4 0.6 0.6 q ﬂ
0.4 0.4+ 044 0.4 4 044
024 024 024 0.2 4 024
0.0 T T 0.0 T T 0.0 T T 0.0 T T 0.0 T T
Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc.
1.0 A Galician 1.0 - German 1.0 A Greek 1.0 1 Hungarian 1.0 - Irish
0.8 0.8 1 0.8 4 ﬁ 0.8 1 0.8 4
0.6 g 0.6 g o 0.6 0.6 0.6
g i 8o
[
0.4 4 0.4 4 0.4 0.4 4 0.4 4
021 024 024 0.2 4 021
0.0 T T 0.0 T T 0.0 T T 0.0 T T 0.0 T T
Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc.
1.0 - Italian 1.0 Latvian 10 - Lithuanian 101 Maltese 1.0 A Norwegian
081 A 0.8 a 081 01 @ 0
f § ;i $
0.6 4 e 0.6 4 0.6 4 0.6 [¥] g 0.6 4
-4 > <
> <
0.4 0.4 4 0414 0.4 0414
024 024 024 0.2 4 024
0.0 T T 0.0 T T 0.0 T T 0.0 T T 0.0 T T
Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc.
1.0 Polish 1.0 A Portuguese 1.0 Romanian 1.0 Russian 1.0 Slovak
4 o 4 4 4 4
0.8 ° > 0.8 0.8 0.8 qp 0.8
. & 8 8 ¢ 8 g P
0.6 4 ] 0.6 4 0.6 4 > 0.6 < 0.6 4
i < B >
<
0.4+ 044 044 0.4 044
024 024 024 0.2 4 024
0.0 T T 0.0 T T 0.0 T T 0.0 T T 0.0 T T
Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc.
10 Slovenian 10 Spanish 10 Swedish 10 Turkish 1L0- Ukrainian
0.8 0.8 0.8 0.8 0.8 &
i
0.6 4 E 06{ @ ﬁ 0.6 4 0.6 4 064 O B
L | A
> » 5 <
0.4 1 0.4 4 0.4 1 0.4 4 0.4 1
024 024 024 0.2 4 024
0.0 T T 0.0 T T 0.0 T T 0.0 T T 0.0 T T
Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc. Fem. Masc.
@ Qwen7B A EuroLLM 9B Instruct P> Aya8B
@ Llama 8B 4 Salamandra 7B <« Teuken 7B

Figure 11: Average g; rates of six mid-sized models on sentences from all feminine and all masculine stereotypes
across all available gendered sentences per language, for languages which mark grammatical gender on some
EuroGEST sentences.
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Figure 12: Average stereotype rates of base and instruct models in each language. Stereotype rate of 1.0 is indicative

of no stereotyping.
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