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Abstract

The integration of external knowledge through
Retrieval-Augmented Generation (RAG) has
become foundational in enhancing large lan-
guage models (LLMs) for knowledge-intensive
tasks. However, existing RAG paradigms often
overlook the cognitive step of applying knowl-
edge, leaving a gap between retrieved facts and
task-specific reasoning. In this work, we in-
troduce RAG+, a principled and modular ex-
tension that explicitly incorporates application-
aware reasoning into the RAG pipeline. RAG+
constructs a dual corpus consisting of knowl-
edge and aligned application examples, cre-
ated either manually or automatically, and re-
trieves both jointly during inference. This de-
sign enables LLMs not only to access relevant
information but also to apply it within struc-
tured, goal-oriented reasoning processes. Ex-
periments across mathematical, legal, and med-
ical domains, conducted on multiple models,
demonstrate that RAG+ consistently outper-
forms standard RAG variants, achieving aver-
age improvements of 3-5%, and peak gains up
to 13.5% in complex scenarios. By bridging
retrieval with actionable application, RAG+ ad-
vances a more cognitively grounded framework
for knowledge integration, representing a step
toward more interpretable and capable LLMs.

1 Introduction

Large language models (LLMs) have demonstrated
strong performance across a broad range of natu-
ral language processing tasks (Rong et al., 2025;
Tang et al., 2025). To further improve their capa-
bilities, Retrieval-Augmented Generation (RAG)
has emerged as a widely adopted framework. By
equipping LL.Ms with access to external knowl-
edge sources, RAG enables the dynamic retrieval
of up-to-date information at inference time, leading
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Input Query

[ How many ways to choose 3 students from 6 boys and 4 girls, with at least one girl?]

Knowledge RAG Answer

To choose k items from n without regard to _+ We need to choose 3 students

order, use the combination formula: from 10 people,

C(n, k) = n!/ (k!(n=k)!). So, the answer is C(10, 3) = 120
Application

Question: How many 4-person teams can

be formed from 7 engineers and 5 designers,
with at least one of each?

Answer: Total teams: C(12, 4); Invalid teams
(only engineers or only designers): C(7, 4) + All-boys group: C(6, 3) = 20

C(5, 4); Valid teams = C(12, 4) - C(7, 4) - Therefore, the answer is 120 - 20
C(5, 4) = 455. Therefore, the answer is 455. =100

RAG+ Answer
We should subtract the invalid

cases (all boys) from the total:
All combination: C(10, 3) = 120

Figure 1: An Illustrative Case of RAG and RAG+:
Knowledge Only vs. Knowledge with Application.

to significant gains in knowledge-intensive scenar-
ios (Li et al., 2025; Mostafa et al., 2025).

However, existing RAG methods often focus
on lexical or semantic similarity when retrieving
knowledge, paying little attention to how the re-
trieved content should be applied in downstream
tasks. While effective in factual recall and open-
domain question answering, RAG frequently under-
performs on domain-specific reasoning tasks (Lin
et al., 2025; Hayashi et al., 2025; Ammann et al.,
2025), where solving complex problems requires
not only relevant information but also reasoning
about how to use it to arrive at a solution. Figure 1
illustrates a representative example.

RA-DIT (Lin et al., 2023) fine-tunes both the
retriever and generator in a dual-instruction man-
ner, aligning retrieval more closely with what the
model needs to generate accurate responses. Other
recent RAG extensions address the gap between
retrieval and application by decomposing reason-
ing tasks into smaller steps and retrieving relevant
knowledge for each substep (Singh et al., 2025;
Xiong et al., 2025; Zihao et al., 2024). However,
they provide limited guidance on how to apply re-
trieved knowledge. This shortcoming hampers per-
formance in procedural reasoning tasks that require
understanding both the solution process and the
associated underlying concepts.

32002

Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 32002-32026
November 4-9, 2025 ©2025 Association for Computational Linguistics



This limitation reflects insights from educational
psychology. Bloom’s Taxonomy identifies “apply-
ing” knowledge as a distinct cognitive skill that
goes beyond simple recall (Bloom, 2010). Sim-
ilarly, cognitive architectures like ACT-R distin-
guish between declarative memory (facts) and pro-
cedural memory (skills), suggesting that coupling
factual knowledge with procedural examples en-
hances performance on complex tasks (Anderson
et al., 2004). Consistently, Re-TASK (Wang et al.,
2024b) introduces the concept of capability items,
emphasizing that accomplishing domain-specific
tasks requires jointly leveraging domain knowledge
and task-specific skills.

Motivated by these insights, we propose RAG+,
a simple yet effective extension to the RAG frame-
work that enhances reasoning by bridging retrieval
and generation with an application-aware stage. In-
stead of retrieving only relevant knowledge, RAG+
additionally retrieves examples that demonstrate
how the knowledge is applied in practice-such as
structured reasoning chains and stepwise solutions-
to ground the model’s output in task-relevant usage
and to improve reasoning accuracy.

RAG-+ builds a dual corpus: one stores domain
knowledge, and the other contains automatically
generated application instances aligned to each
fact. At inference time, the system retrieves rel-
evant knowledge based on the input query and
then fetches aligned application examples to pro-
vide practical context. This design encourages the
model not only to recall factual content but also
to produce outputs that follow grounded reasoning
patterns based on prior usage. RAG+ is modular
and retrieval-agnostic; it can be integrated into any
existing RAG pipeline without changing the model
architecture or requiring additional fine-tuning.

We evaluate RAG+ across three reasoning-
intensive domains: mathematics, medicine, and le-
gal, using four representative RAG variants: vanilla
RAG, Answer-First RAG, GraphRAG, and Rerank
RAG. Experiments show that RAG+ consistently
improves performance. Notably, Qwen2.5-72B im-
proves from 76.5% to 87.5% on legal prediction,
and LLaMA3.3-70B rises from 78.2% to 86.5% on
medical QA. Even smaller models like DS-Qwen-
7B benefit, demonstrating the broad effectiveness
of application-aware augmentation. These results
demonstrate that bridging retrieval and reasoning
through application-aware augmentation can yield
substantial gains, especially in domains where ac-

curate reasoning is essential.
Our contributions are as follows:

* We identify a key limitation of existing RAG
systems: the absence of an application-aware
step, which impairs reasoning in complex
tasks.

* We introduce RAG+, a modular and plug-and-
play extension that jointly retrieves factual
knowledge and its aligned usage examples to
better support downstream reasoning.

* We validate the effectiveness of RAG+
through comprehensive experiments, demon-
strating consistent gains across multiple do-
mains and retrieval strategies.

2 Related Work

Retrieval-Augmented Generation (RAG) has be-
come a widely adopted framework for enhanc-
ing large language models (LLMs), especially
in knowledge-intensive tasks. A standard RAG
pipeline includes query formulation, corpus con-
struction, retrieval, and answer generation. Prior
work has sought improvements at each stage.

For retrieval quality, Rewrite-Retrieve-Read (Ma
et al., 2023) rewrites queries to better align with
document style. R?AG (Ye et al., 2024) uses a
retrieval-aware encoder to highlight key signals,
while Query2Doc (Wang et al., 2023a) expands
queries into pseudo-documents to clarify intent. In
terms of corpus construction, GraphRAG (Edge
et al., 2024) integrates knowledge graphs to sup-
port entity-centric reasoning. To enhance retrieval
precision, Reranking (Wang et al., 2024a) and fil-
tering techniques (Wang et al., 2023b; Pickett et al.,
2025) further refine retrieved content.

Beyond these enhancements, recent work has
tackled more complex reasoning tasks through
modular and agent-based RAG variants. Agentic
RAG (Singh et al., 2025) and RAG-Gym (Xiong
et al., 2025) decompose tasks into subtasks han-
dled by specialized agents or workflows. OPEN-
RAG (Islam et al., 2024) introduces agent-based de-
composition and context selection, while RAT (Zi-
hao et al., 2024) uses Chain-of-Thought prompting
to support step-wise retrieval.

Despite these efforts, most RAG methods re-
main optimized for fact-centric tasks such as open-
domain QA. In reasoning-centric domains such as
mathematics, retrieving the right facts is only the
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first step. The model must also understand how
to apply them to reach a specific goal. Our work
addresses this gap by introducing an application-
aware step that explicitly guides how retrieved
knowledge is used.

3 Methods

We propose RAG+, a principled extension of
Retrieval-Augmented Generation (RAG) that incor-
porates the explicit application of retrieved knowl-
edge to improve reasoning. While prior RAG
frameworks focus on retrieving relevant knowl-
edge for downstream tasks, they often overlook
explicitly guiding models on how to utilize this
knowledge in reasoning. RAG+ addresses this lim-
itation by introducing an explicit step that applies
the retrieved knowledge through aligned applica-
tion examples, illustrating its practical use.

The RAG+ pipeline consists of two stages: (a)
a construction stage, where an application corpus
is built and aligned with the knowledge corpus;
and (b) an inference stage, in which both knowl-
edge and corresponding applications are retrieved
to form a comprehensive prompt for response gen-
eration, as shown in Figure 2.

3.1 Construction Stage

The construction stage aims to build an applica-
tion corpus A aligned with an existing knowledge
corpus K, as shown in Figure 2(a). For each knowl-
edge item k € K, an application example a € A is
either retrieved or generated to demonstrate the
practical use of k. These examples bridge the
gap between passive knowledge access and task-
oriented reasoning.

Depending on domain characteristics and data
availability, we consider two complementary strate-
gies for constructing application examples: appli-
cation generation and application matching.

Application Generation: In many domains,
while structured knowledge corpora exist, corre-
sponding application examples remain scarce or
incomplete. To address this gap, we leverage pow-
erful LLMs to automatically generate application
examples. This process produces a structured ap-
plication corpus aligned with the knowledge base,
facilitating application-aware reasoning. We cat-
egorize knowledge items into two types based on
their inherent nature to ensure generation of rele-
vant and task-appropriate applications:

Conceptual knowledge comprises static, descrip-

tive information, such as definitions, theoretical
explanations, or descriptions of entities and prin-
ciples. The corresponding applications generally
involve comprehension tasks, contextual interpre-
tations, or analogies that elucidate meaning and
deepen understanding.

Procedural knowledge refers to dynamic, action-
able information including problem-solving strate-
gies, inference rules, and step-by-step methods. Its
associated applications are demonstrated through
worked examples, reasoning chains, or practical
problem-solving instances where the knowledge is
actively applied.

Figure 3 illustrates examples of these knowledge
types alongside their generated applications. By
aligning each knowledge item with a representa-
tive application, the constructed corpus enables
downstream systems not only to retrieve relevant
information but also to engage in more effective,
application-aware reasoning.

Guided by the prior classification of knowledge
items into conceptual and procedural types, we
design tailored prompting strategies to elicit task-
appropriate applications: comprehension or con-
textualization tasks for conceptual knowledge and
worked examples or reasoning chains for procedu-
ral knowledge.

Application Matching: In domains where real-
world cases naturally exemplify the use of specific
knowledge, each knowledge item is paired with one
or more application instances drawn from authen-
tic scenarios, serving as grounded demonstrations
that contextualize and concretize the corresponding
knowledge. We refer to these instances as appli-
cation examples. To establish these pairings, we
first assign both problems and knowledge items to
broad semantic categories using powerful LLMs
with temperature sampling and self-consistency
voting!. Specifically, we first classify knowledge
items and application instances separately. Then,
within each category, we use LLMs to match each
knowledge item with its relevant application exam-
ples. The resulting pairings are manually refined
to ensure accuracy. Next, within each category,
relevance selection is conducted by prompting the
model to identify the most pertinent knowledge
entries for each problem.

This two-stage process yields a many-to-many

'The voting mechanism is not essential. To reduce com-
putational cost, a well-designed prompt can serve as an alter-
native, allowing the alignment of knowledge—application in a
single pass.
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Bayes’ Theorem:
Let A and B be two events, with P(B) > 0. Then the
posterior probability of A given B is:

P(A|B) = \frac{P(B|A) * P(A){P(B)}, where ... ...

A disease affects 1% of a population. A diagnostic
test has a 99% true positive rate (sensitivity) and a
95% true negative rate (specificity). If a person
tests positive, what is the probability that they
actually have the disease?

{__Questi

— We can apply Bayes’ Theorem to compute the
posterior probability of disease given a positive
test result:

If real-world cases exist
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Bayes’ Theorem:
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( Question: Given prior probabilities Flu: 0.5, COVID-19: 0.3,
Malaria: 0.2, and fever likelihoods 0.6, 0.9, 0 95, compute
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Answer: We apply Bayes' Theorem: ..
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\COVID 19: 35.53%; Malaria: 25.00%.
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(a) Construction Stage: Building an Application (b) Inference Stage: Retrieving Aligned Knowledge and Application Exam-

Corpus Aligned with the Knowledge Corpus.

ples to Generate Output.

Figure 2: The overview framework of RAG+: (a) construction of the application corpus and (b) inference with

retrieved knowledge and applications.

mapping between knowledge points and appli-
cation examples, ensuring comprehensive and
grounded coverage of relevant applications. For
knowledge points lacking matched real-world ap-
plications, we supplement them with automatically
generated examples as described above, thereby
maintaining the completeness and robustness of
the application corpus.

These two strategies enable the construction of
an application corpus that supports application-
aware reasoning across diverse domains.

3.2 Inference Stage

During inference, given a test query, RAG+ first
retrieves relevant knowledge items from the knowl-
edge corpus based on semantic and structural sim-
ilarity, using any retrieval method (e.g., dense re-
trieval, reranking), as shown in Figure 2(b). For
each retrieved knowledge item k, its correspond-
ing application example a, pre-aligned during the
construction stage, is retrieved from the application
corpus. The pair (k, a) is then incorporated into a
predefined prompt template that guides the model
with both factual information and procedural cues.
This prompt is subsequently fed into the language
model for final answer generation.

RAGH+ is retrieval-agnostic and can be seam-
lessly integrated into any existing RAG pipeline.
Since the knowledge-application alignment is es-
tablished offline, no modifications to retrieval or
generation models are needed at inference. This
modular design allows RAG+ to function as a plug-

and-play enhancement for diverse reasoning tasks.

4 Experiment Setup

4.1 Baseline

To assess the effectiveness of the proposed RAG+
framework, we compare it against several repre-
sentative RAG-based baselines, each embodying
a distinct approach to utilizing retrieved informa-
tion. RAG (Lewis et al., 2020) is the standard
framework that retrieves relevant documents based
on the input query and generates responses condi-
tioned on both the query and the retrieved content.
Answer-First RAG (AFRAG) first generates a can-
didate answer from the query, which is then used
to retrieve supporting evidence. The final output
is produced using both the original query and the
retrieved context. GraphRAG (Edge et al., 2024)
incorporates structured knowledge via knowledge
graphs to facilitate multi-hop reasoning and im-
prove contextual relevance. Rerank RAG re-ranks
the top-k retrieved documents by a large language
model and selects the top three for answer genera-
tion to enhance query-context alignment.

In the Rerank RAG setup, the same model per-
forms both reranking and generation. Smaller mod-
els (e.g., GLM4-9B, DS-Qwen-7B) often fail to
comply with reranking instructions and instead
generate answers directly. This issue remains de-
spite prompt tuning and leads to missing results on
the MathQA and MedQA datasets. Larger mod-
els (14B and above), however, reliably perform
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Table 1: Accuracy (%) of different models on the MathQA dataset with and without application-level augmentation.

“+” indicates the use of application-level augmentation.

Method ‘ GLM4-9B Qwen2.5-7B DS-Qwen-7B  Qwen2.5-14B DS-Qwen-32B  Qwen2.5-72B LLaMA3.3-70B
Baseline ‘ 46.51 58.84 24.19 66.98 80.00 69.07 69.07
RAG 47.21 64.65 24.42 73.49 82.79 70.47 71.16
RAG+ 52.09 65.58 26.28 74.67 84.65 73.72 71.86
AFRAG 48.14 63.51 22.56 66.98 82.09 71.86 70.23
AFRAG+ 51.16 64.42 23.95 70.00 83.95 76.05 71.86
GraphRAG 33.95 56.98 27.21 69.07 82.79 73.02 68.37
GraphRAG+ 36.51 59.77 33.72 69.77 83.49 72.56 69.00
Rerank RAG 48.21 56.05 26.05 71.40 80.46 73.26 74.65
Rerank RAG+ - 56.28 32.09 78.90 83.26 77.21 76.74

reranking without this problem.

4.2 Datasets

RAG+ is evaluated on three reasoning-intensive
domains: mathematics, legal, and medicine. The
MathQA dataset is constructed from publicly avail-
able educational resources and is paired with a
custom mathematical knowledge corpus. For le-
gal, the sentencing prediction dataset from CAIL
2018 (Xiao et al., 2018; Zhong et al., 2018) is used,
with a knowledge corpus composed of statutes from
the Criminal Law of China. For medicine, the
MedQA dataset (Jin et al., 2020) is employed, to-
gether with a curated medical corpus from (Xiong
et al., 2024) relevant to clinical reasoning.
Because the legal and medical corpora lack suf-
ficient real-world applications, we use automatic
generation methods for their application corpora.
Specifically, generated applications in legal reflect
case rulings from the Chinese Criminal Law corpus,
while in medicine, knowledge items are categorized
before generating aligned applications based on a
clinical knowledge base and the MedQA dataset.
In contrast, the math corpus includes authen-
tic application instances, enabling us to employ
an application matching approach. This approach
employs a two-stage filtering process: first, cate-
gory alignment assigns both problems and knowl-
edge items to broad categories using Qwen2.5-72B
with temperature sampling and self-consistency
voting, followed by manual refinement to improve
accuracy. Second, relevance selection prompts the
model to identify the most pertinent knowledge
entries within each category. To maintain corpus
completeness, knowledge points without matched
real-world applications (under 10%) are supple-
mented with automatically generated examples.
The resulting corpus pairs each knowledge item

with one or more applications, enabling RAG+ to
retrieve both during inference. All prompts used
are detailed in Appendix C.

4.3 Models

Nine conversational models from the Qwen (Qwen
et al., 2025; Yang et al., 2025), LLaMA (Dubey
et al., 2024), DeepSeek (DeepSeek-Al, 2025), and
ChatGLM (Team GLM et al., 2024) series were
evaluated. Detailed configurations of the evaluated
models are provided in Appendix A.1.

5 Results

In this section, the effectiveness of RAG+ is demon-
strated across multiple models on three reasoning-
intensive datasets spanning distinct domains. Per-
formance trends are also analyzed across different
model scales within the Qwen2.5 series. Abla-
tion studies examine the effects of incorporating
only application examples or using larger models
for reranking. Finally, case studies illustrate how
RAG+ enhances complex reasoning.

5.1

Table 1 reports the model performance on the
MathQA dataset with and without application-level
augmentation. Most retrieval methods demonstrate
effectiveness, though some negatively impact per-
formance. Nevertheless, almost all augmented vari-
ants outperform their non-augmented counterparts.

Notably, Qwen2.5-14B achieves a substantial
improvement of over 7.5% with Rerank RAG+,
while DS-Qwen-7B showing gains of 6.5% and
6.0% with GraphRAG+ and Rerank RAG+, re-
spectively. GLM4-9B and Qwen2.5-72B show
consistent gains between 2.8% and 4.8% across
multiple RAG+ variants. In contrast, AFRAG and
GraphRAG tend to be less effective on smaller

Mathematics Domain
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Table 2: Accuracy (%) of different models on sentencing prediction tasks with and without application-level augmen-
tation. LLaMA3.1-8B* denotes the Chinese version, and “+” indicates the use of application-level augmentation.

Method ‘ LLaMA3.1-8B* DS-Qwen-7B DS-Qwen-32B QwQ-32B Qwen3-32B Qwen2.5-72B LLaMA3.3-70B
Baseline ‘ 29.00 53.00 80.50 80.00 73.00 73.00 51.50
RAG 36.00 65.50 85.50 81.50 83.00 76.50 70.50
RAG+ 41.00 67.50 85.50 86.00 82.50 83.00 76.00
AFRAG 27.50 65.50 85.00 82.50 76.00 85.00 41.50
AFRAG+ 33.00 68.00 86.50 83.00 77.50 86.50 52.50
GraphRAG 36.50 42.00 81.50 76.00 68.50 64.00 38.50
GraphRAG+ 46.00 47.50 81.50 77.50 75.00 64.00 52.00
Rerank RAG 33.00 60.00 82.00 83.50 80.50 77.50 77.50
Rerank RAG+ 34.00 61.00 82.50 83.50 82.00 87.50 77.50

Table 3: Accuracy (%) of different models on the MedQA dataset with and without application-level augmentation.

“+” indicates the use of application-level augmentation.

Method ‘ LLaMA3.1-8B Qwen2.5-7B DS-Qwen-7B DS-Qwen-32B QwQ-32B Qwen2.5-72B LLaMA3.3-70B
Baseline ‘ 57.80 41.80 32.60 80.00 80.40 73.80 78.20
RAG 63.00 59.20 34.60 79.00 80.20 75.00 80.20
RAG+ 63.60 57.60 40.20 80.20 80.80 75.40 81.40
AFRAG 56.40 53.40 32.20 78.20 81.20 76.40 82.40
AFRAG+ 57.00 57.20 34.60 78.60 82.20 77.40 83.00
Rerank RAG 60.00 58.60 35.20 79.80 80.60 76.40 81.00
Rerank RAG+ 63.40 61.40 - 80.20 81.40 78.20 85.60

models, such as Qwen2.5-14B with GraphRAG,
likely because these methods depend heavily on
a model’s ability to interpret complex relational
structures and integrate them into reasoning, which
smaller models often lack.

Additionally, GraphRAG without application
augmentation can lead to performance drops. For
instance, Qwen2.5-72B shows a slight decline with
plain GraphRAG, possibly due to its emphasis
on entity definitions and relations may not align
well with mathematical tasks that require solution-
oriented knowledge such as formulas.

Overall, most models achieve accuracy improve-
ments between 2.5% and 6.5%, while the over-
all range spans from approximately 0.7% to 7.5%.
These findings highlight the value of application-
aware augmentation in reasoning tasks that require
more than factual knowledge.

5.2 Legal and Medicine Domain

Table 2 and Table 3 show the performance of vari-
ous RAG-based methods on the sentencing predic-
tion task and the MedQA dataset across different
models. Application-level augmentation consis-
tently improves accuracy over both base models
and standard RAG variants.

In the legal domain, Qwen2.5-72B achieves

87.5% accuracy with Rerank RAG+, a 10% gain
over its non-augmented version. DS-Qwen-32B
and QwQ-32B also show notable improvements
with RAG+ and AFRAG+, demonstrating the
effectiveness of application-aware augmentation.
In contrast, GraphRAG alone underperforms, es-
pecially for smaller models like DS-Qwen-7B
and LLaMA3.1-8B, likely due to its focus on
entity-level information. However, combining
GraphRAG with application augmentation signifi-
cantly improves results, highlighting the need for
task-aligned retrieval. LLaMA3.3-70B performs
well across all methods but shows marginal gains
with application augmentation, indicating diminish-
ing returns from retrieval augmentation as model
size increases.

On the MedQA dataset, Rerank RAG+ yields
the best performance for most models, especially
the larger ones. For example, LLaMA3.3-70B
reaches 85.6%, surpassing its baseline (81%) and
Rerank RAG (81.0%) methods. Smaller models
like Qwen2.5-7B and LLaMA3.1-8B also benefit,
with gains of 2.2% and 3.4%, respectively. AFRAG
and its augmented version provide steady improve-
ments, showing that grounding abstract medical
knowledge through applications enhances reason-
ing. While standard RAG offers a solid boost,
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Conceptual Knowledge

Anatomy includes those structures that can be seen grossly (without the aid of
magnification) and microscopically (with the aid of magnification). Typically, when
used by itself, the term anatomy tends to mean gross or macroscopic anatomy —
that is, the study of structures that can be seen without using a microscopic......

An Application of Conceptual Knowledge

Question: What is the relationship between gross anatomy and microscopic
anatomy in the study of human body structures?

Answer Choices:

A) Gross anatomy and microscopic anatomy are unrelated fields of study.

B) Gross anatomy deals with structures visible to the naked eye, while microscopic
anatomy involves the study of cells and tissues using a microscope.

C) Microscopic anatomy is a subset of gross anatomy, focusing on larger structures.
D) Gross anatomy is used only in medical practice, while microscopic anatomy is
used in research.

Correct Answer: B) Gross anatomy deals with structures visible to the naked eye,
while microscopic anatomy involves the study of cells and tissues using a
microscope.

(a) An Example of Conceptual Knowledge and Corresponding
Applications.

Procedural Knowledge

Euler’s Theorem for Homogeneous Functions: If P(x_1, \Idots, x_m) is a
homogeneous polynomial of degree d, then: \nabla P(x_1, \Idots, x_m) \cdot
\begin{bmatrix} x_1 \\ \vdots \\ x_m \end{bmatrix} = d \cdot P(x_1, \Idots, x_m)

An Application of Procedural Knowledge

Question: Let P(x, y) = xA3 + 3x"2y + 3xy”2 + yA3. Use Euler’s theorem to compute
x \frac{\partial P}{\partial x} + y \frac{\partial PY{\partial y}

Correct Answer:

\frac{\partial P{\partial x} = 3xA2 + 6xy + 3yA2, \quad \frac{\partial P}{\partial y} =
3xA2 + 6xy + 3y"2

Then apply Euler’s theorem:

x \frac{\partial P}{\partial x} + y \frac{\partial P}{\partial y}
= X(3xA2 + 6xy + 3yA2) +y(3xA2 + 6xy + 3y"2)

=3x"3 + 6x2y + 3xy 2 + 3x"2y + 6xy 2 + 3y"3

=3(x"3 + 3x 2y + 3xyA2 + y/3)

=3P(x,y)

(b) An Example of Procedural Knowledge and Corresponding
Applications.

Figure 3: Examples of aligning different types of knowl-
edge with application instances.

application-level augmentation is essential for max-
imizing performance across model sizes.

These results demonstrate the consistent effec-
tiveness of application-aware augmentation in en-
hancing RAG-based methods, benefiting both large
and small models when paired with effective re-
trieval strategies.

5.3 Effect of Model Scale

As shown in Figure 4, all methods show consistent
performance gains as model size increases from 7B
to 14B and then to 72B, reflecting the enhanced
reasoning capabilities of larger models. Notably,
approaches augmented with application-level ex-
amples achieve larger improvements than their non-
augmented counterparts.

In the legal domain, accuracy rises steadily with
model scale when application augmentation is used.
In the medicine domain, while all models benefit,
the performance gains from scaling are less pro-

90 Legal-RAG 90LegaI-Rerank RAG Med-RAG 90Med-Rerank RAG
751

<80+ 80 1 704 80 1
o
5 704 70 65 70 A
(%3
O
<

60 60 - 60 / 60

7 14 72 7 14 72 7 14 72 7 14 72

Model Scale (#parameters in billions)
RAG+ —e— Rerank RAG Rerank RAG+

—e— RAG
Figure 4: Performance comparison on sentencing pre-
diction tasks and the MedQA dataset using Qwen2.5
series models across different scales with and without
application examples.

Table 4: Accuracy (%) on sentencing prediction tasks
across different RAG methods. “Rerank (72B)” denotes
reranked by Qwen2.5-72B, generated by base model.

Method | Qwen2.5-7B  Qwen2.5-14B
Baseline | 46.00 74.00
RAG 75.00 78.50
RAG+ 76.50 82.50
Rerank RAG 70.50 78.50
Rerank RAG+ 74.50 81.00
Rerank (72B) RAG 72.50 80.00
Rerank (72B) RAG+ 83.50 86.00

nounced. These results indicate that application-
guided retrieval scales especially well with model
size, further boosting knowledge integration and
reasoning in complex, domain-specific tasks.

5.4 Impact of Reranking Model

To investigate the suboptimal performance of
Rerank RAG on smaller models, we conducted
an ablation study by replacing the initial reranker
with a stronger model, Qwen2.5-72B, to assess its
impact on downstream accuracy.

As shown in Table 4 and Table 5, we isolate the
effect of reranking quality by varying the reranker
while keeping other components fixed. Stronger
reranking consistently improves accuracy across
both tasks, with the largest gains in the Rerank
(72B) RAG+ setting, where application-augmented
reranking achieves the best performance. Notably,
its improvement over non-augmented reranking
exceeds that between Rerank RAG+ and Rerank
RAG, highlighting the joint benefits of reranking
strength and application-level guidance. These re-
sults underscore the value of cross-model collab-
oration, where large models enhance retrieval to
support more efficient inference in smaller ones.
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Math Question A

Find a polynomial P(x) of degree 3 or less whose graph passes through the four data points (-2,8), (0,4), (1,2), (3,-2).
A) P(x) = 2x72 -3x + 1, B) P(x) = x*3 - 2x"2 + x - 1, C) P(x) = 3x"2 + 2x - 4, D) P(x) = 4 - 2x

RAG Answer

\ell_4(x) = \frac{(x + 2)x(x - 1) {30}

xN3-2x"2 +x-1.

To find a polynomial P(x) of degree 3 or less that passes through the four points (-2,8), (0,4), (1,2), and (3,-2), we use
polynomial interpolation. We'll construct it using the Lagrange interpolation formula.

For each point (x_i, y_i), we define a corresponding Lagrange basis polynomial \ell_i(x) and we construct
interpolating polynomial then: P(x) = \sum_{i=1}*4}y_i \ell_i(x)

For the given points, we calculate each of the Lagrange basis polynomials:

\ell_1(x) = \frac{x(x - 1)(x - 3)}{30}; \ell_2(x) = \frac{(x + 2)(x - 1)(x - 3){6}; \ell_3(x) = \frac{(x + 2)x(x - 3){-6};

Next, we construct the polynomial P(x): P(x) = 8 \ell_1(x) + 4 \ell_2(x) + 2 \ell_3(x) - 2 \ell_4(x)
Substituting the expressions for the basis polynomials and simplifying, we get:

P(x) = \frac{8x(x - 1)(x - 3)K{30} + \frac{4(x + 2)(x - 1)(x - 3)K6} - \frac{2(x + 2)x(x - 3)K{6} - \frac{2(x + 2)x(x - 1)}{30} =

Therefore, the answer is B) P(x) = x3 - 2xA2 + x - 1

RAG+ Answer
Newton’s divided differences method.

f[-2, 0] = -2; Higher-order terms are zero.

To find the polynomial P(x) of degree 3 or less that passes through the points (-2, 8), (0, 4), (1, 2), and (3, -2), we use

We begin by calculating the divided differences step by step:

First-order differences: f[-2, 0] = \frac{4 - 84{0 - (-2)} = -2, f[0, 1] = \frac{2 - 4{1 - 0} = -2, f[1, 3] = \frac{-2 - 243 - 1} =-2
Second-order differences: f[-2, 0, 1] = \frac{-2 - (-2){1 - (-2)} =0, f[0, 1, 3] = \frac{-2 - (-2)K3-0}=0

Third-order difference: f[-2, 0, 1, 3] = \frac{0 - 043 - (-2)}=0

From this, we get the coefficients for the Newton form of the polynomial: Constant term: f[-2] = 8; First-order term:

So the polynomial is: P(x) = 8 + (-2)(x + 2)= 4. Therefore, the answer is D) P(x) = 4 - 2x

Figure 5: Comparison of output reasoning paths between RAG and RAG+ in the math domain using the Qwen2.5-

72B model.

Table 5: Accuracy (%) on the MedQA dataset across
different RAG methods.

Method | Qwen2.5-7B  Qwen2.5-14B
Baseline | 41.80 68.80
RAG 59.20 68.40
RAG+ 57.60 69.80
Rerank RAG 58.60 63.80
Rerank RAG+ 61.40 68.40
Rerank (72B) RAG 60.80 69.80
Rerank (72B) RAG+ 61.80 70.00

5.5 Effect of Application Examples Only

We conducted experiments to assess the contribu-
tion of application examples without their associ-
ated knowledge on the legal and math domains.
Results are shown in Table 6 and Table 7. Incor-
porating only application examples leads to perfor-
mance improvements over the base models in most
cases. This indicates that application-level guid-
ance alone provides a meaningful benefit. However,
this setting still underperforms compared to the full
configuration where both knowledge and applica-
tion examples are included, referred to as RAG+
and AFRAG+.

These findings suggest that while application ex-
amples alone can partially support reasoning, likely
by providing structural cues or task-specific formu-
lations, the explicit inclusion of knowledge remains
essential for achieving optimal performance. There-

Table 6: Accuracy (%) on legal tasks across different
RAG methods. “~” indicates application-only retrieval;

“+” indicates the inclusion of retrieved knowledge and

application.

Method | Qwen2.5-7B  Qwen2.5-14B DS-Qwen-32B
Baseline ‘ 46.00 74.00 80.50
RAG- 65.00 76.50 84.50
RAG 75.00 78.50 85.50
RAG+ 76.50 82.50 85.50
AFRAG- 34.50 74.50 83.00
AFRAG 40.50 81.00 85.00
AFRAG+ 47.00 85.50 86.50

fore, combining knowledge with its applications
produces the most effective results.

5.6 Effect of Open-Ended Experiments

We additionally conducted open-ended experi-
ments on the legal sentencing prediction dataset.
In this setting, the model is asked to generate a
free-form sentence length prediction (e.g., “6—12
months”), and the output is considered correct if it
falls within the gold interval. The results are sum-
marized in Table 8. RAG+ consistently improves
performance across all model sizes, demonstrating
robustness even under open-ended evaluation. This
further supports the central hypothesis that combin-
ing knowledge with aligned application examples
enhances reasoning and task performance.
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Table 7: Accuracy (%) on math tasks across different
RAG methods. “-” indicates application-only retrieval;
“+” indicates the inclusion of retrieved knowledge and
application.

Method | Qwen2.5-7B  Qwen2.5-14B  Qwen2.5-72B

Baseline |  58.84 66.98 69.07
RAG- 58.19 69.53 69.07
RAG 64.65 73.49 70.47
RAG+ 65.58 74.67 73.72
AFRAG- 59.81 66.98 74.19
AFRAG 63.51 66.98 71.86
AFRAG+ 64.42 70.00 76.05

Table 8: Accuracy (%) of open-ended sentencing pre-
diction results.

Method \ Qwen2.5-7B Qwen2.5-14B  Qwen2.5-72B
Baseline | 49.00 75.50 85.00
RAG 61.50 75.50 89.50
RAG+ 66.50 76.50 90.50
AFRAG 63.00 71.00 83.50
AFRAG+ 66.50 79.50 86.00

5.7 Case Study

To evaluate the practical effectiveness of RAG+, we
present a case study on the mathematics domain,
as illustrated in Figure 5. The answer generated by
RAG correctly identifies the interpolation method
as Lagrange interpolation but fails to execute it ac-
curately due to the complexity of intermediate sym-
bolic expressions. While the approach is mathemat-
ically valid, errors in deriving the basis polynomials
lead to an incorrect final result. In comparison, the
Newton divided differences method, although less
commonly emphasized in retrieval-based settings,
provides a more transparent and step-by-step pro-
cedure. Its recursive computation of coefficients
reduces algebraic errors and produces the correct
polynomial. This suggests that even when the cor-
rect method is retrieved, symbolic reasoning may
fail due to execution errors, highlighting the need
for verification mechanisms alongside retrieval.

6 Discussion

To enable application-aware retrieval, we propose
a lightweight method for constructing application-
specific corpora from a knowledge base, typically
generating one to two examples per item. The cor-
pus grows linearly with the number of items and
introduces no retrieval overhead, as each item is
directly paired with an application example. In

experiments, the initial corpus sizes were 223 KB
(math), 528 KB (legal), and 99,382 KB (medicine).
Generating the medicine corpus with Qwen2.5-72B
on eight 64 GB NPUs took around six hours, which
is acceptable given this scale. Final sizes reached
612 KB, 868 KB, and 105,558 KB, respectively,
closely matching the sizes of the underlying knowl-
edge corpora. The method is scalable and supports
efficient incremental updates.

7 Conclusion

In this work, we introduce RAG+, a framework
that integrates application-level augmentation into
retrieval-augmented generation. Through compre-
hensive experiments across diverse domains and
model scales, we demonstrate that incorporating
application examples consistently leads to perfor-
mance improvements. RAG+ outperforms base-
lines across tasks and RAG variants, highlighting
the value of structured application in leveraging
retrieved knowledge for reasoning. Our results in-
dicate that retrieval alone is insufficient—effective
alignment and application of retrieved knowledge
are crucial. Future work may explore more ad-
vanced application strategies and tighter integration
to further enhance reasoning in LLMs.

Limitations

While RAG+ consistently improves performance,
it also has several limitations. First, constructing
a high-quality application corpus can be resource-
intensive, especially in domains with limited anno-
tated data. Automated generation depends heavily
on large language models, which may introduce
errors or oversimplify complex reasoning.

Second, RAG+ assumes a strong alignment be-
tween knowledge and application pairs, but mis-
matches can occur—particularly when retrieved
knowledge is noisy or incomplete—Ileading to in-
correct or misleading reasoning.

Finally, our current approach focuses on enhanc-
ing reasoning via application-level augmentation,
but does not directly address retrieval quality or
efficiency, which remain critical to overall perfor-
mance. Future work should explore joint optimiza-
tion of retrieval and application generation, as well
as better handling of uncertainty and ambiguity in
retrieved content.
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A Experimental Details

In this study, we employ a range of hardware de-
vices, including units of 32 GB Ascend 910B4, 64
GB Ascend 910B3, and 32 GB Tesla V100 PCle
units. For large-scale models exceeding 70 billion
parameters (e.g., LLaMA3.3-70B and Qwen2.5-
72B), we deploy eight Ascend 910B4 devices (32
GB each). For 32B-scale models (e.g., Qwen2.5-
32B, Qwen3-32B, QwQ-32B, and DS-Qwen-32B),
two Ascend 910B4 devices are deployed. Mod-
els with approximately 14 billion parameters (e.g.,
Qwen2.5-14B) are run on a single 64 GB As-
cend 910B3, while models around the 8B scale
(e.g., Llama3.1-8B, Qwen2.5-7B, DS-Qwen-7B,
and ChatGLM4-9B) are executed on a single 32
GB Ascend 910B4. For models used in retrieval-
augmented generation (RAG) components (e.g.,
bg3-m3 and bge-reranker-v2-m3), we utilize a 32
GB Tesla V100 PCle. All deployments are carried
out using the vLLM inference framework (Kwon
et al., 2023).

For models generating long-form outputs (i.e.,
QwQ-32B, DS-Qwen-7B, and DS-Qwen-32B), we
use stochastic decoding (temperature = 1, top_p =
1) to promote output diversity. For all other models,
we apply a deterministic decoding strategy with a
temperature of 0 and top_p of 1. Each experiment
is conducted three times, and we report the average
performance across these runs.

To implement RAG functionality, we utilize the
Dify framework. Specifically, Dify is used for cor-
pus uploading, with a segmentation length of 600
tokens. The text is pre-segmented to ensure that
the divisions are structurally coherent and suitable
for retrieval.

A.1 Model sources and licenses

This study employs nine publicly available con-
versational models: LLaMA-Chinese-8B-Instruct
(sourced from ModelScope) and LLaMA3.1-
8B, LLaMA3.3-70B, Qwen2.5-7B, Qwen2.5-
72B, QwQ-32B, DeepSeek-R1-Distill-Qwen-7B,
DeepSeek-R1-Distill-Qwen-32B, and ChatGLM4-
9B (all obtained from Hugging Face). Additionally,
the BGE-M3 embedding model (Chen et al., 2024)
is utilized for generating text embeddings. Details
regarding model sources and licensing are provided
in Table 9.

The LLaMA-Chinese-8B-Instruct model is ex-
clusively used for the sentencing prediction task
in the legal domain, as this task is conducted in

Chinese. For the remaining two tasks, LLaMA3.1-
8B is employed. The QwQ-32B model is excluded
from the numerical analysis task due to the high
complexity of the questions, which frequently lead
to excessively long outputs and potential infinite
loops. These issues significantly increase inference
time and GPU memory usage, thereby exceeding
available computational resources.

The BGE-M3 model is employed to generate em-
beddings for corpus texts, while the BGE-reranker-
v2-m3 model is employed to reorder candidate doc-
uments based on their relevance to the user query.
This reranking step enhances the overall quality of
the semantic retrieval process.

A.2 Baseline Details

We evaluate nine configurations: Baseline,
RAG (Lewis et al., 2020), RAG+, Answer-First
RAG, Answer-First RAG+, GraphRAG (Edge et al.,
2024), GraphRAG+, Rerank RAG, and Rerank
RAG+.

The RAG configuration follows the original im-
plementation by Lewis et al. (Lewis et al., 2020),
and is implemented using the Dify framework. We
employ the BGE-M3 model to embed both cor-
pus chunks and key terms for similarity match-
ing, and the BGE-Reranker-v2-M3 model to rerank
the retrieved candidates. High-quality indices are
constructed for retrieval, with each corpus chunk
limited to 800 tokens. For all RAG-based configu-
rations, the top three most relevant text chunks are
retrieved for each query.

Baseline: The Baseline configuration directly
uses the large language model (LLM) to an-
swer questions without incorporating any external
knowledge retrieval. It serves as the baseline for
evaluating the effectiveness of various RAG-based
enhancements.

RAG: Vanilla RAG directly applies the retrieval-
augmented generation method. The matching fields
are the question and its answer options. Retrieved
content is incorporated into a prompt template and
passed to the model to generate an answer.

Answer-First RAG: Following the approach by
Asai et al. (Asai et al., 2023), we adopt a more
direct implementation. Given a question (), the
model M is first prompted to generate a prelimi-
nary answer A*, which is then used as a query to
retrieve relevant content C'. The final answer A is
generated by prompting the model with both () and
C.
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Table 9: Models, sources and licenses used in this work.

Model URL Licenses
LLaMA3-Chinese-8B }Iitliz ﬂr;ghﬁi‘:gZ?ﬂi;%?;ﬁéjﬁ;?}%“pha/ Apache License 2.0
LLaMA3.1-8B https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct llama3.1 license
LLaMA3.3-70B https://huggingface.co/meta-llama/L.lama-3.3-70B-Instruct 1lama3.3 license
Qwen2.5-7B https://huggingface.co/Qwen/Qwen2.5-7B-Instruct Apache License 2.0
Qwen2.5-72B https://huggingface.co/Qwen/Qwen2.5-72B-Instruct Qwen license
QWQ-32B https://huggingface.co/Qwen/QwQ-32B Apache License 2.0
DS-Qwen-7B https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-7B MIT License
DS-Qwen-32B https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-32B MIT License
ChatGLM4-9b https://huggingface.co/ THUDM/glm-4-9b-chat glm-4-9b License
bg3-m3 https://huggingface.co/BA Al/bge-m3 MIT License
bge-reranker-v2-m3 https://huggingface.co/BA Al/bge-reranker-v2-m3 Apache License 2.0

GraphRAG: Based on Edge et al. (Edge et al.,
2024), GraphRAG integrates structured knowledge
into a prompt for answer generation. We use
Qwen2.5-72B for entity extraction, relationship ex-
traction, claim identification, summary generation,
and community report creation. The embedding
model is set to “cl100k_base”, while “nomic/text-
embedding-nomic-embed-text-v1.5@q4_k_m” is
used for graph construction. We adopt a chunk size
of 1200 tokens and a maximum cluster size of 10,
and use “local_search” for graph retrieval. Only
the top relevant chunk is returned during inference.
Due to the large size of the MedQA corpus in the
medical domain, we omit GraphRAG for this task,
as graph construction and retrieval are prohibitively
expensive. However, for the NA and legal domains
(each corpus approximately 1000 KB), GraphRAG
is feasible and conducted accordingly.

Rerank RAG: Rerank RAG is a multi-step re-
trieval process. First, vanilla RAG retrieves the top
ten candidates. These are then passed, along with
the question, to the target model for re-ranking.
The top three items from this reranked list are used
to construct the final prompt for answer genera-
tion. This process allows the model to participate
in the retrieval pipeline, enabling more informed
selection of relevant knowledge.

RAG+ and Answer-First RAG+: In these vari-
ants, each retrieved knowledge item is mapped to
a corresponding application. Both the knowledge
and its application are inserted into the prompt tem-
plate to guide the model’s answer generation.

GraphRAG+: GraphRAG+ extends GraphRAG

by enriching retrieved knowledge with applica-
tion content. Since constructing dedicated applica-
tions for GraphRAG-extracted entities and relations
would be labor-intensive, we instead reuse applica-
tions from the original corpus via fuzzy matching.
Once a match is found, both the application and
the matched knowledge—along with the original
GraphRAG output—are included in the prompt.

Rerank RAG+: Rerank RAG+ extends Rerank
RAG by requiring the model to output results in
a specific format, enabling application mapping.
However, models frequently fail to follow this for-
mat, often providing direct answers or returning
too few knowledge items. This inconsistency com-
plicates the parsing process. To address this, we in-
crease the number of runs and re-prompt the model
to ensure successful output parsing. This approach
proves effective across most models in our exper-
iments, with the exception of GLM4-9B on the
Numerical Analysis dataset.

A.3 Dataset Details
A.3.1 Math QA in Mathematic Domain

We conduct experiments in the domain of Numeri-
cal Analysis. Most existing mathematics datasets
are relatively simple—often achieving over 90%
accuracy with current models—and primarily em-
phasize reasoning rather than Retrieval-Augmented
Generation (RAG). To better suit our research ob-
jectives, we constructed a new Numerical Analysis
dataset from scratch.

We first collected a range of publicly available
online resources, supplemented with original ques-
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tions and corresponding answers. The dataset in-
cludes both standard QA items and multiple-choice
questions with varying numbers of answer options.
Only the correct answers were retained. For com-
pound questions that inquire about multiple val-
ues (e.g., "What is the value of y when x = 0
or x = 17"), we decomposed them into separate
single-answer questions, such as "What is the value
of y when = 0" and "What is the value of y when
x =17

Next, we transformed all QA pairs into a
multiple-choice format by prompting powerful
LLMs to generate three additional plausible but in-
correct answer options. This step expands the test
set while simultaneously constraining the model’s
generative space.

Finally, we manually reviewed and refined the
knowledge points, solution demonstrations, and
generated answer choices to ensure overall quality
and accuracy. All annotations and validations were
conducted solely by the authors without external
assistance.

The final dataset consists of 430 test questions
in the domain of Numerical Analysis.

A.3.2 Sentencing Prediction in Legal Domain

We use data from the CAIL 2018 dataset (Xiao
et al., 2018; Zhong et al., 2018), selecting 200 sam-
ples from our training set. We focus exclusively
on questions related to Article 234 of the Crimi-
nal Law, which concerns sentencing for intentional
injury. All questions were converted to a multiple-
choice format, with answer options corresponding
to sentencing durations: less than three years, three
to ten years, and more than ten years.

A.3.3 MedQA in Medicine Domain

We use the MedQA dataset curated by Jin et al.. We
randomly sampled 500 examples from the dataset
to serve as our training set. All selected items are
in a multiple-choice format.

A.4 Corpus Details
A.4.1 Mathematics

The knowledge points in the Numerical Analy-
sis (NA) corpus are collected from various online
sources. These include definitions, theorems, lem-
mas, factual statements, and methods, and are typi-
cally concise. Due to inconsistent formatting, we
used Qwen2.5-72B to extract key knowledge points
and normalize them into a unified format, as illus-
trated in Figure 19.

After processing, we obtained a total of 816
knowledge points. We examined their lengths with
a predefined chunk size of 800 tokens. No knowl-
edge point exceeded this threshold, so no additional
splitting was required.

We followed the Dify framework to construct
the knowledge base: processed knowledge points
were uploaded using the pre-segmented chunks,
embedded using the BGE-M3 model, and indexed
for high-quality retrieval. During inference, the top
three most relevant chunks were retrieved.

A4.2 Legal

The legal corpus is extracted from the Criminal
Law of the People’s Republic of China. Chunking
was based on the natural structure of the legal text,
treating each article as a single knowledge point,
resulting in 451 items. The corpus is divided into
two major sections: the General Provisions (101
items), which provide conceptual knowledge such
as definitions and factual descriptions, and the Spe-
cific Provisions, which provide solution knowledge
in the form of sentencing guidelines.

No further processing was applied. We used a
chunk size of 800 tokens and followed the same
Dify-based uploading, embedding, and retrieval
pipeline as in the mathematics domain.

A.4.3 Medicine

The medical corpus is sourced from Xiong
et al. (Xiong et al., 2024). We use only the text-
book portion of the corpus, where knowledge is
already structured into discrete knowledge points,
each representing a self-contained fragment.

The corpus spans 18 subjects and includes
64,117 knowledge points, with a total size of
99,382 KB. Each knowledge point, averaging less
than 600 words, was treated as a single chunk with-
out further segmentation. The knowledge encom-
passes both conceptual and procedural content.

We used a chunk size of 800 tokens, consistent
with other domains, and uploaded the data to the
Dify system using the same embedding and re-
trieval procedure.

B Experimental Results

B.1 Complete Results

Accuracy is used as the evaluation metric. We
conducted three independent inference runs for all
experiments and calculated the average results. The
complete results are shown in Table 10 - 12.
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Table 10: Accuracy (%) of different models on the sentencing prediction task with and without application-level
augmentation. LLaMA3.1-8B* denotes the Chinese version.

Method \ LLaMA3.1-8B* DS-Qwen-7B  DS-Qwen-32B  QwQ-32B Qwen3-32B Qwen2.5-72B LLaMA3.3-70B
Baseline \ 29.00:0.0 53.00429 80.50.15 80.0012.6 73.00:0.0 73.00+0.0 51.500.0
RAG 36.00+0.0 65.50+17 85.50. 38 81.50x25 83.00:0,0 76.50+0.0 70.50+0.0
RAG+ 41.000,0 67.50+ 8 85.50.,. 86.00., 4 82.50:0.0 83.000,0 76.00-0
AFRAG 27.50+0.0 65.5012.2 85.00+2.6 82.50129 76.00:0.0 85.00:0.0 41.50:0.0
AFRAG+ 33.00-0.0 68.00-2.3 86.50.2 5 83.00:29 77.50+0.0 86.5000 52.50:00
GraphRAG 36.5020.0 42.0012.8 81.50.,, 76.00+2.3 68.50:0.0 64.00.00 38.50+0.0
GI"dthAG+ 46.0010,0 47.5011,(, 81.50i2,5 77.50¢2'7 75.00¢0,0 64.0010,0 52.00¢0,0
Rerank RAG 33.0010.0 60.0042.1 82.00418 83.50.20 80.5040.0 77.5040.0 77.50400
Rerank RAG+ 34.00:00 61.00.. 82.50.19 83.50:2.1 82.00:0,0 87.50:00 77.50:00

Table 11: Accuracy (%) of different models on the MedQA dataset with and without application-level augmentation.

Method \ LLaMA3.1-8B  Qwen2.5-7B  DS-Qwen-7B  DS-Qwen-32B  QwQ-32B Qwen2.5-72B LLaMA3.3-70B
Baseline ‘ 57.80¢0_() 41 .80¢0_0 32A60i1 2 S0.00ig_g 80.4011 2 73 .80¢0_0 78.2010,()
RAG 63.00:0.0 59.20:0.0 34.60+16 79.00+1.0 80.20+0.9 75.00+0.0 80.20+0.0
RAG+ 63.60-0,0 57.6010.0 40.20405 80.20:05 80.80-0.4 75.40:0,0 81.40.0,
AFRAG 56.4040.0 53.4040.0 32.20413 78.20+0.9 81.20416 76.40+0.0 82.40+0,0
AFRAG+ 57.00:00 57.20:00 34.60., > 78.600.9 82.20.12 77.40:00 83.00.0,
Rerank RAG 60.001.0_() 58 .601.0_0 35.2010‘3 79.80¢0_5 80.60i0‘9 76.40i0_0 8 1 .Ooio,()
Rerank RAG+ 63.40¢0,0 61.4014),0 - 80.20¢].0 81.40t0,7 78.20i().0 85.60t0,0

Based on the results in Table 13, incorporat-
ing application examples alone improves perfor-
mance over the base models in several cases, partic-
ularly for Qwen2.5-14B and Qwen2.5-72B. How-
ever, combining both knowledge and application
examples generally yields better results, as shown
by the superior accuracy of RAG+ and AFRAG+
across most models.

B.2 Model Scale

Table 14 presents the performance of Qwen2.5
models of different scales on the sentencing predic-
tion task in the legal domain, and Table 15 shows
their performance on the MedQA dataset.

B.3 Case Study

We present two case studies in Figures 6
and 7, comparing the outputs of Qwen3-32B and
DeepSeek-R1-Distill-Qwen-7B under RAG and
RAG+ configurations on the sentencing predic-
tion and MedQA dataset, respectively. The results
demonstrate that merely retrieving external knowl-
edge, as done in standard RAG, is often insuffi-
cient: models may still make reasoning mistakes
or misuse the retrieved content. In contrast, with
the integration of the application module in RAG+,
the models are able to apply the retrieved knowl-
edge more appropriately, leading to correct predic-
tions. These qualitative results further support the

effectiveness of RAG+ in enhancing knowledge
utilization during inference.

C Prompts

The prompt configurations used across three do-
mains—Ilegal, medical, and mathematical—under
the Base, RAG, and RAG+ settings are shown in
Figures 8 to 16. Specifically, Figures 8, 9, and 10
illustrate the prompt designs for the legal domain,
while similar configurations for the medical, and
mathematical domains are provided in Figures 11
tol3, and 14 to 16, respectively. These templates
clearly reflect how retrieved knowledge is intro-
duced and applied in each configuration, enabling
consistent comparison across domains and setups.

C.1 Dataset

The prompt templates used to generate application
examples for different domains are shown in Fig-
ures 17, 18, and 19, corresponding to the legal,
medical, and mathematical domains, respectively.
These templates are designed to guide the model in
producing domain-specific knowledge applications
that align with the downstream tasks.

C.2 Examples of Knowledge and Applications

Examples of the retrieved and applied knowledge
in different domains are shown in Figures 20 and 21
for the mathematical domain, Figures 22 and 23
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Table 12: Accuracy (%) of different models on the Math dataset with and without application-level augmentation.

Method \ GLM4-9B Qwen2.5-7B DS-Qwen-7B  Qwen2.5-14B DS-Qwen-32B  Qwen2.5-72B LLaMA3.3-70B
Baseline ‘ 46.5 1:0.0 58.84i0‘0 24. 19i0.7 66.98&‘0 80-00i0.6 69.07&,0 69.07&(0
RAG 4721100 64.65:00 2442410 73.49:00 82.79+12 70.47 0.0 71.16:00
RAG+ 52.09200 65.58.0.0 26.28.0.7 74.67 0.0 84.65.:3 73.72400 71.8620.0
AFRAG 48.14400 63.51:00 22.560.6 66.98.0.0 82.09:0.5 71.8610.0 70.23400
AFRAG+ 5116400 64.42.0, 23.95.03 70.00-0.0 83.95.06 76.05.0, 71.86:0.
GrathAG 33 .95i0_0 56.98¢0_0 27.21 +0.8 69.0710,0 82.7910_6 73-02t0.0 68.37¢0_0
GraphRAG+ 36.51400 59.77+00 33.72103 69.770.0 83.49.05 72.56400 69.00-0,0
Rerank RAG 48.21:00 56.05:0.0 26.05:0.9 71.40+0.0 80.46+0.7 73.2610.0 74.65:00
Rerank RAG+ - 56.28¢0,0 32'09i0.6 78.90i0,0 83.26i0,5 77.21i0,0 76.74i0,o

Table 13: Performance comparison of application-only retrieval vs knowledge-enhanced retrieval on the MedQA
dataset.

Method \Qwen2.5-14B Qwen3-32B  DS-Qwen-32B  Qwen2.5-72B

Baseline | 68.80 84.40 79.00 73.80
RAG 68.40 82.60 81.00 75.00
RAG-app 70.60 83.60 78.40 76.60
RAG-plus 69.80 84.20 82.20 75.20
AFRAG 69.00 83.00 80.20 76.40
AFRAG-app 70.60 82.42 77.20 77.80
AFRAG+ 69.40 83.60 80.60 77.40

for the legal domain, and Figures 24 and 25 for the
medical domain. Each pair of figures illustrates
the difference between knowledge produced under
the RAG and RAG+ configurations, highlighting
how RAG+ promotes more targeted and applicable
knowledge generation in support of downstream
reasoning.
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Table 14: Accuracy (%) Comparison of Qwen2.5 Models of Varying Scales on Sentencing Prediction.

Method | Qwen2.5-7B Qwen2.5-14B Qwen2.5-72B
Baseline ‘ 46.00 74.00 58.00
RAG 75.00 78.50 76.50
RAG+ 76.50 82.50 83.00
AF-RAG 40.50 81.00 85.00
AF-RAG+ 47.00 85.50 85.50
GraphRAG 47.00 68.00 64.00
GraphRAG+ 59.00 79.00 64.00
Rerank RAG 70.50 78.50 77.50
Rerank RAG+ 74.50 81.00 87.50

Table 15: Accuracy (%) Comparison of Qwen2.5 Models of Varying Scales on the MedQA Dataset.

Method \ Qwen2.5-7B Qwen2.5-14B Qwen2.5-72B
Baseline | 41.80 68.80 73.80
RAG 59.20 68.40 75.00
RAG+ 57.60 69.80 75.20
AF-RAG 53.40 69.00 76.40
AF-RAG+ 57.20 69.40 77.40
Rerank RAG 58.60 63.80 76.40
Rerank RAG+ 61.40 68.40 78.20

Legal Question C

Select the most appropriate sentence interval from the three options A, B, and C (A: less than or equal to 36 months; B: grea ter than
36 months and less than or equal to 120 months; C: greater than 120 months) for the criminal Li:

It was found that at about 1:00 on April 29, 2016, the defendant Chen and Chen No. 2 (a minor, handled in another case) and o thers
went to an Internet Cafe on Binjiang to surf the Internet. They learned that Wen was beaten by Liu due to a debt dispute. The
defendant Chen went up to Liu for trouble, and had an argument with Chen No. 3 who was traveling with Liu. The defendant Chen and
Chen No. 2 beat Chen No. 3 together. After the two sides had another argument, Chen No. 2 returned to his residence and broug ht a
small Japanese machete, an iron baseball bat and three stainless steel hollow steel pipes. The defendant Chen beat Liu with a baseball
bat, Chen No. 2 with a steel pipe, and Wen with a machete. After being beaten, Liu fled in the direction of the Bund Square, and the
defendant Chen and three others continued to chase and beat Liu. According to the appraisal of the Physical Evidence Appraisa | Office
of the Public Security Bureau of Yunyang County, Chongging, the degree of injury of Liu's facial skin lacerations was in the category of
first-grade minor injuries, and the degree of injury of the remaining scars and bleeding of the left ring nail bed was in the ca tegory of
minor injuries. The appraisal opinion was that Liu's injury was a first-degree minor injury.

RAG Answer

According to the facts of the case provided, the defendant Chen and others (including the minor Chen 2) participated in the a ttack on
Liu with weapons (baseball bats) in a group conflict, resulting in Liu's facial skin laceration reaching the level of first -degree minor
injury, and the rest of the injuries were minor injuries. According to Article 234 of the Criminal Law of the People's Republ ic of China,
for the intentional injury to the body of another person, if the person is slightly injured, he may be sentenced to fixed -term
imprisonment of not more than three years, detention or control. However, in this case, Chen participated in the fight with weapons.
Although Liu's injuries have not yet reached the standard of serious injury, considering the circumstances of the armed fight, he
should be punished more severely.

Taking the above circumstances into consideration, although Liu's injury is a first -degree minor injury, considering the fact of the
armed fight, it is necessary to impose a heavier punishment; at the same time, Chen has the circumstances of surrendering him self, so
he can be given a lighter punishment. Therefore, considering the specific circumstances, the sentence for Chen should be more than
three years, but not more than ten years.

Therefore, based on the above analysis, the answer is B.

RAG+ Answer

According to the facts provided, the defendant Chen participated in the beating of Liu, causing Liu to suffer a minor injury of the first
degree. According to Article 234 of the Criminal Law of the People's Republic of China, if someone intentionally injures anot her
person's body and causes minor injuries to others, he shall be sentenced to fixed -term imprisonment of not more than three years,
detention or control in accordance with the law.

In the trial of a specific case, it is also necessary to consider the defendant's mitigating or aggravating circumstances. Ac cording to the
information provided, Chen has the following circumstances that can be given a lighter punishment: 1. Chen was arrested by hi s father
with the assistance of the public security organs, indicating that he did not have a strong desire to evade legal sanctions. 2. After being
arrested, Chen truthfully confessed the facts of the crime and had a confession. 3. Chen was not the ringleader and did not p ersonally
carry a weapon when committing the crime.

Combining the above circumstances, according to the provisions of the Criminal Law of the People's Republic of China and rele vant
judicial interpretations, criminals with confessions, assistance in arrests, etc. can be given a lighter punishment in accord ance with the
law.

Therefore, Chen's sentence of less than three years' imprisonment is in line with the nature and circumstances of his behavio r, and is a
lenient sentence within the scope of the law. In summary, the answer is A.

Figure 6: Comparison of Qwen3-32B Outputs under RAG and RAG+ Configurations on Sentencing Prediction.
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Medicine Question B A 67-year-old man presents to his primary care physician for erectile dysfunction. He states that for the past month he has been
unable to engage in sexual intercourse with his wife despite having appropriate sexual desire. He also endorses deep and burn ing
buttock and hip pain when walking, which is relieved by rest. The patient states that he does not have erections at night or in the
morning. His past medical history is notable for diabetes, coronary artery disease, and hypertension, and he has a 40 pack -year
smoking history. Physical exam is notable for weak lower extremity and femoral pulses. Which of the following is the most spe cific
etiology of this patient’s symptoms?

A: Anxiety, B: Aortoiliac atherosclerosis, C: Spinal stenosis, D: Vascular claudication

RAG Answer Okay, so I'm trying to figure out the etiology of this 67-year-old man's symptoms.

First, the patient presents with erectile dysfunction, specifically inability to engage in sexual intercourse for the past mo nth, despite
having the sexual desire. He also mentions deep and burning buttock and hip pain that's relieved by rest. There's no erection s at night
or in the morning.

His medical history includes diabetes, coronary artery disease, and hypertension, plus a 40 pack -year smoking history. The physical
exam shows weak lower extremity and femoral pulses, which suggests possible peripheral vascular issues.

Looking at the options: A is anxiety, B is aortoiliac atherosclerosis, C is spinal stenosis, and D is vascular claudication.

Anxiety (A) could cause ED, but the symptoms here are more physical. The presence of diabetes, hypertension, and coronary art ery
disease points towards cardiovascular issues. The physical exam findings, like weak pulses, support a vascular problem.

Aortoiliac atherosclerosis (B) is a type of cardiovascular disease where the aorta and llies are narrowed, sometimes causing
claudication. Vascular claudication (D) is when blood flow becomes intermittent, often due to narrowing or stenosis in the ar teries,
leading to pain on exertion, which matches the patient's buttock pain.

Spinal stenosis (C) typically affects nerve root pressure, causing numbness or tingling, not necessarily pain on the buttocks or hip. Plus,
the physical exam doesn't mention numbness or tingling, just pain that's relieved by rest.

The patient's age is 67, which is above 40, making vascular conditions more likely. His smoking history and presence of diabetes and
hypertension also support a cardiovascular etiology.

Putting it all together, the symptoms and medical history point most strongly to vascular claudication, which is caused by na rrowing
in the aortoiliac arteries.

The patient's symptoms, including erectile dysfunction, pain on exertion, and peripheral pulses, are consistent with vascular issues. His
medical history and physical exam support aortoiliac atherosclerosis causing claudication. Therefore, the answer is D.

RAG+ Answer Alright, let's tackle this question step by step. So, we have a 67 -year-old man presenting with erectile dysfunction. He's been
experiencing this for a month, says he can't have sex with his wife. He mentions deep and burning buttock and hip pain that gets
better when he rests. He doesn't have erections at night or in the morning. His medical history includes diabetes, coronary a rtery
disease, hypertension, and a 40 pack-year smoking history. The physical exam shows weak lower extremities and femoral pulses.

First, | need to figure out the possible causes of his symptoms. Erectile dysfunction can be due to either psychological or p hysical
factors. But the options given are all physical conditions: anxiety, aortoiliac atherosclerosis, spinal stenosis, and vascula r claudication.
Given his symptoms, the buttock and hip pain that improves with rest suggests something affecting the lower extremities. His physical
exam shows weak lower extremity and femoral pulses, which is a classic sign of peripheral artery disease, or PAD. PAD is ofte n caused
by atherosclerosis in the carotid arteries, leading to reduced blood flow. Vascular claudication is a type of PAD that causes intermittent,
but his symptoms are more of pain and weakness, which points more towards atherosclerosis.

His diabetes and hypertension are known to contribute to atherosclerosis. The presence of aortoiliac atherosclerosis would in deed
cause narrowing of the aortae, leading to reduced blood flow to the lower extremities. Spinal stenosis would cause pain and p ossibly
numbness, but the presence of weak pulses and pain with rest suggests something in the lower extremities rather than the spin e.
Anxiety is a possible cause, but the question is asking for the most specific etiology. The physical exam and symptoms point more to a
physical issue. His smoking history is significant for atherosclerosis, which aligns with aortoiliac atherosclerosis.

Spinal stenosis is less likely because the pain is localized to the buttocks and hips, not involving the spinal area. Vascula r claudication is
possible but typically presents with pain that is intermittent, not constant but worsening with exercise. The fact that his p ulses are
weak and he has reduced blood flow supports atherosclerosis rather than claudication.

So, considering all the factors, the most specific etiology here seems to be aortoiliac atherosclerosis, which is option B. T herefore, the
correct answer should be B: Aortoiliac atherosclerosis.

Figure 7: Comparison of DeepSeek-R1-Distill-Qwen-7B model Outputs under RAG and RAG+ Configurations on
MedQA.

## Role:
You are a judge, please complete the user-specified task.

## Task:
According to the following input, the criminal XXX will be sentenced to sentence.

##Format:

Choose from A, B, and C. (A: less than or equal to 36 months; B: greater than 36 months and less than or equal to 120 months; C:
greater than 120 months) Select the most appropriate sentence interval from. Please fill in the answer between [Sentence] and
[eoa], for example, [Sentence] C [eoa].)

## Input:
[Put The Input Fact Here]

Figure 8: An Example of the Prompt Template Used for the Sentencing Prediction Task under the Base Configuration.
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## Role:
You are a judge, please complete the user-specified task based on the understanding of the <Reference Law>.

## Reference Law
[Put the Reference Law Here]

## Task:
According to the following input, the criminal XXX will be sentenced to sentence.

##Format:

Choose from A, B, and C. (A: less than or equal to 36 months; B: greater than 36 months and less than or equal to 120 months; C:
greater than 120 months) Select the most appropriate sentence interval from. Please fill in the answer between [Sentence] and
[eoa], for example, [Sentence] C [eoa].)

## Input:
[Put The Input Fact Here]

Figure 9: An Example of the Prompt Template Used for the Sentencing Prediction Task under the RAG Configura-
tion.

## Role:
You are a judge, please complete the user-specified task based on the understanding of the <Law> and the apply of the <Law
Application> in the <Reference Law>.

## Reference Law:
#i# Law:
[Put the Law Here]

### Law Application
[Put the Application of Law Here]

## Task:
According to the following input, the criminal XXX will be sentenced to sentence.

##Format:

Choose from A, B, and C. (A: less than or equal to 36 months; B: greater than 36 months and less than or equal to 120 months; C:
greater than 120 months) Select the most appropriate sentence interval from. Please fill in the answer between [Sentence] and
[eoa], for example, [Sentence] C [eoa].)

## Input:
[Put The Input Fact Here]

Figure 10: An Example of the Prompt Template Used for the Sentencing Prediction Task under the RAG+
Configuration.

You are a decision-evaluation assistant. Please help me solve the medicine question. Please answer the question step by step in a
XML format with the reasoning step enclosed with the tag <Think></Think> and the answer option enclosed with the tag
<Answer></Answer>. You must choose one correct option among A-D.

Here is the question: [Put The Questions Here]
Options: [Put the Options Here]
Answer:

Figure 11: An Example of the Prompt Template Used for the MedQA Dataset under the Base Configuration.
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You are a decision-evaluation assistant. Your task is to solve the given question based on the Reference Knowledge. There are
some knowledge to help you solve the problem:
<Reference>

<Knowledge>

[Put the Knowledge Here]

</Knowledge>

<Knowledge>
[Put the Knowledge Here]
</Knowledge>

<Knowledge>

[Put the Knowledge Here]

</Knowledge>
</Reference>

Now use the reference knowledge provided for guidance (but do not be strictly bound by them), please answer the question
step by step in a XML format with the reasoning step enclosed with the tag <Think></Think> and the answer option enclosed
with the tag <Answer></Answer>. You must choose one correct option among A -D.

Here is the question: [Put the Questions Here]
Options: [Put the Options Here]
Answer:

Figure 12: An Example of the Prompt Template Used for the MedQA Dataset under the RAG Configuration.

You are a decision-evaluation assistant. Your task is to solve the given question based on the Reference Knowledge. There are
some knowledge to help you solve the problem:
<Reference>
<Knowledge Point>
<Knowledge>
[Put One Knowledge Here]
</Knowledge>
<Application>
[Put The Application of the Knowledge Here]
</Application>
</Knowledge Point>

<Knowledge Point>
<Knowledge>
[Put One Knowledge Here]
</Knowledge>
<Application>
[Put The Application of the Knowledge Here]
</Application>

</Knowledge Point>

<Reference>

Now use the reference knowledge and applications provided for guidance (but do not be strictly bound by them), please answer
the question step by step in a XML format with the reasoning step enclosed with the tag <Think></Think> and the answer option
enclosed with the tag <Answer></Answer>. You must choose one correct option among A -D.

Here is the question:[Put the Questions Here]
Options: [Put the Options Here]
Answer:

Figure 13: An Example of the Prompt Template Used for the MedQA Dataset under the RAG+ Configuration.

Please help me solve the numerical analysis question. Please answer the question step by step in a XML format with the
reasoning step enclosed with the tag <Think></Think> and the answer option enclosed with the tag <Answer></Answer>. You
must choose one correct option among A-D.

Here is the question: [Put the Questions Here]
Options: [Put the Options Here]
Answer:

Figure 14: An Example of the Prompt Template Used for the Math Task under the Base Configuration.
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Please help me solve the numerical analysis question. Here are some reference knowledge that might help you solve the
question:
<Reference>

<Knowledge>

[Put the Knowledge Here]

</Knowledge>

<Knowledge>
[Put the Knowledge Here]
</Knowledge>

<Knowledge>

[Put the Knowledge Here]

</Knowledge>
</Reference>

Now use the reference knowledge provided for guidance (but do not be strictly bound by them), please answer the question
step by step in a XML format with the reasoning step enclosed with the tag <Think></Think> and the answer option enclosed
with the tag <Answer></Answer>. You must choose one correct option among A -D.

Here is the question: [Put the Questions Here]
Options:[Put the Options Here]
Answer:

Figure 15: An Example of the Prompt Template Used for the Math Task under the RAG Configuration.

Please help me solve the numerical analysis question. Here are some reference knowledge and applications of the knowledges
that might help you solve the question; each Knowledge includes one Knowledge Point and some Application Examples:
<Reference>
<Knowledge Point>
<Knowledge>
[Put One Knowledge Here]
</Knowledge>
<Application>
[Put The Application of the Knowledge Here]
</Application>
</Knowledge Point>

<Knowledge Point>
<Knowledge>
[Put One Knowledge Here]
</Knowledge>
<Application>
[Put The Application of the Knowledge Here]
</Application>

</Knowledge Point>

<Reference>

Now use the reference knowledge and applications provided for guidance (but do not be strictly bound by them), please answer
the question step by step in a XML format with the reasoning step enclosed with the tag <Think></Think> and the answer option
enclosed with the tag <Answer></Answer>. You must choose one correct option among A -D.

Here is the question: [Put the Questions Here]
Options: [Put the Options Here]
Answer:

Figure 16: An Example of the Prompt Template Used for the Math Task under the RAG+ Configuration.

1 will provide you with a text and ask you to generate corresponding examples based on the required knowledge types.

If it is factual knowledge or conceptual knowledge, please generate examples or explanations corresponding to the knowledge.
If it is procedural knowledge, please generate an example of using that procedural knowledge to complete a task.

All examples should be presented in the form of questions or multiple -choice questions.

Here is the text: [Put the Knowledge here]

Figure 17: The prompt template of generating the applications for the knowledge in legal domain.
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I'll give you three different types of knowledge. Please help me generate examples of knowledge as required.

For factual knowledge and conceptual knowledge, please help me give an example of that conceptual knowledge, or generate an
example of understanding of that knowledge.

For procedural knowledge, please help me generate an example of using that procedural knowledge.

All examples must be question-and-answer or multiple-choice questions. Generate an example for each knowledge that meets
the requirements. Use ------- to separate the examples.

Here is the text: [Put the Knowledge here]

Figure 18: The prompt template of generating the applications for the knowledge in medicine domain.

I will provide you with a section. | need your help to extract key knowledge points and examples. Here are the specific tasks :
1. Extract Knowledge Points:

- Include definitions, theorems, lemmas, and problem-solving methods extracted from plain text.

- Use tags like ‘<Knowledgel>" and ‘</Knowledgel>', ‘<Knowledge2>" and ‘</Knowledge2>" to enclose each knowledge point.
Each point should be ended with tags like ‘</Knowledgel>'.

- For definitions, theorems, and lemmas, extract them directly. List the name of the knowledge point first, followed by its
detailed content.

- For problem-solving methods or problem-solving demonstrations, provide the name of the method, steps to extract more
general methods for accomplishing such tasks, and the core points of each step. The steps should be general and not tied to a
specific instance.

2. Extract Examples:

- Use tags like *<Demonstration1>" and ‘</Demonstration1>", ‘<Demonstration2>" and ‘</Demonstration2>" to enclose each
example. Each demonstration should first provide the corresponding knowledge point, which is represented by tag like
<Knowledgel>.

- Some examples may correspond to multiple knowledge points. If this is the case, list the same demonstration for each relevant
knowledge point. For example, if a demonstration corresponds to more than one knowledge point, list all the points.

- The demonstration may be given in methods, examples, or plain text. If it is provided in a method or plain text, the example
corresponds to the knowledge points extracted from the method. If it is given in an example, it corresponds to the knowledge
points near the example or mentioned earlier.

- Each demonstration should contain explicit questions and outputs, where the outputs include problem solving steps and
answers.

- Do not miss any examples mentioned in the text.

Here is the text: [Put the Knowledge here]

Figure 19: The prompt template of generating the applications for the knowledge in mathematic domain.

<Knowledge>

Name: Romberg Integration Algorithm

Content: The Romberg Integration algorithm involves the following steps:

1. Initialize \( R_{11} = \frac{b-a}{2}(f(a) + f(b)) \).

2.For\(j=2,3,\ldots\): - Calculate \( h_{j} = \frac{b-al{2~{j-1}}\). - Compute \( R_{j1} = \frac{1H2}R_{j-1,1} + h_{j}
\sum_{i=1}M27{j-2}} f(a + (2i - 1)h_{i}) \).

3.For\(k=2,\ldots, j\): - Compute \( R_{jk} = \frac{4r{k-1}R_{j,k-1} - R_{j-1,k-1}}{4~{k-1} - 1}\).

4. Repeat until the desired accuracy is achieved.

</Knowledge>

<Knowledge>

Name: Romberg Integration

Content: Romberg Integration is an efficient method for calculating definite integrals that can be extended by adding data un til
the required accuracy is attained. It applies extrapolation to the composite Trapezoid Rule to achieve higher -order accuracy.
</Knowledge>

<Knowledge>

Name: Romberg Integration Tableau

Content: The Romberg Integration tableau is a lower triangular matrix used to organize the extrapolated values. The general \( jk
\)th entry is given by:\[R_{jk} = \frac{4"{k-1}R_{j,k-1} - R_{j-1,k-1}}4~{k-1} - 1}.\]

</Knowledge>

Figure 20: Examples of the knowledge in Mathematic Domain.

32023



<KnowledgePoint>

Let \(P(x)\) be the interpolating polynomial of \((x_1, f(x_1)), \Idots, (x_n, f(x_n))\) where the \(x_i\) are distinct. Then:(a) \(P(x) =
fx_1] + f[x_1x_2](x - x_1) + f[x_1x_2x_3](x - x_1)(x - x_2) + \Idots + f[x_1x_2 \Idots x_n](x - x_1)(x - x_2)\cdots(x - x_{n-1})\)(b)
For \(k > 1\), \(f[x_1 \Idots x_k] = \frac{f[x_2 \Idots x_k] - f[x_1 \ldots x_{k-1}]}{x_k - x_1}\).

</KnowledgePoint>

<ApplicationExample>

What should you do if you are interpolating a set of data points with a high-degree polynomial and notice extreme oscillations?
A) Increase the degree of the polynomial to get a better fit.

B) Use a different interpolation method, such as spline interpolation, to avoid the Runge phenomenon.

C) Add more data points to the set to reduce the oscillations

Answer: B) Use a different interpolation method, such as spline interpolation, to avoid the Runge phenomenon
</ApplicationExample>

<KnowledgePoint>

Let \(P(x_1, \ldots, x_m)\) be a homogeneous polynomial of degree \(d\). Then \(\nabla P \cdot \begin{bmatrix} x_1 \\ \vdots \\
x_m \end{bmatrix} = dP\).Proof: Differentiating with respect to \(c\) yields \(x_1P_{x_1}cx_1, \ldots, cx_m) + \ldots +
x_mP_{x_m}cx_1, \Idots, cx_m) = dc*{d-1}P(x_1, \Idots, x_m)\) using the multivariable chain rule. Evaluating at \(c = 1\) results
in the desired conclusion.

</KnowledgePoint>

<ApplicationExample>

Question: Use the Backward Difference Equation with Newton iteration to solve Fisher’s equation with homogeneous Neumann
boundary conditions\[\begin{cases}u_t = D*u_{xx} + u(1 - u) \\u(x,0) = \sin(\pi x) \text{ for } 0 \leq x \leq 1 \\u_x(0,t) = 0 \text{ for
all }t\geq 0 \\u_x(1,t) = 0 \text{ for all } t \geq 0.\end{cases}\]

Answer: The discretization retraces the derivation that was carried out for Burgers’ equation: \[\frac{w_i*j - w_i*{j-1}Kk} =
D\frac{w_{i+1}"j - 2w_i*j + w_{i-1}AKhA2} + w_irj(1 - w_ij),\lor\[(1 + 2\sigma - k(1 - w_i*j))w_i%j - \sigma(w_{i+1}"j + w_{i-1}%j)
- w_i*j-1} = 0.\]This results in the nonlinear equations\[F_i(z_1, \ldots, z_m) = (1 + 2\sigma - k(1 - z_i))z_i - \sigma(z_{i+1} + z_{i-
1}) - w_in{j-1} = 0\]to solve for the \(z_i = w_i%j\) at the \(j\)th time step. The first and last equations will establish the Neumann
boundary conditions:\[F_1(z_1, \Idots, z_m) = \frac{-3z_0 + 4z_1 - z_2}2h} = O\]\[F_m(z_1, \ldots, z_m) = \frac{-z_{m-2} +
4z_{m-1} - 3z_m}{-2h} = 0\]The Jacobian \(DF\) has the form\[\begin{bmatrix}-3 & 4 & -1 \\-\sigma & 1 + 2\sigma - k + 2kw_2 & -
\sigma \\-\sigma & 1 + 2\sigma - k + 2kw_3 & -\sigma & \cdots & -\sigma \\\vdots & \vdots & \vdots & \vdots & \ddots & \vdots
\\-\sigma & 1 + 2\sigma - k + 2kw_{m-1} & -\sigma \\-1 & 4 & -3\end{bmatrix}\]After altering the function \(F\) and Jacobian
\(DF\), the Newton iteration implemented in Program 8.7 can be used to solve Fisher’s equation. Lemma 8.11 can be used to
separate the degree 1 and 2 parts of \(DF\). Neumann boundary conditions are also applied, as shown in the code fragment
below:\[DF1 = \text{diag}(1-k+2\sigma\text{ones}(m,1)) + \text{diag}(-\sigma\text{ones}(m-1,1),1);DF1 = DF1 + \text{diag}(-
\sigma\text{ones}(m-1,1),-1);DF2 = \text{diag}(2*k*w1);DF = DF1 + DF2;F = -w(:,j) + (DF1 + DF2/2)*w1;DF(1,:) = [-34 -1
\text{zeros}(1,m-3)];F(1) = DF(1,:)*w1;DF(m,:) = [\text{zeros}(1,m-3) -1 4 -3];F(m) = DF(m,:)*w1;\]Figure 8.20 shows approximate
solutions of Fisher’s equation with \(D = 1\) that demonstrate the tendency to relax to the attracting equilibrium \(u(x,t) \equiv
1\). Of course, \(u(x,t) \equiv 0\) is also a solution of (8.69) with \(f(u) = u(1 - u)\), and will be found by the initial data \(u(x,0) =
0\). Almost any other initial data, however, will eventually approach \(u = 1\) as \(t\) increases.

</ApplicationExample>

Figure 21: Examples of the knowledge and the applications in Mathematic Domain.

<Knowledge>

Article 234: Whoever intentionally harms the body of another person shall be sentenced to fixed -term imprisonment of not
more than three years, criminal detention, or public surveillance. Whoever commits the crime mentioned in the preceding
paragraph and causes serious injury to another person shall be sentenced to fixed -term imprisonment of not less than three
years but not more than ten years; Whoever causes death or serious disability by using particularly cruel means shall be
sentenced to fixed-term imprisonment of not less than ten years, life imprisonment, or death penalty. If there are other
provisions in this law, they shall be followed.

</Knowledge>

Figure 22: Examples of the knowledge in legal Domain.
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<KnowledgePoint>

Article 234: Whoever intentionally harms the body of another person shall be sentenced to fixed -term imprisonment of not
more than three years, criminal detention, or public surveillance. Whoever commits the crime mentioned in the preceding
paragraph and causes serious injury to another person shall be sentenced to fixed -term imprisonment of not less than three
years but not more than ten years; Whoever causes death or serious disability by using particularly cruel means shall be
sentenced to fixed-term imprisonment of not less than ten years, life imprisonment, or death penalty. If there are other
provisions in this law, they shall be followed.

</KnowledgePoint>

<ApplicationExample>

Question: What criteria should be used to determine the applicable penalty measures when dealing with cases of intentional
injury?

Options: A) Based solely on the severity of the injury; B) Only in accordance with legal provisions; C) Based on specific
circumstances and legal regulations; D) According to the victim's request.

Answer: C) According to specific circumstances and legal regulations

</ApplicationExample>

Figure 23: Examples of the knowledge and the applications in legal Domain.

<Knowledge>

What is anatomy? Anatomy includes those structures that can be seen grossly (without the aid of magnification) and
microscopically (with the aid of magnification). Typically, when used by itself, the term anatomy tends to mean gross or
macroscopic anatomy—that is, the study of structures that can be seen without using a microscopic. Microscopic anatomy, also
called histology, is the study of cells and tissues using a microscope. Anatomy forms the basis for the practice of medicine.
Anatomy leads the physician toward an understanding of a patient’s disease, whether he or she is carrying out a physical
examination or using the most advanced imaging techniques. Anatomy is also important for dentists, chiropractors, physical
therapists, and all others involved in any aspect of patient treatment that begins with an analysis of clinical signs. The ability to
interpret a clinical observation correctly is therefore the endpoint of a sound anatomical understanding.

</Knowledge>

<Knowledge>

Each of these approaches has benefits and deficiencies. The regional approach works very well if the anatomy course involves
cadaver dissection but falls short when it comes to understanding the continuity of an entire system throughout the body.
Similarly, the systemic approach fosters an understanding of an entire system throughout the body, but it is very difficult t o
coordinate this directly with a cadaver dissection or to acquire sufficient detail. The anatomical position

</Knowledge>

Figure 24: Examples of the knowledge in Medicine Domain.

32025



<KnowledgePoint>

What is anatomy? Anatomy includes those structures that can be seen grossly (without the aid of magnification) and
microscopically (with the aid of magnification). Typically, when used by itself, the term anatomy tends to mean gross or
macroscopic anatomy—that is, the study of structures that can be seen without using a microscopic. Microscopic anatomy, also
called histology, is the study of cells and tissues using a microscope. Anatomy forms the basis for the practice of medicine.
Anatomy leads the physician toward an understanding of a patient’s disease, whether he or she is carrying out a physical
examination or using the most advanced imaging techniques. Anatomy is also important for dentists, chiropractors, physical
therapists, and all others involved in any aspect of patient treatment that begins with an analysis of clinical signs. The ability to
interpret a clinical observation correctly is therefore the endpoint of a sound anatomical understanding.

</KnowledgePoint>

<ApplicationExample>

Question: What is the relationship between gross anatomy and microscopic anatomy in the study of human body structures?
Answer Choices: A) Gross anatomy and microscopic anatomy are unrelated fields of study. B) Gross anatomy deals with
structures visible to the naked eye, while microscopic anatomy involves the study of cells and tissues using a microscope. C)
Microscopic anatomy is a subset of gross anatomy, focusing on larger structures. D) Gross anatomy is used only in medical
practice, while microscopic anatomy is used in research.

Correct Answer: B) Gross anatomy deals with structures visible to the naked eye, while microscopic anatomy involves the study
of cells and tissues using a microscope.

</ApplicationExample>

<KnowledgePoint>

Each of these approaches has benefits and deficiencies. The regional approach works very well if the anatomy course involves
cadaver dissection but falls short when it comes to understanding the continuity of an entire system throughout the body.
Similarly, the systemic approach fosters an understanding of an entire system throughout the body, but it is very difficult t o
coordinate this directly with a cadaver dissection or to acquire sufficient detail.

</KnowledgePoint>

<ApplicationExample>

Question: If you were to use a systemic approach to study the human body, which of the following sequences would be correct?
Answer Choices: A) Study the thorax, then the abdomen, then the pelvis, and so on. B) Study the cardiovascular system, then t he
nervous system, then the skeletal system, and so on. C) Study the thorax, then the cardiovascular system, then the abdomen,
and so on. D) Study the thorax, then the upper limb, then the lower limb, and so on.

Correct Answer: B) Study the cardiovascular system, then the nervous system, then the skeletal system, and so on.
</ApplicationExample>

Figure 25: Examples of the knowledge and the applications in Medicine Domain.
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