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Abstract

Knowledge Base Question Answering (KBQA)
aims to extract accurate answers from the
Knowledge Base (KB). Traditional Semantic
Parsing (SP)-based methods are widely used
but struggle with complex queries. Recently,
large language models (LLMs) have shown
promise in improving KBQA performance.
However, the challenge of generating error-free
logical forms remains, as skeleton, topic Entity,
and relation Errors still frequently occur. To
address these challenges, we propose Comp-
KBQA (Component-wise Task Decomposition
for Knowledge Base Question Answering), a
novel framework that optimizes the process of
fine-tuning a LLM for generating logical forms
by enabling the LLM to progressively learn rel-
evant sub-tasks like skeleton generation, topic
entity generation, and relevant relations gen-
eration. Additionally, we propose R3, which
retrieves and incorporates KB information into
the process of logical form generation. Experi-
mental evaluations on two benchmark KBQA
datasets, WebQSP and CWQ, demonstrate that
CompKBQA achieves state-of-the-art perfor-
mance, highlighting the importance of task de-
composition and KB-aware learning.

1 Introduction

Knowledge Base Question Answering (KBQA) is
a long-standing and pivotal problem in the field of
natural language processing (NLP) (Chowdhary
and Chowdhary, 2020). Its primary objective is
to extract accurate or relevant answers to natural
language questions by leveraging structured infor-
mation stored in a Knowledge Base (KB), such
as Freebase (Bollacker et al., 2008) and DBPe-
dia (Auer et al., 2007). A traditional and widely
used method for KBQA is Semantic Parsing based
methods (SP-based methods) (Berant et al., 2013),
which transform natural language questions into
structured queries like SPARQL (Pérez et al., 2009)
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or S-Expression (Gu et al., 2021) for direct exe-
cution on the KB. This process involves multiple
stages: syntactic and semantic analysis, entity and
relation linking, and query generation.

In the era of large language models
(LLMs) (Zhao et al., 2023), the remarkable
generative capabilities of these models have led
to new progress in KBQA. Compared to tradi-
tional SP-based methods, LLM-based methods
demonstrate superior performance and stronger
generalization capabilities, particularly in handling
complex and diverse queries. Recent methods like
KB-BINDER (Li et al., 2023a), KB-Coder (Nie
et al., 2024), QueryAgent (Huang et al., 2024),
and ARG-KBQA (Tian et al., 2024) use LLMs
to generate executable logical forms for KB
queries. Another emerging approach, exemplified
by ChatKBQA (Luo et al.,, 2024a), relies on
fine-tuned LLMs to generate logical forms from
input questions. Fine-tuning LLLMs on labeled
question-query pairs enables more effective
learning of domain-specific query structures,
compared to prompt-based methods that rely on
in-context learning.

Despite advances in the field, current methods
still struggle to generate completely accurate log-
ical forms, with persistent errors in the output.
We analyze the logical forms generated by ChatK-
BQA (Luo et al., 2024a) on the WebQSP dataset
and find that, out of 1,639 questions in the test set,
624 corresponding Logical Forms contain errors,
which mainly fall into three types, as illustrated in
Figure 1: (1) Skeleton Errors occur when query
components are incorrectly nested, misaligned with
the KB schema, or when the overall structure of
the query is inconsistent with the intended logical
framework, appearing 276 times. (2) Entity Er-
rors result from mismatches in surface forms, or
the hallucination of non-existent entities, appear-
ing 364 times. (3) Relation Errors arise when the
model either misidentifies relations between enti-
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Examples

.~ Question: who did cam newton sign with?
Correct Logical Form:

Generated Logical Form:

base.schemastaging.athlete_extra.salary) Cam Newton)

Correct Logical Form:

Generated Logical Form:

:\ (JOIN ( R people.ethnicity.languages spoken) Maasai )

¢ Question: which country does greenland belong to?

i Correct Logical Form:

(JOIN (R location.administrative division.country ) Greenland )

1 Generated Logical Form:

'\ (JOIN (R base.biblioness.bibs _location .country) Greenland )

(JOIN (R base.schemastaging.athlete salary.team) (JOIN (R
base.schemastaging.athlete_extra.salary) Cam Newton))

(JOIN (R base.schemastaging.athlete salary.team) (ARGMIN (JOIN (R

Question: what language do the maasai speak?

(JOIN (R people.ethnicity.languages spoken ) Maasai people )

Errors Challenges
E |:: 9 Skeleton
i Error Coarse-
] Grained Task
__________________ . Formulation
E . Entity
i ':: Error '::> 3§8
S S S S S EEEE 55550, Lack of KB-
h Aware
. Information
' I:: Relation During
I Error

. Generation |
N J

Figure 1: Examples of Errors in Logical Form Generation.

ties or generates non-existent relations, appearing
528 times.

These errors arise from the task’s intrinsic com-
plexities, the absence of structured intermedi-
ate reasoning steps, and the unavailability of ex-
plicit KB information during generation. The pri-
mary sources of error are as follows: (1) Coarse-
Grained Task Formulation: Directly generating a
complete logical form based on a natural language
question is a coarse-grained task. Without prior
learning through more fine-grained tasks, such as
generating the skeleton of a logical form or iden-
tifying the topic entities, it is challenging for a
LLM to generate the correct logical form in a sin-
gle step. (2) Lack of KB-Aware Information Dur-
ing Generation: LLMs, which are predominantly
trained on unstructured text, lack direct access to
KB-specific information during the generation of
logical forms. As a result, LLMs frequently pro-
duce hallucinated entities, relations, or query struc-
tures that do not exist in the KB, as demonstrated
by the errors shown in Figure 1.

To address these challenges, we introduce a
framework named CompKBQA: (Component-
wise Task Decomposition for Knowledge Base
Question Answering). Our framework is specif-
ically designed to optimize the process of fine-
tuning a large language model (LLM) for generat-
ing logical forms by enabling the LLLM to progres-
sively learn relevant sub-tasks and collect neces-
sary information from KB to assist generation. For
the Coarse-Grained Task Formulation, we propose
CompKBQA framework. Specifically, we train
the LLM to learn sequentially: first generating the
skeleton of the logical form for a given question,

followed by the question’s topic entity and relevant
relations, and finally generating the full logical
form based on these intermediate outputs. For the
Lack of KB-Aware Information During Genera-
tion, we propose R3: Relevant Relations Retriever.
RS3 retrieves relevant information from the KB and
incorporates it into the process of logical form gen-
eration by the LLM, thereby guiding the LLM’s
generation process with KB knowledge.

We conduct experiments on two widely used
datasets in the KBQA domain, WebQuestion-
sSP (WebQSP) (Yih et al., 2016) and Complex
WebQuestions (CWQ) (Talmor and Berant, 2018).
The experimental results demonstrate that Comp-
KBQA achieves state-of-the-art (SOTA) perfor-
mance on both datasets, highlighting the effec-
tiveness of providing LLMs with relevant KB in-
formation and decomposing the direct generation
task into multiple training processes, which signifi-
cantly enhances generation accuracy. Besides, we
compare the time consumption of CompKBQA and
ChatKBQA and find their efficiencies to be similar.

In summary, the contributions of our paper are
as follows:

* We propose a novel KBQA framework:
CompKBQA. In contrast to directly gener-
ating logical forms, our framework optimizes
the process by enabling the LLM to learn sub-
tasks step-wise, thereby reducing errors in log-
ical form generation.

» We propose R3, which collects question-
related information from the KB. By incor-
porating KB information, the LLM becomes
KB-aware during generation.
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* We conduct experiments on two widely used
KBQA datasets, WebQSP and ComplexWe-
bQuestions (CWQ), and experimental results
demonstrate that CompKBQA outperforms
strong baselines, achieving state-of-the-art
(SOTA) performance on both datasets.

2 Related Work

2.1 Traditional Semantic Parsing-Based
KBQA

SP-based methods aim to convert natural language
questions into query statements for KB, such as
SPARQL or S-expressions. RnG-KBQA (Ye et al.,
2022), TIARA (Shu et al., 2022), and DECAF (Yu
et al., 2023a) leverage sequence-to-sequence mod-
els to fully generate S-expressions, introducing sev-
eral enhancements to the semantic parsing process.
FC-KBQA (Zhang et al., 2023) focuses on extract-
ing fine-grained knowledge components from KB
and reformulating them into intermediate knowl-
edge pairs, which are then used to generate the
final logical expressions. GMT-KBQA (Hu et al.,
2022) introduces a multi-task generation-based ap-
proach that jointly learns entity disambiguation,
relation classification, and logical form generation
with dense retrieval.

2.2 LLM-Based KBQA

In the era of large language models (LLMs), many
approaches leverage LLMs to generate logical
forms for solving KBQA tasks. For example, Tan
et al. (2023) utilize GPT-3.5 to directly generate an-
swers to natural language questions, incorporating
an answer matching strategy to improve prediction
accuracy. Due to the remarkable few-shot learning
and in-context learning capabilities of LLMs, some
approaches (Gu et al., 2023; Li et al., 2023b; Nie
et al., 2024; Jiang et al., 2023a; Xiong et al., 2024;
Sun et al., 2023) leverage few-shot in-context learn-
ing to prompt LLMs to generate logical forms for
given questions.

However, LLMs which are not specifically
trained struggle to generate correct logical forms.
ChatKBQA (Luo et al., 2024a) introduces a frame-
work which fine-tunes the LLM to directly gen-
erate the logical form and retrieves information
from KB during the execution. Triad (Zong et al.,
2024) proposes a unified framework that utilizes an
LLM-based agent with three roles (generalist, deci-
sion maker, and advisor) to collaboratively handle
the four phases of KBQA: question parsing, URI

linking, query construction, and answer genera-
tion. KBQA-o1 (Luo et al., 2025) further advances
agentic KBQA by introducing a ReAct-based pro-
cess for stepwise logical form generation combined
with Monte Carlo Tree Search (MCTS), which bal-
ances exploration performance and search space.
By leveraging heuristic exploration and incremen-
tal fine-tuning, KBQA-o01 achieves strong perfor-
mance in low-resource settings, substantially im-
proving GrailQA results over prior methods.

Unlike ChatKBQA (Luo et al., 2024a), which
fine-tunes the LLM to directly generate the logical
form without referencing the KB during generation,
and Triad (Zong et al., 2024), which utilizes mul-
tiple LLMs to collaboratively generate SPARQL
queries, our proposed method fine-tunes a single
LLM to progressively learn and generate sub-tasks
related to the logical form. Additionally, KB in-
formation is incorporated during the generation
process, effectively mitigating three types of errors
in the generated logical form.

3 Preliminaries

In this section, we will introduce the two key com-
ponents of KBQA: Knowledge Base (KB) and the
Logical Form.

Knowledge Base (KB) The Knowledge Base
stores knowledge as triples (s, 7, 0), where s is an
entity, r is a relation, and o is an entity or literal.
Each entity has a unique mid, but the same friendly
name can correspond to multiple mids. For exam-
ple, Lebron James can refer to several entities, such
asm.01jz6d, m.0gg7874, and m.@3126m.

Logical Form A Logical Form is a query that
can be executed on the KB to retrieve results for
a natural language question. Common forms in-
clude SPARQL and S-Expressions. For example,
an S-Expression aggregates various operators, such
as JOIN, AND, ARGMAX, ARGMIN, and others. The
JOIN operator represents a one-hop query of a triple
(s,r,0) on either s or o. Specifically, (7,7, o) is de-
noted as (JOIN r o), while (s, r,?) is denoted as
(JOIN (R 7) s). The AND operator computes the
intersection of two entity sets. Besides, other op-
erators like ARGMAX and ARGMIN filter results from
entity set. In this paper, we represent the entities
using their friendly names.

4 Methodology

Our approach, as illustrated in Figure 2, consists
of two main modules: Logical Form Generation
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and Logical Form Execution for answer retrieval.
The logical form generation process is carried
out through four stages: (1) Skeleton Generation,
where the structural template of the logical form is
produced, (2) Topic Entity Generation, which iden-
tifies the key entity in the question, (3) Relevant
Relations Generation, including relation retrieval
and question-specific relation prediction, and (4)
Logical Form Generation, where entities and rela-
tions are integrated into a complete logical form. To
accomplish these tasks, we progressively fine-tune
a Large Language Model (LLM) through instruc-
tion tuning, as shown in the left of Figure 2. In
the execution phase, the generated logical form is
matched with the knowledge base (KB), and candi-
date entities and relations are scored to retrieve the
final answer.

4.1 Skeleton Generation

The primary objective of this part is to generate the
logical form skeleton, where entities and relations
are replaced with placeholders. Specifically, for
the questions in the training set, we replace the
relations in logical forms with [REL] and the enti-
ties with [ENT], thereby constructing training data
from questions to skeletons. As shown in Figure 2,
for the question “what did nicolas cage name his
son?”, the corresponding logical form is:

(AND (JOIN (R people.person.children) m.@1vvb4m)

(JOIN people.person.gender m.05zppz)),

while its corresponding skeleton is:

(AND (JOIN (R [RELI) [ENTI1) (JOIN [RELJI LENTI)).

By extracting the skeletons of logical forms, we
eliminate specific entity and relation details, allow-
ing the model to focus on structural patterns. We
then apply Instruction Tuning to the LLM, and the
fine-tuned LLM is denoted as Mpeieton.-

4.2 Topic Entity Generation

Previous work, such as ChatKBQA (Luo et al.,
2024a), has highlighted entity errors as a common
challenge when fine-tuning LLMs for logical form
generation. To address this, we introduce a task
where the LLM learns to generate the Topic Entity
from the input question. For each training ques-
tion, we extract the entities in its logical form as
Topic Entities, which are then used for training.
We fine-tune Mgeieron, With question-entity pairs,
resulting in the model M,;.. The Topic Entity is
represented by its surface name rather than the mid
identifier. For example, in the question “What did

Nicolas Cage name his son?”, the Topic Entities
are “Nicolas Cage” and “male”, key components of
the corresponding logical form. Notably, the Topic
Entity may not always be explicitly mentioned in
the question. This task also enables the model to
identify latent entities, those not directly stated but
implied or inferred from the context, improving its
robustness in handling such cases.

4.3 Relevant Relations Generation

In this section, the primary task is to retrieve and
then generate the most relevant relation from the
KB for a given question. The process is broken
down into the following stages: Stage 1: Relevant
Relations Retrieval: We propose a novel retriever
named R3, which is used to retrieve more relevant
relations from the KB for questions. The training
of R3 will be explained in detail in this section.
Stage 2: Question-Specific Relations Genera-
tion: In this stage, the LLM learns to generate the
relations necessary to solve the problem based on
the question and the relations retrieved by R3.

4.3.1 Stage 1: Relevant Relations Retrieval

The primary goal of this stage is to train a retriever
denoted as R3, involving identifying hard negative
examples, fine-tuning the embedding model to dif-
ferentiate relevant relations from irrelevant ones.
And then we use R2 to retrieve more relevant rela-
tions from the KB.

Mining Hard Negative Examples In this stage,
we aim to identify hard negative examples, which
are relations similar to the golden relations but ir-
relevant to the question. For each question ¢, we
perform an initial retrieval to identify these hard
negatives. We define an embedding model M that
encodes both ¢ and all the relations r € R from the
KB. The relations are ranked based on the cosine
similarity between their vector representations, and
the topy, relations as selected as candidate relations
for further processing. The cosine similarity be-
tween the question embedding v and the relation
embedding v, is computed as

Vq - Vr

Ivallllvell

cosine_similarity(vq, vy) = (1)
The top-ranked relations obtained from this simi-
larity computation, denoted as Rel;,;, serve as the
basis for the subsequent fine-tuning of the embed-
ding model.

Once the initial set of candidate relations Rel;,;
is obtained, the corresponding golden relations
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Figure 2: Overview of CompKBQA. CompKBQA is composed of two main components: Logical Form Generation
and Logical Form Execution. The Logical Form Generation component is further divided into four distinct stages.

Rel goiden for each question ¢ are acquired from
the training data, which means relations in ¢’s
logical form. For each question, the relations in
Rel;,; but not in Rel go1qen are treated as negative
samples, denoted as Rel,,.4, while the relations in
Relyo1den are considered as positive samples, de-
noted as Relp,s. Formally, we define:

Relpeg = {r € Relis | v & Relgoiden }

Relpos = Relgolden

Fine-tuning the Embedding Model We then
fine-tune the embedding model M (BAAl/bge-
large-en-v1.5') by optimizing a contrastive learn-
ing loss to distinguish between positive and nega-
tive samples. The loss function is defined as:

6sim(vq Vrely)/T

- ; log Z] GSim(VQ7Vrelj )/T ’ (2)

where sim(vq, Vyel) represents the cosine sim-
ilarity between the question embedding v4 and
relation embedding v,e], and 7 is a temperature
scaling parameter.

This fine-tuning process enhances the model’s
ability to correctly differentiate between relevant
and irrelevant relations, resulting in the fine-tuned
embedding model R3.

"https://huggingface.co/BAAI/bge-large-en

Retrieving Candidate Relations In this final
stage, the fine-tuned embedding model R3 is em-
ployed to retrieve relevant candidate relations. For
each question ¢, similarly, we encode both the ques-
tion and all the relations » € R from the KB using
R3 to obtain their vector representations vlg and
v1,. The cosine similarity between these vectors
is calculated, and the top;. most relevant relations
are selected as Relyq,. It is important to note that
Relyey is retrieved directly from the KB, rather
than being based on the initial set Rel;,;. These
candidate relations are then forwarded to the next
stage for final selection and generation.

4.3.2 Stage 2: Question-Specific Relations
Generation

Although R3 retrieves highly relevant relations for
the query, the retrieved results inevitably contain
some noise (irrelevant relations). Therefore, it is es-
sential for LLMs to select or generate truly relevant
relations from noisy candidate relations set.
Specifically, we train the model M. using a
dataset where each instance consists of a question
paired with candidate relations as input and the
corresponding golden relations as output. In the
prompt, we specify that the model should generate
the correct question-relevant relations based on the
candidate relations. It is allowed to select relations
from the candidate set, and if necessary relations
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are missing, it can generate new ones. The specific
prompt can be found in the Case Study 1. This fine-
tuning process results in the model M, (relation
generation), which enhances the model’s ability to
accurately generate the correct relation based on
the retrieved candidates, addressing the issue of
noisy or irrelevant relations.

4.4 Logical Form Generation

In this stage of training, starting with M,.,, we fine-
tune the model to generate the final logical form,
resulting in the model M;;. The input consists of
the question, the topic entity produced by M, and
the relations generated by M,.,.The objective of
fine-tuning is to enable the model to generate the
correct logical form based on the provided question
and content.

During inference, we apply M;; with inputs con-
sistent with those used in training and apply beam
search to generate the logical forms.

4.5 Logical Form Execution

After generating the logical form candidates, we
need to address potential misalignments between
the entities(represented by their surface names) and
the relations, which may not necessarily match
those in the KB. Thus, it is crucial to map the enti-
ties in the logical form to their corresponding mid-
identifiers and align the relations with the actual
relations in the KB before execution.

Entity Alignment In this phase, for a given sur-
face name N,,,;, we first check for exact matches
in the KB. If any entities share the same name, we
assign the Ny to Egqme and select the top-ken;
entities, E.,,q, based on their popularity score,
FACCI1 (Gabrilovich et al., 2013). If no exact
match exists, we apply the BM25 (Robertson et al.,
2009) algorithm to select the most similar entities
from the KB using N.,;. We then apply the FACC1
score again to select the topy,, entities as E.,4.

ent

Relation Alignment In the relation alignment
phase, for each N,, if an identical relation exists
in the KB, no replacement is made. If no exact
match is found, we use SimCSE (Gao et al., 2021)
to identify the topy, , relations, denoted as R g4,
that are most similar to V,.;.

After completing both alignment stages, we gen-
erate combinations of entities and relations from
the E.qng and Reqnq sets, selecting the top — ki y
combinations for execution. The execution stops
as soon as a non-empty result is obtained, and this

result is taken as the final answer, denoted as the
answer set. If no valid answer is found, an empty
set is returned.

5 Experiments

In this section, we present the experimental val-
idation of CompKBQA, which includes dataset
descriptions, implementation details, results, and
a comprehensive analysis. Our analysis is orga-
nized around the following four research questions
(RQs): RQ1: How does CompKBQA perform
in comparison to other approaches, and does it
mitigate errors in the generated Logical Forms?
RQ2: How effective is the approach of decom-
posing direct logical form generation into progres-
sively learned sub-tasks? RQ3: Does R3 enhance
relation retrieval? RQ4: Can CompKBQA achieve
high efficiency and be plug-and-play?

Besides, we provide a case study in Appendix I
to illustrate the reasoning process of our framework.
In addition, Appendix F presents an efficiency anal-
ysis of our method, and Appendix G reports the
experimental results obtained with the TS model,
which further verify the necessity of leveraging
LLMSs in our approach.

5.1 Datasets

We conduct experiments using two widely
used KBQA datasets: WebQuestionsSP (We-
bQSP) (Yih et al., 2016), a well-known KBQA
dataset based on Freebase, containing 4,737 nat-
ural language questions and their corresponding
SPARQL queries, and Complex WebQuestions
(CWQ) (Talmor and Berant, 2018), also based
on Freebase, which includes 34,689 natural lan-
guage questions and their corresponding SPARQL
queries. The details of these datasets are provided
in Appendix A.

5.2 Baselines

We compare CompKBQA against 25 methods,
which are categorized into five major groups: 1) IR-
based KBQA Methods, 2) SP-based KBQA Meth-
ods, 3) LLM-based KBQA Methods (Prompting),
where we employ the same setup as RoG (Luo
et al., 2024b), in which the LLM is directly used to
generate answers for the given questions; 4) LLMs
+ KGs-based KBQA Methods (Prompting), where
it is important to note that GPT-4o0 (1-shot) and
DeepSeek-V3 (1-shot) involve inputting the skele-
ton, topic entities, and relevant relations generated
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by our model into the LLM to generate the logical
form; and 5) LLMs + KGs-based KBQA Meth-
ods (Fine-tuning). Detailed descriptions of each
baseline method can be found in Appendix B.

5.3 Evaluation Metric

Consistent with prior work, we use F1 score,
Hits@1, and Accuracy (Acc) to measure the cover-
age of all answers, the top-ranked answer, and the
strict exact-match accuracy, respectively.

5.4 Implementation Details

During LLM fine-tuning, we use LLaMA-2-7B for
WebQSP and LLaMA-2-13B for CWQ as the base
model, following the setup of ChatKBQA (Luo
et al., 2024a). For the Relevant Relations Re-
trieval stage, we fine-tune the embedding model
with BAAI/bge-large-en-v1.5. All experiments are
run on two NVIDIA A6000 GPUs. Implementation
details are provided in Appendix H.

5.5 Main Results (RQ1)

As shown in Table 1, we compare CompKBQA
with other baselines on the WebQSP and CWQ
datasets. Consistent with ChatKBQA (Luo et al.,
2024a), we use beam search during the inference
phase: a beam size of 15 on LLaMA-2-7B for
WebQSP and a beam size of 8 on LLaMA-2-13B
for CWQ. Compared to the best baseline model,
our method achieves a 0.6% increase in F1 and a
2.1% improvement in ACC on WebQSP. On CWQ,
CompKBQA outperforms the best baseline with
a 1.6% increase in F1, a 1.1% improvement in
Hits@1, and a 2.8% improvement in ACC. These
results demonstrate that, through our component-
wise task decomposition, the LLM gains a better
understanding of the logical structure of questions,
while also narrowing the gap between the question
and the KB schema (relations and entities) from
the LLM’s perspective.

At the same time, as shown in Table 1, even
powerful models like GPT-40 and DeepSeek-V3
struggle to generate the correct logical form, de-
spite being provided with the skeleton, topic en-
tities, and relevant relations. Detailed analysis is
shown in Appendix D.

Futhermore, we conduct a comparative analysis
of the number of distinct error types in the Logi-
cal Forms generated by CompKBQA and ChatK-
BQA on the WebQSP dataset, as detailed in the
Table 2. As shown in the table, the three types of er-
rors, including Skeleton Errors, Topic Entity Errors,

WebQSP CWQ

Model FT Hits@1 Acc] F1 Hits@1 Acc

IR-based KBQA Methods
NSM 62.8 68.7 - 424 476 -
KGT5 - 56.1 - - 36.5 -
Subgraph Retrieval* 64.1 69.5 - 471 502 -

SP-based KBQA Methods
ArcaneQA 75.6 - - - - -
RnG-KBQA 756 - TL1 - - -
DecAF 78.8 82.1 - - 704 -
FC-KBQA 769 - - 564 - -
TIARA* 789 752 - - - -

LLMs-based Methods (Prompting)

GPT-3.5-Turbo - 67.8 - - 39.8 -
GPT-3.5-Turbo+CoT - 69.0 - - -
GPT-40 - 712 - - 506 -
GPT-40+CoT - 71.4 - - 53.2 -
DeepSeek-V3 - 72.1 - - 53.0 -
DeepSeek-V3+CoT - 73.3 - 559 -

LLMs+KGs-based Methods (Prompting)

GPT-40 (1-shot) 11.5 11.0 103 - - -
DeepSeek-V3(1-shot) 13.7 143 124 - -

KB-Binder 74.4 - - - - -
KB-Coder 75.2 - - - - -
QueryAgent* 63.9 - - - - -
ARG-KBQA 75.6 - - - - -
KELDaR 76.7 - - 442 - -
FIDELIS 78.3 844 - 643 715 -
LLMs+KGs-based Methods (Fine-tuning)
RoG 70.8 85.7 - 562 62.6 -
ReasoninglL.M 71.0 78.5 - 640 69.0 -
ChatKBQA 79.8 832 73.877.8 827 733
RGR-KBQA 80.7 845 72.176.6 82.0 722
CompKBQA(ours) 81.3 842 759794 83.6 76.1

Table 1: KBQA comparison of CompKBQA with other
baselines on WebQSP and CWQ datasets. The results
of the models are mainly taken from their original paper.
* denotes using oracle entity linking annotations. Bold
numbers indicate the best performance. GPT-40 (1-shot)
and DeepSeek-V3 (1-shot) means that we input skeleton,
topic entities, and relevant relations to LLM to directly
generate the logical form.

Model Skeleton Entity Relation
ChatKBQA 276 364 528
CompKBQA 262 232 451
A 151% 1363% | 14.6%

Table 2: Comparison of Skeleton, Entity, and Rela-
tion Error Counts in Logical Forms by ChatKBQA and
CompKBQA on WebQSP

and Relation Errors, have been mitigated, which
demonstrates the effectiveness of CompKBQA.

5.6 Ablation Study (RQ?2)

To validate the effectiveness of each component of

CompKBQA, we conduct the following ablation

experiments on the WebQSP dataset.
Comparison with Direct Generation of All
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Model F1 Hits@1l Acc
CompKBQA 81.3 84.2 75.9
all_in_output 79.6 82.6 72.4
all_from_base 80.3 83.3 74.2
w/o ske_gen 71.7 80.7 72.4
w/o topic_entity_gen  78.6 82.1 72.7
w/o rrg & rr 78.6 81.6 73.2
w/o rrg & w gr 90.5 91.9 87.4

Table 3: Ablation study results of CompKBQA compo-
nents. “all_in_output” refers to generating all content
in one step. “all_from_base” refers to My., M, 4, and
Mpeteton, Were trained independently from the same
base model. “w/o ske_gen” removes the skeleton gener-
ation module, “w/o topic_entity_gen” removes the topic
entity generation module, “w/o rrg & rr” removes rel-
evant relations generation and relations, and “w/o rrg
& w gr” removes relevant relations generation and uses
golden relations.

Content We use the question as input and generate
the Logical Form Skeleton, Topic Entity, Candi-
date Relations, and Logical Form as outputs, fine-
tuning the LLM using instruction tuning. This
model, called “all_in_output”, shows a significant
performance drop compared to the multi-stage fine-
tuning approach, as seen in Table 3. This highlights
that even with a Chain-of-Thought (COT) (Wei
et al., 2022) reasoning process, the LLM struggles
to generate the correct Logical Form in one step,
underscoring the need for task decomposition in
CompKBQA.

Effectiveness of Skeleton and Topic Entity
Generation We experiment by removing Skele-
ton Generation, referred to as ‘w/o ske_gen (skele-
ton generation)”, and Topic Entity Generation, re-
ferred to as ‘w/o topic_ent_gen (Topic Entity Gen-
eration)”, and compare their performance with the
CompKBQA model. The detailed results are pre-
sented in Table 3. The results demonstrate the ne-
cessity of training for skeleton generation and topic
entity generation. In Appendix E, we analyze the
transferability of the training in these two stages.

Effectiveness of the chained fine-tuning strat-
egy To validate the effectiveness of the chained
fine-tuning strategy, we conduct experiments on
WebQSP with a model variant referred to as
all_from_base. In this setting, M;., M,4, and
Mgeleton are trained independently from the same
base model, while the generation of Logical Forms
is fine-tuned by using the outputs of M;, and M,
as inputs for Mgpeieton. The results, reported in
Table 3 under the all_from_base row, show that
training models independently from a base model

leads to a noticeable performance drop compared
to our chained fine-tuning approach. This finding
confirms that knowledge transfer indeed occurs
throughout the chained training process.

Effectiveness of Relevant Relations Selection
We conduct two ablation study experiments. The
first, “w/o rele_rel_gen (relevant relations genera-
tion) & rele_rel (relevant relations)”, removes the
Relevant Relations Generation module, omitting
relevant relations during the Logical Form Gener-
ation stage. The second, “w/o rele_rel_gen & w
gold_rel (golden relations)”, removes the module
and inputs the golden relations directly. As shown
in Table 3, the first experiment performs signifi-
cantly worse than the CompKBQA model, while
the second yields better results. These findings
suggest that providing relevant relations helps the
LLM generate more accurate logical forms.

5.7 Effectiveness of R3 (RQ3)

Model Top-3 Top-5 Top-10  Top-20
BM25 5.00% 5.67% 6.47% 14.03%
SimCSE 15.62% 21.23%  28.74%  36.24%
Contriever 14.21%  19.71%  25.87%  32.52%
IEM 22.76% 2947%  38.87%  47.53%
R3 69.74% 7712% 83.10% 86.03%

Table 4: Comparison of relation retrieval performance
on WebQSP

To evaluate the effectiveness of R3, we com-
pare its retrieval accuracy on the WebQSP dataset
against BM25, SimCSE, Contriever, and the ini-
tial embedding model (denoted by IEM) by cal-
culating the proportion of retrieved relations that
match the ground-truth relations for each ques-
tion. As shown in Table 4, the original BAAI/bge-
large-en-v1.5 model achieves only a 22.76% top-
3 hit rate, while R3 substantially improves this
to 69.74% and consistently achieves superior per-
formance across all retrieval metrics, obtaining
69.74%, 77.12%, 83.10%, and 86.03% on Top-3,
Top-5, Top-10, and Top-20 hit rates, respectively,
significantly outperforming all baselines.

5.8 Can CompKBQA achieve high efficiency
and be plug-and-play? (RQ4)

Effiency analysis To ensure a fair comparison,
we evaluate the training and inference times for
both ChatKBQA and CompKBQA on the WebQSP
dataset, using a single NVIDIA A6000 GPU. The
total training time for ChatKBQA was 14 hours
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Model F1 Hits@1 Acc
Flan-T5-XL 76.8 75.1 67.7
LLama2-7B 81.3 84.2 75.9

LLaMA-3.1-8B  81.7 84.5 75.8
Qwen-2.5-7B 81.8 84.3 75.4
LLaMA-3-8B 82.0 84.4 76.1

Table 5: Comparison of results between other models
and LLaMA2-7B

and 16 minutes, while the total training time for
CompKBQA was 19 hours and 46 minutes, with
CompKBQA taking slightly longer. The average
inference time for ChatKBQA was 3.43 seconds,
and the average inference time for CompKBQA
was 4.20 seconds, with both having similar speeds.
The detailed results are presented in Table 8 and
Table 9, respectively.

The plug-and-play characteristics To evaluate
the adaptability of CompKBQA with different base
models, we conduct experiments employing Flan-
T5-XL, LLaMA-3-8B, LLaMA-3.1-8B, and Qwen-
2.5-7B within the CompKBQA pipline on the We-
bQSP dataset. The results of these experiments are
presented in Table 5. As evidenced by the results,
CompKBQA consistently achieves promising per-
formance across these diverse base models, thereby
highlighting its plug-and-play characteristics.

6 Conclusion

In this work, we propose CompKBQA, a novel
framework that decomposes the task of fine-tuning
large language models (LLMs) for KBQA into four
core components: Skeleton Generation, Topic En-
tity Generation, Relevant Relations Selection, and
Logical Form Generation. By breaking down the
process into these subtasks, we address key chal-
lenges including the lack of KB-aware information
and coarse-grained task formulation. Experimen-
tal results on WebQSP and CWQ demonstrate that
CompKBQA achieves state-of-the-art performance,
highlighting the effectiveness of task decomposi-
tion and providing LLMs with relevant KB infor-
mation.

Limitations

In this paper, we introduce CompKBQA, a novel
framework that decomposes the task of fine-tuning
large language models (LLMs) for Knowledge
Base Question Answering (KBQA) into four core
components. While CompKBQA demonstrates sig-

nificant improvements in LLMs’ ability to generate
accurate logical forms, there are several limitations
worth noting. First, the performance of Comp-
KBQA is highly dependent on the quality and com-
pleteness of the underlying Knowledge Base (KB).
If the KB is incomplete, outdated, or inaccurate,
errors in entity identification and relation genera-
tion are likely to arise. Second, fine-tuning large
language models across multiple subtasks can be
resource-intensive, posing scalability challenges.
Finally, as analyzed in Appendix C, CompKBQA
still suffers from errors such as incorrect entity dis-
ambiguation, relation matching, and structural is-
sues in logical forms. We leave addressing these er-
ror types as an important direction for future work.
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Appendix
A Datasets

In this work, we use two mainstream KBQA
datasets: WebQuestionSP (WebQSP) (Yih et al.,
2016) % and Complex WebQuestions (CWQ) (Tal-
mor and Berant, 2018) 3.

WebQSP is a well-known KBQA dataset
based on Freebase, containing 4,737 natural lan-
guage questions and their corresponding SPARQL
queries. The primary goal of this dataset is to as-
sess the generalization ability of models in an i.i.d.
setting, as both the training and testing data involve
the same entities and relations.

CWQ is another prominent KBQA dataset, also
based on Freebase, with 34,689 natural language
questions and corresponding SPARQL queries.
The questions in CWQ are more complex, with
up to 4-hop queries.

The statistics of the datasets are given in Table 6.
The statistics on the number of relations involved
in the Logical Forms of questions in the dataset are
shown in Table 7.

For both WebQSP and CWQ datasets, reason-
ing can be performed using Freebase knowledge
graphs* (Bollacker et al., 2008). To make the
knowledge graphs more manageable in size, we cre-
ated a Freebase subgraph, following the approach
of previous studies (Jiang et al., 2023c; Luo et al.,
2024b; Sui et al., 2024). This subgraph was con-
structed by selecting all triples that fall within the
maximum reasoning hop distance from the ques-
tion entities in WebQSP and CWQ.

B Baselines

We compare CompKBQA with the following base-
lines divided into five classes: 1) IR-based KBQA
Methods, 2) SP-based KBQA Methods, 3) LLM-
based KBQA Methods (Prompting), 4) LLMs +
KGs-based KBQA Methods (Prompting), and 5)
LLMs + KGs-based KBQA Methods (Fine-tuning).

B.1 1IR-based KBQA Methods

NSM (He et al., 2021) proposes a teacher-student
approach for multi-hop KBQA, where the teacher
network uses bidirectional reasoning to generate re-
liable intermediate supervision signals, improving
the student network’s reasoning capacity.

Zhttps://www.microsoft.com/en-us/download/
details.aspx?id=52763

3https: //www.tau-nlp.sites.tau.ac.il/compwebq
*https://github.com/microsoft/FastRDFStore
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Datasets  #Train #Test Max #hop #Entity #Relation 1lhop 2hop 3hop
WebQSP 3,098 1,639 2 2461 628 65.49% 34.51% 0.00%
CWQ 27,639 3,519 4 11422 845 4091% 38.34% 20.75%
Table 6: The statistics of WebQSP and CWQ
Number of relations used
Datasets 1 2 3 4 >=5
WebQSP  55.44% 23.14% 16.89% 3.85%  0.69%
CWQ 0.00% 32.88% 34.04% 20.51% 12.28%

Table 7: The statistics of number of relations in Logical Forms

KGTS5 (Saxena et al., 2022) demonstrates that an
off-the-shelf encoder-decoder Transformer model,
when applied as a sequence-to-sequence task for
knowledge graph link prediction and question an-
swering.

SubgraphRetrieval (Zhang et al., 2022) intro-
duces a trainable subgraph retriever (SR) decoupled
from reasoning, enabling a plug-and-play frame-
work to enhance subgraph-oriented KBQA models.

B.2 SP-based KBQA Methods

ArcaneQA (Gu and Su, 2022) dynamically gen-
erates the query based on results from previous
steps.

Rng-KBQA (Ye et al., 2022) first enumerates
all possible queries and then finetune TS model to
get the final output.

DecAF (Yu et al., 2023b) proposes a framework
that jointly generates logical forms and direct an-
swers for KBQA, combining their strengths to im-
prove accuracy.

FC-KBQA (Zhang et al., 2023) introduces FC-
KBQA, a Fine-to-Coarse Composition framework
that extracts fine-grained knowledge components
from KBs and reformulates them into middle-
grained pairs to ensure generalization and excitabil-
ity.

TIARA (Shu et al., 2022) enhances PLM-based
KBQA by incorporating multi-grained retrieval to
provide relevant KB context and constrained de-
coding to improve logical form generation.

B.3 LLM-based KBQA Methods

In this type of method, we use the same setup as
RoG (Luo et al., 2024b) and directly prompt the
LLM to generate the answer.

GPT-3.5-Turbo, GPT-40, and DeepSeek-V3
are powerful closed-source LLMs that could follow
instructions to conduct complex tasks.

CoT uses the Chain-of-thought prompt (Wei
et al., 2022) to improve the reason ability of Chat-
GPT.

B.4 LLMs + KGs-based KBQA Methods
(Prompting)

GPT-40 (1-shot) and DeepSeek-V3 (1-shot)
means inputting the skeleton, topic entities, and
relevant relations generated by our model into the
LLM to generate the logical form.

KB-Binder (Li et al., 2023b) enables few-shot
KBQA using large language models and BM25
matching, achieving strong performance across
datasets without training.

KB-Coder (Nie et al., 2024) proposes a code-
style in-context learning method for KBQA, con-
verting logical form generation into code genera-
tion for LLMs, reducing format errors.

QuertAgent (Huang et al., 2024) introduces
a framework with ERASER, a step-wise self-
correction method using environmental feedback,
significantly improving reliability and efficiency in
semantic parsing.

ARG-KBQA (Tian et al., 2024) proposes a
framework that enhances LLMs for KBQA by re-
trieving question-related graph structures using a
two-stage ranker.

KELDaR (Li et al., 2024) enhances LLMs for
KGQA by introducing question decomposition and
atomic retrieval, using a decomposition tree to
guide atomic-level KG subgraph retrieval for an-
swering complex questions.

FIDELIS (Sui et al., 2024) introduces a retrieval-
augmented reasoning method that enhances KGQA
by anchoring responses to verifiable reasoning
paths, using keyword-enhanced retrieval and step-
wise beam search to ensure accuracy.
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B.5 LLMs + KGs-based KBQA Methods
(Fine-tuning)

RoG (Luo et al., 2024b) proposes a method that in-
tegrates LLMs with KGs using a planning-retrieval-
reasoning framework to generate faithful and inter-
pretable reasoning paths.

ReasoninglLM (Jiang et al., 2023b) introduces a
PLM enhanced with subgraph-aware self-attention
and adaptation tuning, enabling direct subgraph
reasoning for KGQA.

ChatKBQA (Luo et al., 2024a) presents a
generate-then-retrieve KBQA framework that uses
fine-tuned LLMs to generate logical forms and un-
supervised retrieval to replace entities and relations.

RGR-KBQA (Feng and He, 2025) proposes a
semantic parsing method that enhances knowledge
base question answering by using a two-step re-
trieval process to reduce hallucination issues in
large language models.

C Error Analysis

To better understand the remaining limitations of
CompKBQA, we conduct a detailed error analysis
on its incorrect predictions over the WebQSP test
set. We analyze all incorrect cases and categorize
them as follows:

¢ Skeleton correct, but entity/relation errors
(42.5%): The logical structure is correct, but
incorrect entities or relations are generated.

¢ Skeleton errors (24.6 % ): Fundamental struc-
tural issues occur in the generated logical
forms.

¢ Correct LF in beam search, but wrong final
answer (17.5%): The correct logical form
appears in the beam search results but is not
selected as the final output.

¢ Generated LF correct, but execution failed
(7.9%): The logical form is correct, but exe-
cution errors arise during entity/relation align-
ment.

* No answer retrieved (6.0%): The system
fails to retrieve any answer from the KB.

* LF completely correct but parsing failed
(1.4%): The logical form and alignment are
correct, but technical parsing issues prevent
successful execution.

This analysis reveals that most errors stem from
incorrect entity disambiguation or relation match-
ing during the alignment phase, even when the

logical structure itself is correct. Future work will
therefore focus on improving the entity linking pro-
cess, for example by performing entity linking prior
to logical form generation.

D Comparison with GPT-40 and
DeepSeek-V3

Our objective is to investigate the capability of com-
mercial large language models, such as GPT-40 and
DeepSeek-V3, to generate correct Logical Forms
directly from a given question, the associated sub-
ject entity, and relevant relations, without any fine-
tuning. Specifically, we feed LLM the question,
topic entity, and relevant relations as input, with
the expected output being the correct logical form.
A sample prompt is shown in Figure 3. In the
zero-shot setting, GPT-40 and DeepSeek-V3 fails
to generate a valid form in the expected format. We
then conduct a one-shot experiment, providing a
fixed example for all queries to guide the model. A
sample prompt is shown in Figure 4.

In the one-shot experiment, GPT-40 generates
syntactically correct logical forms, but accuracy
remains limited. Specifically, only 642 out of 1639
forms have correct skeleton structures, and only
194 are fully correct, the detailed results are shown
in Table 5. These results suggest that, despite im-
provements in formatting, commercial large lan-
guage models like GPT-40 or DeepSeek-V3 strug-
gle with accuracy due to a limited understanding of
question structures and the structure of KB. Even
with the topic entity and candidate relations pro-
vided, models like GPT-40, unfamiliar with the KB
query structure, continue to make errors.

E Analysis on the transferability of Stage
1 and Stage 2 Training

We find that Stage 1: Skeleton Generation
and Stage 2: Topic Entity Generation are KB-
independent. To investigate the necessity of re-
training these stages across different datasets, We
use the models trained through Stage 1 and Stage
2 on CWQ to continue with Stage 3 and Stage 4 on
WebQSP. For comparison, we also train Stage 3 and
Stage 4 directly on the base model without the prior
training of Stage 1 and Stage 2. The experimental
results are presented in Table 10.

As seen from the table, continuing training Stage
3 and Stage 4 using the models that completed
Stage 1 and Stage 2 training on CWQ results in
better performance compared to directly applying
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Model Skeleton Topic Entity Relvant Relations Logic Form Total Time
ChatKBQA - - - 14h16min 14h16min
CompKBQA  4h13min 5h8min 4h23min 6h2min 19h46min
Table 8: Comparison of training time
Model Topic Entity  Relvant Relations Logic Form Total Time Average Time per question
ChatKBQA - - 1h33min 1h33min 3.42s
CompKBQA 2min Smin 1h48min 1h55min 4.20s

Table 9: Comparison of inference time

Zero-shot Prompt

Given a KBQA question, generate only the L

ogic Form query that retrieves the relevant in

formation from the knowledge base. You will

be provided with entities and relations to assi

st in creating the query. Do not include any e

xplanations or additional text in the output o

nly provide the Logical Form.

Question: {what does jamaican people spea

K}

Entities: jamaican

Relations:
location.country.languages spoken
location.country.official language
people.ethnicity.languages spoken

Logic Form:

Figure 3: Prompt for zero-shot GPT-40 experiment

Model F1 Hits@1 Acc
CompKBQA 81.3 84.2 75.9
w/o S1 && S2 78.1 79.8 71.2
wSI && S2 from CWQ  80.2 82.8 73.4

Table 10: The experimental results of the reusability of
Stage 1 and Stage 2 Training

Stage 3 and Stage 4 to the base model. This demon-
strates the transferability of the training results
from Stage 1 and Stage 2. However, there is still
a slight gap when compared to full training on the
WebQSP dataset. This is because each dataset has
different question structures, such as varying hop
counts, which lead to differences in the skeleton of
the logical query statements.

F Comparison of Time Complexity with
Baseline

In this section, we compare the training and infer-
ence times of CompKBQA and ChatKBQA (Luo
et al., 2024a).
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One-shot Prompt

Given a KBQA question, generate only the L
ogic Form query that retrieves the relevant in
formation from the knowledge base. You will
be provided with entities and relations to assi
st in creating the query. Do not include any e
xplanations or additional text in the output o
nly provide the Logical Form. And I will sho
W you a example.
Example:
Question: {what is the name of justin bieber
brother}
Entities: justin bieber
Relations:
people.sibling_relationship.sibling
people.person.sibling_s
people.person. gender
Logic Form: ( AND (JOIN (R [ people, si
bling relationship , sibling ] ) (JOIN (R [ pe
ople , person , sibling s ] ) [ Justin Bieber ] )
) (JOIN [ people , person , gender | [ Male |
))

Question: {what does jamaican people spea

k}

Entities: jamaican

Relations:
location.country.languages_spoken
location.country.official language
people.ethnicity.languages spoken

Logic Form:

Figure 4: Prompt for one-shot GPT-40 experiment



F.1 Training Time

we compare the training times of CompKBQA with
ChatKBQA, and the results are shown in Table 8.
To ensure a fair comparison, we tested the training
times for both ChatKBQA and CompKBQA on the
WebQSP dataset using a single NVIDIA A6000
GPU. It can be observed that CompKBQA takes
longer to train than ChatKBQA.

F.2 Inference Time

We compared the inference time of CompKBQA
with that of ChatKBQA on the WebQSP dataset
using a single NVIDIA A6000 GPU, and the re-
sults are shown in Table 9. It can be observed that
the inference time of our model is similar to that
of ChatKBQA. This is because the additional two
components, which generate the Topic Entity and
Relevant Relations for each question, use greedy
decoding during inference and employ multithread-
ing, making the process very fast. As a result, the
efficiency of the inference phase is minimally im-
pacted.

G Comparison with T5 model

We use the Flan-T5-XL, following the same train-
ing pipeline, which includes skeleton generation,
topic entity generation, relevant relations genera-
tion, and logical form generation. Their perfor-
mance is compared with CompKBQA, as shown
in Table 5. The results show that larger models
generate more accurate logical forms after training,
highlighting the importance of using models like
Llama2-7B for improved performance.

H Implementation Details

In this section, we introduce the implementation
details of each module.

The hyperparameters for each stage of Comp-
KBQA are summarized in Table 11.

I Case Study

To provide a comprehensive understanding of the
CompKBQA framework, we present a case study in
Table 12, which demonstrates that when faced with
the same question, ChatKBQA generated an incor-
rect Logical Form, while CompKBQA, through
step-by-step decomposition, was able to generate
the correct Logical Form.
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Hyperparameter WebQSP CWQ
Logical Form Generation

LLM LLaMA-2-7B LLaMA-2-13B
Fine-tuning Type LoRA LoRA
Train Batch Size {1,2,3.4} {1,2,3,4}
Learning Rate {5e-5,1e-4,4e-4}  {5e-5,1e-4,4e-4}
Train Epoch {10,50,100} {10,50,100}
Test Batch Size {1,2,3,4} {1,2,3,4}
Beam Size {1,2,5,8,15} {1,2,5,8}
RB
top_k for Hard Negative Examples 20 20
Train Epoch 20 10
Learning Rate le-5 le-5
top-k for Retrieving Candidate Relations 1,3,5,10 1,3,8,10
Logical Form Execution
Retrieval Type SimCSE SimCSE
top — kent 50 50
top — Krel 15 15

Table 11: Hyperparameter in CompKBQA'’s each stage

Question where did rick santorum attend high school?
ChatKBQA
Generate a Logical Form query that retrieves the information corre-
Input sponding to the given question.

Question: where did rick santorum attend high school

Skeleton Generation - -
Output Logical Form: ( AND (JOIN [ common , topic , notable types ] [

School 1) (JOIN (R [ education , education , institution | ) ( JOIN (
R [ people , person , education | ) [ Rick Santorum ] ) ))

CompKBQA

Given a KBQA question, you should generate a skeleton of the Logical
Input Form query that retrieves the information corresponding to the given
question.
Skeleton Generation Question: where did rick santorum attend high school

Output Skeleton: ( AND [REL] ( JOIN ( R [REL] ) ( JOIN ( R [REL] )
[ENT])))

Given a KBQA question, you should generate the topic entity of this
Input question, which will be used to generate the Logical Form query.
Topic Entity Generation Question: where did rick santorum attend high school

Output Entities: rick santorum

Given a KBQA question, I will provide you with some relations that

might be helpful for generating the Logic Form query. You need to

select the most relevant relations to use, and if necessary, you can

create relations.

Question: where did rick santorum attend high school

. . Candidate relations:

Relevant Relations Selection education.education.institution, people.person.education,
education.education.degree

Input

Output Relations:

people.person.education
education.education.institution

Given a KBQA question, you should generate a Logical Form query
that retrieves the information corresponding to the given question.
And I will provide you with entities and relations that might be help-
ful for generating the Logical Form query.

Input Question: where did rick santorum attend high school
Logic Form Generation Entltl.es: rick santorum ,
Relations: , people.person.education, educa-
tion.education.institution
Output Logical Form: ( AND [ 1 (JOIN ( R [ education ,

education , institution ] ) (JOIN (R [ people , person , education ] ) [
Rick Santorum ] ) ))

Table 12: Case Study of CompKBQA vs. ChatKBQA on Logical Form Generation
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