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Abstract

Prevalent text-to-video retrieval systems mainly
adopt embedding models for feature extraction
and compute cosine similarities for ranking.
However, this design presents two limitations.
Low-quality text-video data pairs could com-
promise the retrieval, yet are hard to identify
and examine. Cosine similarity alone provides
no explanation for the ranking results, limit-
ing the interpretability. We ask that can we
interpret the ranking results, so as to assess
the retrieval models and examine the text-video
data? This work proposes X-CoT, an explain-
able retrieval framework upon LLM CoT rea-
soning in place of the embedding model-based
similarity ranking. We first expand the exist-
ing benchmarks with additional video annota-
tions to support semantic understanding and
reduce data bias. We also devise a retrieval
CoT consisting of pairwise comparison steps,
yielding detailed reasoning and complete rank-
ing. X-CoT empirically improves the retrieval
performance and produces detailed rationales.
It also facilitates the model behavior and data
quality analysis. Code and data are available at:
github.com/PrasannaPulakurthi/X-CoT.

1 Introduction

Text-to-video retrieval finds the most relevant
video for a text query, being widely used for
retrieval-augmented generation (Jeong et al., 2025),
question-answering (Sun et al., 2024b), and agent
memory enhancement (Fan et al., 2024; Sun et al.,
2024a), etc. Recent progress mainly depends on
embedding models, e.g., CLIP-based (Ma et al.,
2022; Wang et al., 2024a,b) or MLLM-based (Jiang
et al., 2024; Sun et al., 2024c) for retrieval.

However, an embedding model-based retrieval
system bears some limitations. First, the model is
prone to the data quality of text-video pairs. Public
datasets can introduce either flawed videos (e.g.,
blur, distortion) or crude captions (Radford et al.,
2021), undermining the retrieval and making it hard
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Figure 1: Existing retrieval systems mainly adopt em-
bedding models to compute cosine similarities. We
propose LLM CoT reasoning-based retrieval to provide
explanations beyond rankings. Our method can also be
integrated upon diverse embedding model methods.

to track. Second, the embedding model mainly
computes the cosine similarity in the latent space,
which only tells the ranking but fails to justify the
ranking results. Both of these reasons call for an ex-
plainable retrieval system to interpret why a video
candidate was retrieved, so as to assist the users to
comprehend the ranking results, assess the retrieval
system, and examine the input data quality.

To achieve interpretability, this work proposes X-
CoT, an explainable framework that exchanges tra-
ditional cosine similarity-based ranking with LLM-
based judgment (see Fig. 1) and devises a chain-
of-thought pipeline for text-video retrieval. Firstly,
we expand the existing benchmark datasets with
additional video annotations to facilitate the LLM’s
reasoning and reduce the raw video data bias. Sec-
ondly, we define a retrieval CoT consisting of pair-
wise comparison steps upon the Bradley–Terry
model (Bradley and Terry, 1952). By collecting
the stepwise results, the proposed method not only
enables the improved ranking performance over
embedding model-based baselines but also delivers
detailed rationales. In addition, without requiring
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the paired text-video data training, this method
could serve as a general processing step that inte-
grates with distinct embedding models.

We summarize the contributions as follows: (1)
This work proposes X-CoT, an explainable retrieval
system upon LLM chain-of-thought reasoning, ad-
vancing the trustworthy and trackable retrieval be-
yond the embedding model design. (2) We collect
and release high-quality text annotation data for
the raw videos to augment existing benchmark text-
video datasets for future LLM study. (3) This work
devises a retrieval CoT upon a pretrained LLM,
being free of optimization and plug-and-play on
top of the existing retrieval systems. (4) Exper-
iments demonstrate the remarkable performance
boost of X-CoT upon diverse embedding models
and benchmark datasets. With X-CoT, we empiri-
cally analyze the behaviors of embedding models
and identify the inferior text-video data.

2 Related Work

Text-Video (T2V) Retrieval has been driven by
embedding models like X-CLIP (Ma et al., 2022),
Clip4clip (Luo et al., 2022), Clip-vip (Xue et al.,
2022), Cap4video (Wu et al., 2023), UMT (Li et al.,
2023), and InternVid (Wang et al., 2024d), which
learn joint video-text representations for retrieval.

MLLMs for Retrieval. Recent advances in
MLLMs extend language models with visual
understanding, enabling new capabilities in re-
trieval and reasoning. VLM2Vec (Jiang et al.,
2024) excels at text-image retrieval, having been
trained for large-scale multimodal embedding
tasks. MM-REACT (Yang et al., 2023) com-
bines visual tools with LLM reasoning. While
Video-ChatGPT (Maaz et al., 2024) and Video-
LLaVA (Lin et al., 2024) allow free-form video
understanding through frame-by-frame perception
and dialogue. BRIGHT (SU et al., 2025) introduces
a challenging benchmark focused on reasoning-
intensive multimodal retrieval, highlighting the
need for interpretable and robust systems like ours.

3 Method

3.1 Preliminaries
Existing text-to-video retrieval systems are mainly
embedding model-based. Given a video candidate
v and a text query q, an embedding model produces
the video and text embedding, respectively, i.e.,
zv, zq ∈ Rd, where d denotes the dimension of the
embedding space. Given the features, the system
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Figure 2: Video annotation collection pipeline. Struc-
tured text is constructed to enrich the semantics and
assist LLM reasoning. Ground-truth captions are not
directly used.

Frame Captions: 

1. “A hand holding a spoon is spreading a red sauce 

onto a circular, perforated surface.”

2. “A hand uses a spoon to spread tomato sauce 

onto a pizza crust.” 

3. “A hand is sprinkling shredded cheese over a 

pizza base with tomato sauce.

Summary: ”a person sprinkles shredded cheese 

over a pizza base with tomato sauce.”

Objects: ["sauce", "cheese", "pan", "surface", "crust", 

"hand", "spoon", "pizza", "base", "person"]

Actions: ["spread", "sprinkle", "add", "reach", "rest“]

Scenes: ["black", "red", "circular", "perforated"]

GT Caption: adding ingredients to a pizza

Figure 3: Example of one structured video annotation.

computes the cosine similarity score s for ranking,
i.e., s(q, v) = (z⊤q zv)/(∥zq∥2∥zv∥2). However, it
is hard to understand the rationale behind a specific
cosine similarity score, e.g., what is the specific rea-
son that the s(q, v) is high/low for text q and video
v, which could attribute to either text-video data
correspondence or embedding models’ behavior.
To this end, this work studies explainable retrieval.

3.2 Video Annotation Collection

Motivation. We first expand the existing text-video
benchmarks with additional video annotations for
the following reasons. (1) Videos can contain com-
plex semantics, such as scenes with rapid motions
or massive objects. Additional annotations provide
a better chance for video understanding. (2) Video
could be noisy and mislead the retrieval due to blur
and distortion. Additional annotations provide use-
ful information to describe the video semantics,
reducing the bias caused by noisy frames.

Data Collection Pipeline. To collect the high-
quality annotations, we develop an MLLM-based
pipeline (see Fig. 2). For every video v, we uni-
formly sample N frames and apply the filters
to remove near-duplicates (see Appendix A). We
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Figure 4: X-CoT pipeline, which contains pairwise com-
parisons upon LLM for stepwise ranking and reasoning.

then adopt an MLLM (Qwen2.5-VL-7B-Captioner-
Relaxed) to generate frame-level captions, which
are aggregated and rephrased to form structured
annotations comprising objects, actions, and
scenes, plus a high-level video summary.

We apply additional post-processing steps to im-
prove annotation quality, including (i) Noun Filter:
Extract and retain relevant object and scene tags
for grounding entities. (ii) Verb Filter: Extract
action-related verbs to support temporal and causal
reasoning. (iii) Deduplication: Redundant or se-
mantically equivalent tags (e.g., "a dog", "dog",
"the dog") are merged to avoid repetition. (iv) Stop
Word Removal: Common stop words (e.g., "the",
"is", "in") are filtered out to retain only informative
content words. (v) Proofing: Correct grammatical
or formatting inconsistencies in the tags. (vi) Nor-
malization: We apply basic text normalization, in-
cluding lowercasing and punctuation removal. All
videos are equipped with structured annotations, as
illustrated in Fig. 3.

3.3 Retrieval CoT

Given the annotation data, this work adopts LLM
reasoning for explainable retrieval. We construct a
retrieval CoT to jointly produce the ranking and ex-
planations, as shown in Fig. 4. The whole pipeline
contains three steps.

Step 1: One can optionally adopt diverse em-
bedding models to produce top-K candidate pool
for a given query. Since the existing embedding
model-based methods enable accurate retrieval
with a large K value, one can apply the pro-
posed X-CoT to reason among a small range, e.g.,
V = {v1, . . . , vK}, K < 25.

Step 2: We then generate pairwise combina-
tions of the top-K candidates, forming input tuple

[q, vi, vj ]. We adopt LLM to process each tuple,
yielding the binary preference (e.g., vi < vj) and
the text justification. The structured annotations
are employed to facilitate the reasoning.

Step 3: Notably, we further refine the ranking
by approximating the Bradley–Terry (BT) model
on the pairwise set via MLE (Hunter, 2004) and
compute the ability scores θk with Pr[vi > vj ] =
θi/(θi+θj). By this means, we correct the compar-
isons with noisy or cyclic judgments. Accordingly,
the final ranking list V̂ is produced by Sorting in de-
scending order. We provide the X-CoT algorithm
in Appendix F.

4 Experiment

4.1 Experimental Settings

We evaluate X-CoT on four benchmarks: MSR-
VTT (Xu et al., 2016), MSVD (Chen and Dolan,
2011), LSMDC (Rohrbach et al., 2015), and
DiDeMo (Anne Hendricks et al., 2017). We re-
port Recall@K (R@1, R@5, R@10), Median Rank
(MdR), and Mean Rank (MnR).

We consider three off-the-shelf embedding mod-
els to generate the coarse top-K list (K =
20), including CLIP-ViT-B/32 (Radford et al.,
2021), Qwen2-VL (Wang et al., 2024c) model by
VLM2Vec (Jiang et al., 2024), and X-Pool (Gorti
et al., 2022). The former two are zero-shot retriev-
ers, and X-Pool is trained with text-video data.

4.2 Performance Comparison

Table 1 and 2 show the text-to-video retrieval
performance with the proposed X-CoT on four
datasets and three embedding models. X-CoT en-
ables a remarkable performance boost over embed-
ding models on all metrics, e.g., +5.6% in R@1 for
CLIP on MSVD, +1.9% in R@1 on MSVD for X-
Pool. Overall, LLM CoT reasoning-based retrieval
enjoys accurate retrieval over cosine similarity-
based ranking upon embedding models.

4.3 Ablation Study

We conduct an ablation study toward the X-CoT in
Table 3. We adopt the CLIP model as the baseline.
We study the effect of the proposed CoT with w/o
CoT, i.e., directly ask the LLM to rank the top-K
results, leading to a significant drop in performance,
e.g., −2.9% for R@1 – pairwise comparison is
much easier than selecting best-of-K. We also find
that the CoT model (w/o BT) benefits the retrieval.
Jointly considering the CoT and the BT model, the
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Methods MSR-VTT MSVD
R@1↑ R@5↑ R@10↑ MdR↓ MnR↓ R@1↑ R@5↑ R@10↑ MdR↓ MnR↓

How2Cap (Shvetsova et al., 2024) 37.6 62.0 73.3 3.0 – 44.5 73.3 82.1 2.0 –
TVTSv2 (Zeng et al., 2023) 38.2 62.4 73.2 3.0 – – – – – –

InternVideo (Wang et al., 2024e) 40.7 65.3 74.1 2.0 – 43.4 69.9 79.1 – –
BT-Adapter (Liu et al., 2024) 40.9 64.7 73.5 – – – – – – –
ViCLIP (Wang et al., 2024d) 42.4 – – – – 49.1 – – – –
CLIP (Radford et al., 2021) 31.6 53.8 63.4 4.0 39.0 36.5 64.0 73.9 3.0 20.8

X-CoT (ours) 33.7 56.7 64.6 4.0 38.7 42.1 67.4 75.4 2.0 20.5
VLM2Vec (Jiang et al., 2024) 36.4 60.2 70.7 3.0 27.3 46.7 73.8 82.6 2.0 12.8

X-CoT (ours) 37.2 61.8 71.5 3.0 27.1 48.4 74.8 83.2 2.0 12.6
X-Pool (Gorti et al., 2022) 46.9 73.0 82.0 2.0 14.2 47.2 77.2 86.0 2.0 9.3

X-CoT (ours) 47.3 73.3 82.1 2.0 14.2 49.1 78.0 86.6 2.0 9.2

Table 1: Text-to-video retrieval performance comparison on MSR-VTT and MSVD.

Methods DiDeMo LSMDC
R@1↑ R@5↑ R@10↑ MdR↓ MnR↓ R@1↑ R@5↑ R@10↑ MdR↓ MnR↓

HiTeA (Ye et al., 2023) 36.1 60.1 70.3 – – 15.5 31.1 39.8 – –
TVTSv2 (Zeng et al., 2023) 34.6 61.9 71.5 3.0 – 17.3 32.5 41.4 20.0 –

InternVideo (Wang et al., 2024e) 31.5 57.6 68.2 3.0 – 17.6 32.4 40.2 23.0 –
BT-Adapter (Liu et al., 2024) 35.6 61.9 72.6 – – 19.5 35.9 45.0 – –
ViCLIP (Wang et al., 2024d) 18.4 – – – – 20.1 – – – –
CLIP (Radford et al., 2021) 25.2 49.4 59.0 6.0 49.7 15.9 28.4 35.3 31.0 129.6

X-CoT (ours) 29.7 52.1 60.6 5.0 49.2 17.6 29.0 36.1 31.0 129.4
VLM2Vec (Jiang et al., 2024) 33.5 57.7 68.4 4.0 34.1 18.2 33.6 41.4 23.0 119.1

X-CoT (ours) 35.8 59.2 68.8 3.0 33.9 18.9 35.1 41.9 23.0 118.9
X-Pool (Gorti et al., 2022) 44.6 72.5 81.0 2.0 15.1 23.6 42.9 52.4 9.0 54.1

X-CoT (ours) 45.1 73.1 81.8 2.0 15.0 23.8 43.8 53.1 8.0 54.0

Table 2: Text-to-video retrieval performance comparison on DiDeMo and LSMDC.

Method R@1↑ R@5↑ R@10↑ MdR↓ MnR↓
Baseline 25.2 49.4 59.0 6.0 49.7
w/o CoT 22.3 39.4 58.9 6.0 49.7
w/o BT 29.3 51.8 60.4 5.0 49.4
X-CoT 29.7 52.1 60.6 5.0 49.2

Table 3: Ablation study of proposed X-CoT with CLIP-
ViT-B/32 model (K = 20) and upon DiDeMo Dataset.
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Figure 5: top-K discussion to facilitate X-CoT. Perfor-
mance reported with CLIP model on DiDeMo dataset.

proposed method improves the baseline by 4.5%
on R@1.

4.4 Model Discussion

In Fig. 5, we discuss the top-K ranges to facili-
tate X-CoT. X-CoT effectively identifies and ranks
relevant candidates as K grows, demonstrating an
adaptivity to the pool scale. We further discuss

the explainability of the proposed X-CoT. Fig. 6
discusses the explainability of X-CoT in evaluating
the retrieval model’s behavior. With explanations,
one can diagnose the semantic factors that could be
missed by the embedding model. e.g., the concept
of “man” plays an important role. In addition, one
can evaluate the text-video data quality with the
proposed X-CoT. As shown in Fig. 7, the proposed
X-CoT fails for the given text query. However,
the incorrect retrieval could be attributed to the
text flaws by jointly examining the text caption,
relevant video, and the CoT explanations. This
demonstrates the power of the explainable retrieval
system in the text-video data quality assessment.
We provide success examples in Appendix H.

5 Conclusion

This work studied explainable retrieval systems
and introduced X-CoT, an LLM CoT reasoning-
based retrieval system in place of the embedding
model cosine similarity-based ranking. To achieve
the goal, we first expand the existing benchmarks
with additional video annotation. We then con-
structed a pairwise CoT to provide reasoning and
ranking. Experiments show X-CoT improves re-
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Reasoning: Video A does not 
mention any actions involving 
grabbing or throwing snakes, 
while Video B describes a man 
handling and throwing 
snakes.
1) Video A focuses on a python 
in a container, displaying its 
pattern, and mentions no 
actions of grabbing or throwing 
snakes.
2) Video B describes a man in 
a white shirt and blue pants 
handling a group of snakes in a 
confined space, which include 
grabbing and throwing snakes 
as per the query.       Answer: B

GT Caption: a man grabs at snakes and throws them around the room

X-CoT Rank-2nd

X-CoT Rank-1st

Figure 6: Explainability discussion. X-Pool fails in
ranking highly similar videos. By comparison, X-CoT
identifies the relevant video, with subtle differences
clearly explained.

GT Caption: the object is travelling away, but then comes back some 
type of sign is seen in the bottom left. a stop sign shakes a red sign 
flaps in the breeze. 

CoT Reasoning: Based on the pairwise comparisons, Video 1 
consistently aligns with the query’s requirements: 

- It includes a sign (possibly a stop sign) in the bottom left, which 
is a key element of the query. 

- It describes an object (a car) traveling away and coming back, 
which matches the query’s description. 

Therefore, Video 1 closely matches the query’s description of an 
object traveling away and coming back to reveal a sign, 
particularly a stop sign in the bottom left.

Relevant Video

Retrieved Rank-1st

GT Caption Noise: The sign in the original video is not a stop sign.

Figure 7: Explainability discussion. By jointly examin-
ing the text caption, relevant video, and the CoT reason-
ing by X-CoT, one can find the ambiguous (e.g., object)
and minor (e.g., stop sign) claims in the text caption,
misleading the retrieval and introducing noise.

trieval performance while providing explanations,
demonstrating its potential for interpretable mul-
timodal retrieval. We hope this work can inspire
future endeavors in explainable retrieval.

Limitations

This work studies the explainable text-to-video re-
trieval upon LLM CoT reasoning. A potential limi-
tation is that the reasoning and the ranking highly
depend on the capacity of the LLM. While modern
LLMs demonstrate strong generalization ability,
they may be less effective in domain-specific or
highly noisy text-video data scenarios, such as very
long video comprehension. Considering that this

could be one of the first efforts in this direction,
we will explore more challenging text-to-video re-
trieval scenarios in future work.

While the Bradley–Terry (BT) model provides a
principled way to aggregate pairwise preferences,
it also imposes certain constraints. The current for-
mulation relies on binary win/loss outcomes and
does not capture the uncertainty or nuanced rea-
soning strength that LLMs may provide. Future
work could explore the incorporation of soft confi-
dence scores or learnable aggregation strategies so
that the richness of LLM reasoning in text-to-video
retrieval can be better captured.
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Methods R@1↑ R@5↑ R@10↑ MdR↓ MnR↓
Struct. ann. w/ CLIP 16.9 30.5 39.1 25.5 141.9
Struct. ann. w/ X-CoT 33.7 56.7 64.6 4.0 38.7

Table 4: Feeding structured video annotations to CLIP
vs. using X-CoT on the MSR-VTT dataset.

Annotation Type R@1↑ R@5↑ R@10↑ MdR↓ MnR↓
20% noisy tags 32.3 53.9 62.0 4.0 49.1
Complete annotations 33.7 56.7 64.6 4.0 38.7

Table 5: Effect of noisy structured annotations on
X-CoT (MSR-VTT dataset).

A Similar Frame Filtering

To ensure diversity in the frame annotations, we use
a lightweight ResNet18 (He et al., 2016) model pre-
trained on ImageNet (Deng et al., 2009) to extract
frame-level visual features. Each frame is resized,
normalized, and passed through the network to ob-
tain a feature embedding, which is L2-normalized.
We then compare the current frame to all previ-
ously retained frames using cosine similarity, and
if the maximum similarity is below a threshold
(e.g., 0.95), the frame is kept. This process contin-
ues sequentially until the final set of non-duplicate
frames is obtained, ensuring diversity and promot-
ing frame-level annotation quality.

B Structured Video Annotations as Input:
CLIP vs. X-CoT

To test whether video annotations alone would suf-
fice for CLIP, we use structured video annotations
instead of the video embeddings and recompute co-
sine similarity with CLIP. As seen from Table 4, the
performance drops compared to using X-CoT, sug-
gesting that LLM reasoning is required to exploit
long, verb-rich context.

C Robustness to Noisy Annotations

To test the sensitivity of X-CoT to imperfect anno-
tations, we perturb 20% of tags in the structured
annotations and re-run X-CoT on MSR-VTT, as
shown in Table 5. The proposed X-CoT experi-
ences a small performance decline in the noisy sce-
nario, demonstrating the robustness to the annota-
tion data quality. We also observe that the complete
annotation gives improved performance, showing
the effectiveness of the collected annotation data.

Frame Captions:
1. "A group of young people are dancing 
energetically on a sandy beach."
2. "A group of children are playing and 
dancing on a sandy beach."
3. "A group of people, mostly young 
adults, are dancing and playing in a 
sandy area, enjoying a lively beach 
party."
4. "A young woman in a pink top and 
black jacket is dancing energetically on 
a beach, surrounded by a group of 
people."
Summary: "a group of people dancing 
and having fun on a sandy beach."
Objects: ["beach", "people", "text"], 
Actions: ["display", "lead", "enjoy", 
"surround", "dance", "shoot", "run", 
"raise", "play"], 
Scenes: ["group", "fun", "lively", 
"leading", "celebration", "playful", 
"party", "shirt", "young", "energetic", 
"yellow", "joyful"]

GT Caption: people are singing on the beach

Figure 8: Example of collected annotations.

D Additional Qualitative Video
Annotation Examples

Fig. 8 and Fig. 9 show examples where structured
video annotations provide more accurate scene de-
scriptions than the original dataset captions. These
cases reveal:

1. Semantic misalignment in GT labels as shown
in Fig. 8 (e.g., labeling "dancing on a beach"
as "singing").

2. Fine-grained object and action detection as
shown in Fig. 9 (e.g., political figures identi-
fied by name, or scene attributes like "joyful"
or "heated").

Such annotations serve as the foundation for X-
CoT’s reasoning mechanism and improve the over-
all retrieval reliability.

E Quantitative Evaluation of Video
Annotations

We introduce a proxy metric to assess the se-
mantic faithfulness of the generated explanations.
For each query in the MSR-VTT testing set, we
record the top-1 video embedding vori obtained
from VLM2Vec. We then apply X-CoT to produce
a re-ranked top-1 video embedding vxcot and the
corresponding explanation embedding eexpl (both
derived from VLM2Vec). We compute the similar-
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Frame captions: 
1. "The image shows two men, Donald Trump and Ted 
Cruz, standing at podiums during a CNN GOP 
debate, with text at the bottom reading “Moments of 
Tension & Friendship on Display at CNN GOP 
Debate.”", 
2. "Two men, are engaged in a CNN GOP debate, with 
the text “Moments of Tension & Friendship on Display 
at CNN GOP Debate” displayed at the bottom.", 
3. "The image shows two men, Donald Trump and Ted 
Cruz, participating in a CNN GOP debate, with Trump 
on the left and Cruz on the right, both standing at 
podiums.", 
4. "The image shows two men, Donald Trump and Ted 
Cruz, engaged in a heated discussion during a CNN 
GOP debate."
Summary: "two men, donald trump and ted cruz, are 
engaged in a heated debate on a cnn."
Objects: ["friendship", "tension"]
Actions: ["display", "listen", "reading", "debate", "text", 
"overlay", "participate", "speak", "stand", "engage"],
Scenes: ["men", "stage"]

GT Caption: fox news presidential debate recapping the 
gop debate with donald trump and ted cruz

Figure 9: Example of collected annotations.

ity between two types of video embedding as:

simbaseline = cos⟨eexpl, vori⟩, (1)

simxcot = cos⟨eexpl, vxcot⟩. (2)

Averaging these values across all queries yields
¯simbaseline = 0.273 and ¯simxcot = 0.350. The

+0.077 gain demonstrates that the explanation em-
beddings align more strongly with the X-CoT re-
ranked results compared to the baseline retrieval,
indicating that explanations are semantically faith-
ful to the system’s final decision.

To further guide future human-centered evalua-
tion, established explanation-quality frameworks
such as (Doshi-Velez and Kim, 2017) and (DeY-
oung et al., 2020) can be applied to assess inter-
pretability and rationalization.

F X-CoT Pairwise Ranking Algorithm

The pseudo-code for the pairwise ranking is pro-
vided in Algorithm 1. Given the coarse top-K
list V = [v1, . . . , vK ] (we set K=20), X-CoT per-
forms at most P=10 sliding-window sweeps. Dur-
ing each sweep, the list is scanned from left to right;
for every adjacent pair (vi, vi+1). An LLM receives
the query plus two structured video descriptions
and must reply with its choice and reason. If the
answer favors vi+1, the two items are swapped.

Complexity. In the best-case scenario, the num-
ber of pair-wise comparisons is (K−1), and in the
worst case, P (K − 1).

LRU Caching. The comparison routine is
protected by an LRU cache keyed on the triple

(query, vi, vi+1). Thus, although up to (K−1)P =
200 comparisons are possible, only ∼30-40 unique
LLM calls are required on average, saving ≈ 85%
of LLM calls.

Global Aggregation. All newly observed
win–loss edges are converted to ability scores θk
via a Bradley–Terry maximum-likelihood fit (weak
Gaussian prior α = 10−3). Sorting θk in descend-
ing order yields the final ranking V̂ . In addition to
the ranking, the individual explanations collected
during each pairwise comparison are concatenated
and summarized in a final single-shot LLM call.

G Efficiency and Scalability

In Table 6, we report the runtime and GPU memory
cost under different hardware settings (e.g., num-
ber of NVIDIA RTX 3090 GPUs). As shown by
Table 6, the runtime per query could be drastically
reduced as we scale the number of GPUs, being
comparable with the CLIP-based embedding model
(X-Pool) and the MLLM-based embedding model
(VLM2Vec). This enhances the feasibility of real-
world deployment. The above speedup is achieved
by substantial engineering endeavors, including
sliding window, caching, odd-even parallelization,
and GPU parallelization.

Sliding Window and Caching. Since the em-
bedding model already provides a good initial rank-
ing, our proposed method, which builds atop em-
bedding models, only needs to perform a small
number of local swaps, rather than running a to-
tal of K(K − 1) = 380 LLM calls for top-20
(K = 20) candidates per query. We adopt a sliding
window strategy that compares only adjacent video
pairs (e.g., (v1, v2), (v2, v3), ..., ) across multiple
passes. Since many of the pairwise comparisons re-
cur across the passes, we cache the pairwise results
to avoid repetitive LLM calls. We empirically find
that such a strategy can reduce the total number of
LLM calls per query by 90% on average (e.g., less
than 40 LLM calls per query).

Odd-Even Parallelization. In each sliding win-
dow pass, for K = 20 there will be 19 adjacent
pairs. We partition these pairs into odd (e.g., (v1,
v2), (v3, v4), ..., (v19, v20)) and even (e.g., (v2, v3),
(v4, v5), ..., (v18, v19)) groups, where both the odd
and even groups consist of non-overlapping pairs.
The comparisons within each group are executed
in parallel via multi-threaded dispatch, thereby re-
ducing the wall-clock latency of each pass.

GPU Parallelization. For each query, multi-
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Algorithm 1: X-COT RANKING VIA PAIRWISE COMPARISONS

Input: Text query q;
Top-K candidate list V = [v1, . . . , vK ];
Number of passes P = 10;
Output: Sorted list V̂;
Pairwise explanationR;
Final explanation E ;

1 Initialize pairwise log L ← [ ] // pairwise win log for Bradley–Terry
2 Initialize reason listR ← [ ] // natural-language reasons from the LLM
// CompareLLM: takes query and a pair of candidates, returns the closed match

to the query and a reason
// ExplainLLM: summarizes the full set of pairwise reasons into a final

explanation
3 for p← 1 to P do
4 for i← 1 to K − 1 do
5 (w, r)← COMPARELLM(q,V[i],V[i+1]) // LLM returns winner w and reason r
6 Append r toR, and w to L // Log result and explanation
7 if w = V[i+ 1] then
8 Swap V[i] and V[i+ 1] // If right candidate wins, swap positions

9 V̂ ← BRADLEY-TERRY AGGREGATE(L)
10 E ← EXPLAINLLM(R)
11 return (V̂, E ,R)

Methods (#GPU) X-CoT(×1) X-CoT(×2) X-CoT(×4) X-CoT(×8) X-CoT(×32) X-Pool VLM2Vec
GPU Memory (GB) 16.7 33.4 64.0 130.2 535.0 4.0 16.6
Runtime / query (s) 3.6 1.8 0.9 0.45 0.10 0.11 0.88

Table 6: Runtime and memory profile of X-CoT with increasing GPU parallelism alongside embedding-based
retrieval baselines. A local open-source LLM (Qwen 2.5-7B-Instruct-1M) was used (no API cost).

ple LLM calls (i.e., pairwise comparisons) are in-
dependent and can be parallelized. We leverage
GPU-level concurrency to distribute the LLM calls
across multiple devices. Together with the above
engineering strategies, we reduce the latency as
shown in Table 6.

Since we adopt the open-source LLM (Qwen
2.5-7B-Instruct-1M) and the local hardware, no
direct monetary cost is incurred.

H X-CoT Ranking Examples

Fig. 10 illustrates how our method re-ranks candi-
date videos through pairwise reasoning and global
aggregation. From the multiple pairwise judg-
ments, culminating in the accurate re-ranking of a
video showing a protester in Brazil speaking to a
reporter, precisely matching the query.

I Embedding Model Details and
Complete Benchmarking Results

We evaluate two zero-shot models, CLIP (Radford
et al., 2021) and VLM2Vec (Jiang et al., 2024),
alongside a fine-tuned model, X-Pool (Gorti et al.,
2022), to assess retrieval performance across di-
verse settings. The complete benchmarking results
for MSR-VTT (Xu et al., 2016) and MSVD (Chen
and Dolan, 2011) are presented in Table 7, and
for DiDeMo (Anne Hendricks et al., 2017) and
LSMDC (Rohrbach et al., 2015) are presented in
Table 8.
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GT Caption: a woman interviewing about her part in a protest happening in brazil

X-Pool Rank-2nd 

X-Pool Rank-1st

X-Pool Rank-3rd 

X-CoT Ranking and Explanation
Pair-wise Reasoning: 
-(Video 4 > Video 3): ‘Video 4 more closely aligns with the query as it 
explicitly mentions a young woman speaking directly to the camera in a 
live news broadcast, identifying herself as a protester in Brazil.’
-(Video 4 > Video 2): ‘Video 4 more closely matches the query as it 
explicitly mentions a woman speaking about her role in a protest in 
Brazil.’
-(Video 4 > Video 1): ‘Video 4 more closely aligns with the query as it 
explicitly mentions a woman speaking directly to the camera in a live 
news broadcast, identifying herself as a protester in Brazil.’
-(Video 2 > Video 3): ‘Video 2 includes a woman in a blue and purple 
outfit speaking in a market setting, which aligns closely with the query of 
a woman interviewing about her part in a protest in Brazil.’
-(Video 1 > Video 2): ‘Video 1 includes a woman walking confidently 
down a busy street, which could be related to a protest.’ 
Explanation: Video 4 is selected as the top match because it explicitly 
meets all the criteria specified in the query. It features a woman 
speaking directly about her role in a protest in Brazil, which is precisely 
what the query seeks. This makes Video 4 the most relevant choice 
among the options provided.

LLM Re-Ranked Order: [4, 1, 2, 3]

X-CoT Rank-2nd 

X-CoT Rank-1st

X-CoT Rank-3rd 

X-CoT Rank-4th X-Pool Rank-4th 

Figure 10: Successful ranking with X-CoT on a query about a protest in Brazil. The top result is selected through
stepwise pairwise comparisons, supported by natural language justifications.

Methods MSR-VTT MSVD
R@1↑ R@5↑ R@10↑ MdR↓ MnR↓ R@1↑ R@5↑ R@10↑ MdR↓ MnR↓

ALPRO (Li et al., 2022) 24.1 44.7 55.4 8.0 – – – – – –
BridgeFormer (Ge et al., 2022a) 26.0 46.4 56.4 7.0 – 43.6 74.9 84.9 2.0 –

MILES (Ge et al., 2022b) 26.1 47.2 56.9 7.0 – 44.4 76.2 87.0 2.0 –
HiTeA (Ye et al., 2023) 29.9 54.2 62.9 – – – – – – –

OmniVL (Wang et al., 2022) 34.6 58.4 66.6 – – – – – – –
ImageBind (Girdhar et al., 2023) 36.8 61.8 70.0 – – – – – – –

How2Cap (Shvetsova et al., 2024) 37.6 62.0 73.3 3.0 – 44.5 73.3 82.1 2.0 –
TVTSv2 (Zeng et al., 2023) 38.2 62.4 73.2 3.0 – – – – – –

InternVideo (Wang et al., 2024e) 40.7 65.3 74.1 2.0 – 43.4 69.9 79.1 – –
BT-Adapter (Liu et al., 2024) 40.9 64.7 73.5 – – – – – – –
ViCLIP (Wang et al., 2024d) 42.4 – – – – 49.1 – – – –

LanguageBind (Zhu et al., 2024) 42.6 65.4 75.5 – – 52.2 79.4 87.3 – –
LamRA (Liu et al., 2025) 44.7 68.6 78.6 – – 52.4 79.8 87.0 – –

CLIP (Radford et al., 2021) 31.6 53.8 63.4 4.0 39.0 36.5 64.0 73.9 3.0 20.8
X-CoT (ours) 33.7 56.7 64.6 4.0 38.7 42.1 67.4 75.4 2.0 20.5

VLM2Vec (Jiang et al., 2024) 36.4 60.2 70.7 3.0 27.3 46.7 73.8 82.6 2.0 12.8
X-CoT (ours) 37.2 61.8 71.5 3.0 27.1 48.4 74.8 83.2 2.0 12.6

X-Pool (Gorti et al., 2022) 46.9 73.0 82.0 2.0 14.2 47.2 77.2 86.0 2.0 9.3
X-CoT (ours) 47.3 73.3 82.1 2.0 14.2 49.1 78.0 86.6 2.0 9.2

Table 7: Complete Text-to-video retrieval performance comparison on MSR-VTT and MSVD.
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Methods DiDeMo LSMDC
R@1↑ R@5↑ R@10↑ MdR↓ MnR↓ R@1↑ R@5↑ R@10↑ MdR↓ MnR↓

ALPRO (Li et al., 2022) 23.8 47.3 57.9 6.0 – – – – – –
BridgeFormer (Ge et al., 2022a) 25.6 50.6 61.1 5.0 – 12.2 25.9 32.2 42.0 –

MILES (Ge et al., 2022b) 27.2 50.3 63.6 5.0 – 11.1 24.7 30.6 50.7 –
HiTeA (Ye et al., 2023) 36.1 60.1 70.3 – – 15.5 31.1 39.8 – –

OmniVL (Wang et al., 2022) 33.3 58.7 68.5 – – – – – – –
How2Cap (Shvetsova et al., 2024) – – – – – – 17.3 31.7 38.6 29.0

TVTSv2 (Zeng et al., 2023) 34.6 61.9 71.5 3.0 – 17.3 32.5 41.4 20.0 –
InternVideo (Wang et al., 2024e) 31.5 57.6 68.2 3.0 – 17.6 32.4 40.2 23.0 –

BT-Adapter (Liu et al., 2024) 35.6 61.9 72.6 – – 19.5 35.9 45.0 – –
ViCLIP (Wang et al., 2024d) 18.4 – – – – 20.1 – – – –

LanguageBind (Zhu et al., 2024) 37.8 63.2 73.4 – – – – – – –
CLIP (Radford et al., 2021) 25.2 49.4 59.0 6.0 49.7 15.9 28.4 35.3 31.0 129.6

X-CoT (ours) 29.7 52.1 60.6 5.0 49.2 17.6 29.0 36.1 31.0 129.4
VLM2Vec (Jiang et al., 2024) 33.5 57.7 68.4 4.0 34.1 18.2 33.6 41.4 23.0 119.1

X-CoT (ours) 35.8 59.2 68.8 3.0 33.9 18.9 35.1 41.9 23.0 118.9
X-Pool (Gorti et al., 2022) 44.6 72.5 81.0 2.0 15.1 23.6 42.9 52.4 9.0 54.1

X-CoT (ours) 45.1 73.1 81.8 2.0 15.0 23.8 43.8 53.1 8.0 54.0

Table 8: Complete Text-to-video retrieval performance comparison on DiDeMo and LSMDC.
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