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Abstract

Large language models (LLMs) enable long-
context tasks but face efficiency challenges
due to the growing key-value (KV) cache. We
propose LeanK, a learning-based method that
prunes unimportant key (K) cache channels
by leveraging static channel sparsity. With a
novel two-stage training process, LeanK learns
channel-wise static mask that could satisfy spe-
cific sparsity ratio and hardware alignment re-
quirement. LeanK reduces GPU memory and
accelerates decoding without sacrificing accu-
racy. Experiments demonstrate up to 70% K
cache and 16%-18% V cache memory reduc-
tion. Custom decoding kernel enables 1.3x
speedup for attention computation. We also
provide insights into model channels and at-
tention heads during long-context inference by
analyzing the learned importance distribution.
Our code is available at https://aka.ms/LeanK.

1 Introduction

Large language models (LLMs) have advanced to
support long-context tasks such as document un-
derstanding (Li et al., 2024a), multi-turn dialogues
(Yi et al., 2024), repository-level code comple-
tion (Jimenez et al., 2024), and complex reasoning
(Zhou et al., 2025). However, efficient inference
under these long-context settings remains challeng-
ing due to the growing size of the key-value (KV)
cache, which not only significantly increases GPU
memory usage but also repeatedly stresses GPU
memory bandwidth during token generation, lead-
ing to slower inference speeds (Zhang et al., 2023;
Tang et al., 2024; Liu et al., 2024b).

Existing efforts to optimize the KV cache in-
clude: (1) Eviction, which discards cache of less
important tokens (Li et al., 2024b; Zhang et al.,
2023) or cache in less important attention heads
(Xiao et al., 2024b,a); (2) Selection, which retains
the full KV cache but selectively reads relevant
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entries during inference (Tang et al., 2024; Chen
etal., 2025; Liu et al., 2024a); and (3) Quantization,
which compresses the KV cache using compressed
data types (Liu et al., 2024b). Despite the effective-
ness of these methods, they typically assume that
all channels in the key (K) cache are equally nec-
essary when the final attention score is calculated,
which limits their efficiency optimization potential.

We identify a unique and largely underexplored
opportunity for optimizing the K cache by leverag-
ing the sparsity in its channel dimension. Specif-
ically, we observe: (1) Previous studies suggest
that RoPE influences the feature encoded in each
dimension of K (Barbero et al., 2025). Dimensions
associated with high frequencies tend to be less
stable for text retrieval, revealing a potential op-
portunity for pruning . (2) Besides, we find that
the importance of K cache channels tends to be
static and can be determined offline. This static
sparsity can offer consistent speedups during on-
line inference. (3) K channel sparsity is orthogonal
to existing approaches, and can be combined with
them for further acceleration.

Based on our observation, we propose LeanK,
a learning-based method for pruning the channel
dimension of the K cache to enable efficient long-
context decoding. LeanK learns static sparsity
through a double-stage process. In the first stage, it
estimates the global importance of each K channel.
In the second stage, it learns a sparse channel mask
that adheres to a target sparsity ratio and is opti-
mized for hardware efficiency. At inference time,
LeanK prunes the K cache channels based on the
learned static sparsity, significantly reducing GPU
memory usage and improving decoding speed.

We conduct extensive experiments on two re-
cent long-context LLMs, Llama-3.1-8B-Instruct
(Grattafiori et al., 2024) and Qwen2.5-7B-Instruct
(Qwen et al., 2025), across three different bench-
marks. Results show that LeanK enables approx-
imately 70% GPU memory reduction in K cache
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Figure 1: Left and Middle: K channel sparsity remains static across different RULER tasks and sequence lengths.
Right: There exist channels with relatively large norm but has limited impact on end-to-end performance.

and 16%-18% memory reduction in V cache size.
Custom decoding kernel enables 1.3x speedup for
attention computation while preserving model ac-
curacy. Moreover, LeanK is highly compatible
with existing KV cache optimization techniques.
When combined with quantization methods such
as KIVI (Liu et al., 2024b), LeanK improves the
overall KV cache compression ratio from 5.3x to
9.7 %, substantially alleviating memory bottlenecks
in long-context inference. Furthermore, we analyze
the learned channel-wise importance distribution of
K cache and gained insights into model’s behavior
related to RoPE.

2 Motivation

The motivation of our method is based on the fol-
lowing three observations.

2.1 The use of RoPE introduces channel
inefficiency in K.

In modern LLMs, RoPE is applied to both Q and K
in Transformer attention. RoPE encodes positional
information by assigning each pair of K dimensions
a specific frequency. However, recent studies show
that high-frequency dimensions tend to be unsta-
ble and contribute little to long-context inference
(Hong et al., 2024; Barbero et al., 2025). These
findings indicate that many K channels are under-
utilized during long-context inference, presenting
an opportunity for effective pruning.

2.2 Sparsity in K channels tends to be static.

We assess the staticity of important K channels by
computing Pearson correlation coefficient (Sedg-
wick, 2012) between channel norm distribution
of different input sequences.! As shown in Fig-
ure 1, channel norm distribution on Llama-3.1-
8B-Instruct exhibits consistently high Pearson cor-

"Detailed methods of computing channel norm distribu-
tion is provided in Appendix A, which roughly assesses each
channel’s importance through its norm.

relation coefficients across five diverse RULER
tasks (Hsieh et al., 2024) and multiple sequence
lengths, suggesting an inherent staticity in channel
importance.

In contrast, ThinK (Xu et al., 2025) assumes dy-
namic sparsity in K channels, estimating each chan-
nel’s importance dynamically via Quindow K dur-
ing inference, where Q indow corresponds to sev-
eral recent context tokens. Instead, we test a sim-
pler static, norm-based pruning approach. We de-
rive a static pruning mask based on the average
norm of each channel across 100 input sequences
from RULER 64K NIAH_multikey3 task, and ap-
ply this mask universally across all tasks. Results
in Table 1 show that the static method achieves
comparable performance to ThinK.

‘ Method Pruning Ratio ‘ Acc

Original - 84.38

Llama-3.1-8B-Instruct | ThinK (Dynamic norm) 60% 80.56
Static norm 60% 81.57

Table 1: RULER 64K performance of static norm-based
pattern and dynamic norm-based method (ThinK). De-
tailed results and analysis are in Appendix 1.

2.3 Some channels exhibit large magnitudes
but limited impact.

Furthermore, We conduct experiments by remov-
ing subsequent groups of every 4 channels from
Llama-3.1-8B-Instruct model and evaluate the re-
sulting performance degradation on RULER 64K
NIAH_multikey3 task. Relationship between aver-
age norm of each group and corresponding perfor-
mance drop is presented in Figure 1. There exist
channels with large norm but have little impact on
model performance (marked by the blue circle).
Relying solely on magnitude to decide channel im-
portance may overlook the heterogeneity between
different decoder layers and attention heads and
miss some pruning opportunities.
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Figure 2: Overall demonstration of LeanK’s double-stage training and deployment method.

3 Method

Based on our observations, we present LeanK, a
learning-based method that exploits channel spar-
sity in K cache to accelerate long-context decoding.
Our goal is to learn a binary mask for pruning K
channels according to a predefined pruning ratio,
using a double-stage process. In the first stage,
we learn a continuous scaling factor representing
the global importance of each K channel. In the
second stage, we convert the learned scaling factor
into a binary mask suitable for deployment.

3.1 Training stage 1

Consider a transformer model with L layers, where
each layer has either Multi-Head Attention (MHA)
or Grouped Query Attention (GQA) containing n
heads (or groups), each with a dimension of d. We
introduce a scaling factor o € REX"%4 initialized
with all elements set to 1. The value of « represents
the global importance score of each channel and
will be learned in the first stage.

Suppose the input sequences for learning are
represented as X = [Xix; Xans), Where the semi-
colon denotes concatenation. Each sequence con-
sists of context tokens X and answer tokens
Xans.- Since the decoding phase is the primary
focus of our work, the training loss is computed
only based on the answer part. Initially, standard
full attention is applied, from which we obtain the
hidden states corresponding to the answer tokens
from the last layer, denoted by Hy,y € RNwsxnxd
where N, 1s the number of answer tokens.

Then, we apply a specialized scaled attention
based on . As shown in Figure 2, the attention
corresponding to X4, in each head is still full
attention, formulated as:

Actx = SOftmaX(Qcthg;x © Mcausal)v

For X5, we scale the attention logit as:

Lans = QansKT O] Ms+l

1
+ Quns (K diag(; ;)T © My M

where M, is a binary mask preserving only the
sink and sliding window attention, while M4 pre-
serves only the middle attention region (excluding
sink and sliding windows), as illustrated in Fig-
ure 2. The scaling factor oy; ; € R4 corresponds
to layer ¢, head j, and scales each channel dimen-
sion of the key matrix K € RV*¢ (N denotes the
number of input tokens), producing K diag(cv; ;).
Due to masks M, and M4, scaling affects only
the middle-region attention logits, keeping the sink
and sliding window attention intact, as they are
more critical and consume constant GPU memory
regardless of sequence length (Xiao et al., 2024b).
In contrast, the middle attention grows with the
number of tokens, making it the primary target for
pruning. Then, the scaled attention logits for the
answer tokens are computed as:

Aans = SOftmaX(Lans ®© Mcausal)V

In each attention head, the attention maps for
context and answer tokens are concatenated as
A = [Acx; Aans]. We obtain the hidden states
from the final layer corresponding to the answer
tokens, denoted as Hegleq € RVansxnxd

The training loss for the first stage is defined as:

£1st — ||Hfu11 - Hscaled”% + A ||O£H1 )

where the first term is an L2 distillation loss that en-
courages the scaled hidden states to remain close to
the full ones, and the second term is an L1 regular-
ization that promotes sparsity in the learned scaling
factors ac. The coefficient A controls the trade-off
between performance preservation and sparsity.
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Figure 3: Visualization of the training objectives of the two training stages.

We train our model on two passkey retrieval
tasks: (1) Dense retrieval, where X consists
of key-value pairs and the goal is to retrieve the
value for a given key as X,s; and (2) Multi-value
retrieval, where X includes distraction text and
keys with multiple values, and the task is to retrieve
all values for a given key. All keys and values are
randomly generated. We select these tasks because
the first is challenging and thus effective for pre-
serving the model’s retrieval capabilities, while the
second task involves generating relatively long an-
swers, potentially improving the model’s long-term
generation performance.

3.2 Training stage 2

The scaling factor o € RL*"*¢ Jearned in the first
stage encodes the importance of each channel. Our
next goal is to derive a channel-wise binary mask
B € {0, 1}*m*d that could directly be used for
pruning, where 3; ; ;. = 0 indicates that the k-th
channel of the K cache in layer ¢ and head j should
be pruned. We require such a binary mask to sat-
isfy two requirements: (R1) The desired pruning
ratio s% should be specified before deployment,
and (R2) The mask should be GPU-friendly, i.e.,
the number of remained channels for each head
should satisfy the alignment requirement for effi-
cient memory loading and computation (e.g. be a
multiply of » = 16 or 32).

Training stage 1 does not take these two require-
ments into consideration, bringing up the necessity
of a second training stage. In the second training
stage we optimize a binary mask (5 generated by:

B = Tops%m(a)v

where Top,y .(-) is a two-step operator. First,
Top,o, () selects the top s% most important chan-
nels across all heads. Then, for each layer ¢ and
head j, let n; ; be the number of channels initially
selected. We round n; ; to the nearest multiple
of 7, denoted by nj ; = | "] x r, and keep the

top n; ; entries from ¢ j to form the final mask:
Bij = Top, (aij)-

The scaled attention in the second stage is ap-
plied similarly as in the first stage, but with « re-
placed by the binary mask 3 in Equation 1. Since
the purpose of this stage is not to induce additional
sparsity but to preserve model performance under
pruning, the training objective only includes the
distillation loss that aligns the model performance:

£2nd = HHfull - Hsca]ed”g .

Figure 3 illustrates the roles of the scaling factor
« and binary mask £ in the double-stage training
process. Both stages are crucial for learning an
effective pruning mask. Directly applying Top-K to
« results in suboptimal performance as validated in
Appendix E (relying on test-time to decide pruning
ratio misaligns with R1), and might be unfavorable
for GPU efficiency (violates R2). Conversely, skip-
ping stage 1 and directly optimizing a binary mask
is difficult, especially at high pruning ratios. In
practice, we observe that such training approach
often fails to converge.

3.3 Deployment

During deployment, after the prefilling stage, the
key cache K is pruned and partitioned into two
parts, K = [K,1; Kprn|, where K, includes the
full K cache for attention sink and local windows,
and K, is the cache pruned based on the binary
mask 3. As illustrated in Figure 2, during decod-
ing, the oldest key vector in the local window is
taken from K4, pruned using 3, and appended to
K run; the key of the newly generated token is then
appended to K. To reduce overhead, we perform
this update every 32 tokens instead of every step.
Attention computation at each decoding step is:

A = softmax(qK, + gpran K,

prun

WV,

where gprun represents the query vector pruned in
each attention head according to 3. Notably, some
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attention heads have all channels pruned, making
K0 and its associated value cache unnecessary.
For these heads, the attention calculation simplifies
to:

A = softmax(qKL,) Vi,

where V4, corresponds exclusively to the sink and
local window tokens, allowing additional memory
savings in the V cache.

4 Experiments

4.1 Settings

LLMs. We experiment with two recent and widely-
used LLMs, Llama-3.1-8B-Instruct (Grattafiori
et al., 2024) and Qwen2.5-7B-Instruct (Qwen et al.,
2025), both supporting a 128K context window.
Baselines. We mainly compare with ThinK (Xu
et al., 2025), which uses a dynamic, query-driven
strategy to prune unimportant channels in each at-
tention head. It estimates channel importance via
query—key multiplication at the end of prefilling.
To our knowledge, it is the only method target-
ing pruning along the K channel dimension as we
do. We also compare our channel selection method
with Double Sparsity (Yang et al., 2024), with re-
sults discussed in Appendix B.

Benchmarks. We evaluate our method on three
long-context benchmarks: (1) LongBench (Bai
et al., 2024), a realistic and diverse benchmark
where we evaluate on all tasks, including QA, few-
shot learning, code generation, summarization, and
counting; (2) RULER (Hsieh et al., 2024), a chal-
lenging benchmark with tasks such as hay-in-the-
stack, KV retrieval, variable tracking, and QA, eval-
uated at input lengths from 4K to 128K with 200
samples per task; (3) GSM-Infinite (Zhou et al.,
2025), a benchmark designed to assess mathemati-
cal reasoning under long-generation settings, where
we evaluate on Medium and Hard tasks with con-
text lengths of 8K, 16K and 32K.
Implementation Details. We apply the training
method to Llama-3.1-8B-Instruct and Qwen2.5-7B-
Instruct. Since Qwen2.5 adopts Yarn (Peng et al.,
2024) for context lengths beyond 32K, we train sep-
arate pruning masks for <32K and >32K contexts.
Training token lengths are uniformly sampled from
16K-96K for Llama, 4K-32K for original Qwen,
and 64K-96K for Qwen with Yarn. The double-
stage training consists of 2000 steps in the first
stage and 200 steps in the second, with the latter
using half the learning rate for stability. Specifi-
cally, we use learning rates of 0.02/0.01 for Llama

and 0.04/0.02 for Qwen. We set A = 0.06 for both
models, use a local window size of 1024, an atten-
tion sink size of 128, and optimize scaling factors
using the Adam optimizer (Kingma and Ba, 2015).

Methods 4K 8K 16K 32K 64K 128K Avg.
Llama-3.1-8B | 95.1 93.1 90.2 86.0 844 735 &87.1
ThinK, 60% | 89.5 81.7 79.7 81.8 80.6 69.8 80.5
ThinK, 70% | 583 39.2 375 364 353 400 4l1.1
LeanK, 70% | 95.3 934 888 858 84.1 732 86.8
QOwen2.5-7B | 94.1 91.7 90.8 89.1 80.7 63.6 85.0
ThinK, 70% | 86.7 80.6 80.5 81.7 67.1 604 62.8
LeanK,70% | 93.6 89.8 90.6 885 78.0 645 84.2

Table 3: Performance of different methods and models
on RULER. Detailed results are in Appendix G.

4.2 Effectiveness of LeanK

Table 2, Table 3 and Table 4 present performance
results on three benchmarks, respectively. LeanK’s
effectiveness is demonstrated in four aspects:
High Compression Ratio with Minimal Perfor-
mance Loss. Results show that LeanK maintains
near-lossless performance under a 70% compres-
sion ratio, while ThinK experiences significant
degradation. On RULER, ThinK at a 70% prun-
ing ratio shows performance drops of 52.8% on
Llama and 26.1% on Qwen; even at 60% prun-
ing, ThinK still suffers an 8.0% drop on Llama.
In contrast, LeanK only shows minimal drops of
0.3% and 0.1% on the two models under the same
70% compression setting. On LongBench, ThinK
drops by 5.7% and 4.8% under 70% compression,
while LeanK maintains strong performance with
only 0.4% and 3.1% degradation.

Strong Staticity in K Channels. On RULER eval-
uation tasks, which features diverse input lengths
ranging from 4K to 128K, LeanK demonstrates
consistently strong performance using the learned
static channel patterns. This indicates that the im-
portance of K cache channels in pretrained LLMs
exhibits a largely static nature.

Medium Hard
Methods 8K 16K 32K | 8K 16K 32K | Avg.
Llama-3.1-8B | 0.56 0.35 0.30 | 1.07 0.65 0.46 | 0.56
ThinK, 70% | 0.26 0.17 0.15|0.28 0.14 0.12 | 0.19
LeanK,70% | 0.70 0.49 0.40 | 1.14 0.65 0.50 | 0.65
Qwen2.5-7B | 1.08 0.92 1.06 | .01 093 0.88|0.98
ThinK, 70% | 0.96 0.75 0.75|0.76 0.69 0.64 | 0.76
LeanK, 70% | 1.06 0.86 0.76 | 1.03 0.85 0.74 | 0.88

Table 4: Performance of different methods and models
on GSM-Infinite. For each subset, we calculate AUC
score for op=2,4,6,8,10,12 with 256 samples for each
op. Detailed results are in Appendix H.
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Llama-3.1-8B-Instruct 52.4 | 48.5  34.5 58.1 634 27.1 56.6 9.3 99.5 447 56.7 438 73.0 917 27.1
ThinK 60% 51.5] 48.1 30.3 579 63.1 253 576 9.9 99.5 449 55.5 41.1 72.0  90.1 25.2
ThinK 70% 494 47.1 270 569 627 259 505 9.3 99.5 359 54.9 422 650 90.5 23.7
LeanK 70% 52.2| 483 333 581 632 265 563 9.6 99.5 46.5 57.0 427  73.0 921 25.1
Qwen2.5-7B-Instruct  51.7 | 47.1 31.8 577 606 239 526 8.5 100.0 43.6 66.8 462 715 893 23.8
ThinK 70% 49.2| 449 287 542 59.8 23.1 499 8.5 99.0 372 64.5 44.0 655 875 22.7
LeanK 70% 50.1| 46.7 30.7 577 59.1 239 521 9.0 100.0 42.1 65.8 439 715 879 22.8

Table 2: Performance of different methods and models on LongBench.
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Figure 4: Comparison of performance on RULER 64K under different pruning ratios.

Strong Generalizability. As illustrated in Table 4,
LeanK’s learned channel patterns generalize effec-
tively to long-generation reasoning tasks, which are
typically sensitive to compression (Li et al., 2025).
Under a 70% pruning ratio, ThinK suffers perfor-
mance drops of 67% on Llama and 20% on Qwen.
LeanK outperforms ThinK on both models, and
even improves the performance of Llama by 13%.
Given the growing importance of reasoning tasks,
LeanK offers a promising approach to enhancing
efficiency of model inference.

Resilience Under Extreme Sparsity. Furthermore,
we applied our method to Llama-3.1-8B-Instruct
model across varying compression ratios and tested
performance on RULER 64K tasks. As illustrated
in Figure 4, LeanK consistently surpasses ThinK
under diverse pruning ratios, while also maintain-
ing higher performance under aggressive pruning
settings.

4.3 Efficiency of LeanK

Kernel Design. We implement custom decoding
kernel to accelerate attention computation using
TileLang (Wang et al., 2025). After loading the
model weights, we group attention heads in each
layer based on their remained channel count, and
reorder the Q, K, V, O projection weights accord-
ingly. For each group, we store a separate pruned
K cache, along with the full K cache for sink and
local tokens. At each decoding step, a fused decod-
ing kernel is launched, which directly reads from
the grouped K cache, performs FlashAttention, and
outputs the final attention results. By reading sig-

nificantly fewer K channels, the kernel reduces
memory bandwidth usage and accelerates decod-
ing. This approach achieves 1.3x and 1.6x average
speedup in attention computation on Llama-3.1-8B-
Instruct and Qwen2.5-7B-Instruct, respectively, as
shown in Figure 5 and Figure 10.

GPU Memory Reduction. Under a 70% pruning
ratio, LeanK achieves approximately 70% GPU
memory reduction in the K cache for long-context
inputs. Moreover, when all channels of a head’s K
cache are pruned, the corresponding V cache can
also be safely removed (§3.3). This occurs in ap-
proximately 18% heads in Llama-3.1-8B-Instruct
and 16% in Qwen2.5-7B-Instruct. We evaluate the
memory reduction on a single 80GB A100 GPU
with an input length of 4096 and an output length
of 1024. As shown in Figure 6, LeanK enables
a 20% larger batch size and saves approximately
10GB of memory when the batch size is 64.
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Figure 5: Kernel execution time of each layer on Llama-
3.1-8B-Instruct. LeanK uses 70% pruning ratio. Both
Baseline and LeanK use Tilelang implementation.
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Method K Ratio ‘ Acc Method K Ratio | Acc Method K Ratio | Acc

Original 84.38 Original - 84.38 Original - 86.03
DuoAttn 50% 83.94 Quest - 72.41 KIVI - 84.67
DuoAttn + LeanK ~ 80% | 83.53 Quest + LeanK  70% | 75.14 KIVI+LeanK  70% | 84.16

Table 5: LeanK on top of DuoAttn.
Performance on RULER 64K.

Increased End-to-end Throughput. Combining
our efficient decoding kernel, enlarged batch size
and a more efficient KV cache management strat-
egy, LeanK achieves a 1.2x increase in end-to-end
throughput on Llama-3.1-8B-Instruct, as shown in
Table 8 2.

‘ Batch size  Gen length  Gen Time ‘ Throughput

Baseline 52 128 4727 s 141 tokens/s
LeanK 64 128 47.62s 172 tokens/s

Table 8: End-to-end generation time and throughput.
Tested with Huggingface transformers framework, with
input sequence length 4096.

4.4 Orthogonality with Other Methods

We emphasize that K channel sparsity is orthogo-
nal to existing approaches. LeanK can be com-
bined with other KV cache optimization meth-
ods for further acceleration, especially in resource-
constrained environments.

DuoAttention. DuoAttention (Xiao et al., 2024a)
is a KV cache eviction method that categorizes
heads into Streaming heads and Retrieval heads,
evicting the KV cache of the former. LeanK can be
applied to the remaining Retrieval Heads, boosting
KV cache memory reduction from 50% to 65%,
without performance degradation (Table 5).

Quest: Quest (Tang et al., 2024) is a KV cache
selective reading method that identifies and loads
only critical pages during decoding. LeanK can
be applied to both the critical page selection and
loading phases, reducing memory reads by 70%
and improving model accuracy (Table 6).

KIVI: KIVI (Liu et al., 2024b) is a KV cache quan-
tization method. LeanK can be applied beforehand
to prune unimportant KV entries, and then KIVI
quantizes remaining cache. This combination im-
proves compression ratio from 5.3x to 9.7x, using
2-bit quantization for both K and V (Table 7)3.

“Huggingface Baseline uses a batch size of 52 since larger
batch sizes would lead to OOM.

3When our method is not applied and only KIVI is used, we
encounter an OOM issue with the official implementation at
64K input length, so we conduct experiments at 32K instead.

Table 6: LeanK on top of Quest.
Performance on RULER 64K.

Table 7: LeanK on top of KIVIL
Performance on RULER 32K.

4.5 Ablation Study

LeanK involves two design decisions for pruning
K cache channels: (1) employing a learned prun-
ing mask rather than relying on norm-based selec-
tion, and (2) allocating pruning budgets globally
across all heads, resulting in varying numbers of
retained channels per head. In contrast, ThinK uti-
lizes a uniform budget across heads and a dynamic,
norm-based mask. To clearly assess these design
choices, we apply LeanK’s per-head learned bud-
get but replace its learned mask with the dynamic
norm-based mask, with results presented in Table 9.
We observe the per-head budget alone significantly
boosts accuracy from 35.29 to 76.59, underscor-
ing the advantage of adaptive budget allocation
across heads. Furthermore, replacing the dynamic
norm-based mask with LeanK’s learned mask fur-
ther boosts accuracy to 84.10, demonstrating the
effectiveness of the learned sparsity.

Method | Ratio | Acc
Original - 84.38
Uniform Budget, Dynamic Mask (ThinK) | 70% | 35.29
Per-head Budget, Dynamic Mask 70% | 76.59
Per-head Budget, Learned Mask (LeanK) | 70% | 84.10

Table 9: Evaluation results on Llama-3.1-8B-Instruct,
with accuracy measured on RULER 64K.

5 Analysis

In this section, we analyze the learned channel
importance distribution to gain deeper insight into
model’s behavior.

5.1 Frequency and Channel Importance

ROPE assigns specific frequencies to every pair of
channels in the K matrix. We introduce the term
"channel pair index" to indicate each pair of chan-
nels, where smaller indices correspond to higher
frequencies and larger indices to lower frequen-
cies. Both Llama-3.1-8B-Instruct and Qwen2.5-
7B-Instruct contain 64 channel pairs per head. Fig-
ures 7 and 9 illustrate the retained ratio of channels
relative to their channel pair indices.

We have two observations: (1) Channel pairs
with lower frequencies generally exhibit higher
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importance, aligning with previous research indi-
cating that semantic information crucial for long-
context understanding is encoded mainly in low-
frequency channels (Barbero et al., 2025). Our
pruning method retains significantly fewer high-
frequency channels than dynamic norm-based
methods . (2) However, exceptions exist — chan-
nel pair 22 in Llama and channel pair 31 in Qwen,
despite being high-frequency, show considerable
importance. A further investigation into their spe-
cific functions remains for future work.

5.2 High Frequency Ratio of Each Head

Inspired by Retrieval Heads identification methods
such as Wu et al. (2025) and the RoPE frequency
analysis in Section 5.1, we want to investigate the
relationship between retrieval ability of different
heads and the ratio of their high frequency compo-
nents wys, defined as:

" _||Q[:high]K[;Thigh]||2
" [gK]|2

where qpign) and K pigpn) represent the higher-
frequency half of channel dimensions.* Since high
frequency channels mainly contain less informative
noises, heads with higher wys are more likely to be
influenced by such noises and might be less crucial
for capturing semantic information. We compute
wys using a single input sequence from RULER
NIAH_multikey3 task for Llama-3.1-8B-Instruct,
and examine the importance of heads with different
wyf values through head pruning.

We convert heads with highest or lowest wps
into streaming heads and evaluate performance on
NIAH_multikey3 task. For comparison, we ran-
domly select the same number of heads to convert
and report average performance over four trials. Re-
sults in Figure 8 suggest that heads with low wy, s

“We use half (high=32) as the boundary between high and
low frequency components for simplicity.

Channel Pair Index

Figure 7: Channel Pair Index and
Remained Channel Ratio on Llama-

40 50 60 125%  25%  37.5%  50%  62.5%  75%

Percentage of Streaming Heads

Figure 8: Converting heads with
highest or lowest wys values into
streaming heads and performance.

are crucial for long-context understanding while
heads with high wy, y could be pruned with minimal
impact. Results in Appendix D show that it also
generalizes well on other tasks. This opens the op-
portunity of a effective, training-free head pruning
strategy with minimal calibration cost.

6 Related Works

KV Cache Optimization. Large KV caches in
long-context LLMs lead to significant GPU mem-
ory overhead and increasing output latency. To
mitigate this, various optimization methods have
been proposed. Eviction-based methods discard
KV entries of less important tokens, such as H20
(Zhang et al., 2023) and SnapKV (Li et al., 2024b),
which rely on attention scores, or DuoAttention
(Xiao et al., 2024a), which prunes KV cache at the
head level. Selection-based methods like SparQ
(Ribar et al., 2024), Quest (Tang et al., 2024), and
Double Sparsity (Yang et al., 2024) retain the full
KV cache in memory but selectively read relevant
entries to reduce memory bandwidth usage. Quan-
tization methods such as KIVI (Liu et al., 2024b)
compress KV caches by reducing numerical preci-
sion. Our method is orthogonal to these eviction,
selection, and quantization approaches and can be
combined with them for further gains (see §4.4).
Structured Pruning. Traditional structured prun-
ing methods for LLMs target hidden states (Ma
et al., 2023), layers (Gromov et al., 2025), and
expert components (Lu et al., 2024), but they are
limited to small task ranges and often suffer from
poor performance. Other pruning methods primar-
ily target weights and activations (Frantar and Al-
istarh, 2023; Sun et al., 2024). In contrast, our
approach focuses on pruning the KV cache and
attention computations, incorporating the unstruc-
tured attention sink and local window mechanism
into algorithm design, which serves as a valuable
complement to existing weight pruning methods
for LLMs.
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7 Conclusion

We propose LeanK, a learning-based method for
pruning the channel dimension of K cache to enable
efficient LLM decoding. LeanK employs a double-
stage optimization process to learn a static pruning
mask. Experiments demonstrate that LeanK re-
duces GPU memory usage by up to 70% for the K
cache and 16%—-18% for the V cache, achieving a
1.45x speedup during inference, while preserving
model accuracy.

Limitations

We observe significant redundancy along the chan-
nel dimension of pretrained LLMs. Improving po-
sitional embeddings and conducting more thorough
pretraining over this dimension may enhance the
model’s long-context processing ability and reduce
memory consumption. We leave this exploration
for future work.
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A Quantifying K Channel Staticity

We aim to quantify the staticity of K channels
across various tasks and input lengths. For a spe-
cific channel ¢ within an attention head, given an
input sample, we measure the following norm ratio:

B Qi K|l
QK™

where @ represents the query matrix correspond-
ing to an observation window located at the last
part of the input, K is the complete key matrix,
and Qp;, KJ;) denote the i-th channel of Q and
K, respectively. The ratio r; captures the relative
importance of channel ¢ within an attention head.

We aggregate these channel-wise ratios r; into
a single vector r of shape (L x n x d,), where
L, n, and d correspond to the number of layers,
attention heads per layer, and channels per head,
respectively.

To evaluate staticity across tasks, we measure
r separately for different tasks and compute the
Pearson correlation coefficient between these vec-
tors. Specifically, for tasks 1 and 2, we obtain
vectors (1) and r(?). If channel importance sig-
nificantly differs between tasks, we would expect
a low correlation between r(!) and r(2). However,
as illustrated in Figure 1, Pearson correlations be-
tween different RULER tasks consistently remain
close to 1. This indicates that the high-importance
channels in one task generally remain highly impor-
tant in another, highlighting a static sparsity pattern
in the K channels. Similar results are observed
across varying input lengths, reinforcing the notion
of channel staticity.

T

B Comparison with Double Sparsity

Double Sparsity (Yang et al., 2024) proposes a KV
selective-reading strategy based on offline identifi-
cation of outlier channel dimensions. Specifically,
it computes the norm of the QK product to select
high-norm (outlier) channels, which are then used
during inference to retrieve critical tokens.

In this section, we compare our learned channel
importance scores with the outlier channel selec-
tion criterion used in Double Sparsity to evaluate
whether their method can be used for channel prun-
ing. As shown in Table 10, we find that Double
Sparsity’s method exhibits several limitations that
lead to suboptimal performance:

1. The outlier channel selection process is not

inherently designed for channel-wise pruning,
and may lack careful design considerations.

2. During offline norm collection, the method
splits QK product on context dimension into
chunks of smaller sizes, which overlooks the
unstructured composition of QK channel di-
mension (namely, the attention sink and local
window) and may lead to inaccurate norm cal-
culation.

3. As discussed in Section 2, relying solely on
norm (magnitude) is an insufficient proxy for
estimating channel importance. This limita-
tion may restrict the pruning ratio of local
norm-based pruning methods.

‘ Method Ratio ‘ Acc
Original - 84.4
Llama-3.1-8B-Instruct | DS 60% | 29.9
DS 70% | 14.0

LeanK 70% | 84.1

Table 10: Comparison with Double Sparsity. Methods
are tested on RULER 64K, with 200 samples taken from
each subtask. Detailed results are in Table 19.

C Channel Frequency Analysis for
Qwen2.5-7B-Instruct

We visualize the learned mask for Qwen2.5-7B-
Instruct in Figure 9. Similar as Section 5.1, we
observed that LeanK’s learned pruning pattern pre-
serves more low frequency channels compared with
ThinK’s norm-based method, which might con-
tribute to LeanK’s effectiveness.

Furthermore, a similar outlier channel with chan-
nel pair index 31 appears to have relatively high
norm and large impact on model performance.

—— Our learned mask
Dynamic norm-based mask A

[N~

0.0354

10

Remained Channel Rati
o o o o o
o o o o o
= = N N w
o w o w o

0104 .

0.005 1

0 10 20 30 40 50 60
Channel Pair Index

Figure 9: Remained Ratio and Channel Pair Index on
Qwen2.5-7B-Instruct.
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Llama-3.1-8B-Instruct
niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah_mq vt cwe fwe qa_l qa_2 | Avg.

Method Ratio

Original - 100.0 100.0 100.0 100.0 97.0
Highest wns  25% 99.5 99.5 100.0 100.0 96.5
Highest wpr  50% 99.5 100.0 100.0 100.0 96.0
Lowest wns  25% 2.5 3.0 35 5.5 3.0
Random 25% 99.6 98.2 99.2 99.5 93.6
DuoAttn 50% 100.0 100.0 100.0 99.0 96.5

99.0 97.0 99.1 945 0.1 853 755 495|844
98.5 96.6 98.6 935 0.15 855 765 495 | 842
99.0 93.8 98.9 922 04 830 755 485 |83.6
1.0 4.5 5.0 1.5 01 672 53.0 400 |14.6
82.4 71.7 93.8 70.1 0.1 80.1 739 468 |77.6
99.0 95.8 99.3 912 0.05 845 76.0 50.0 | 84.0

Table 11: Head pruning and classification based on high frequency ratio of each head.

D Head Pruning based on High
Frequency Ratio

In Section 5.2, we define the High Frequency Ratio
of each attention head as:
o — || G:nign) B [;Thigh] I]2
lgK™ ||

We compute wyr using a single 64K-token in-
put from the RULER VT task. We observe that
this score effectively distinguishes retrieval heads.
To evaluate its utility, we modify Llama-3.1-8B-
Instruct by converting a subset of heads into stream-
ing heads based on their wyr values. Specifically,
we convert heads with the highest or lowest wys
values and measure end-to-end performance on
RULER 64K. For comparison, we also convert
an equal number of randomly selected heads into
streaming heads, repeating the experiment four
times and reporting the average result (Table 11).

Our findings show that converting heads with the
lowest wpr severely degrades performance, while
converting the top 50% highest wys heads has
minimal impact. This matches the performance
of DuoAttention (Xiao et al., 2024a), which re-
quires an additional training phase. In contrast, our
method achieves comparable results using only a
single input sequence for calibration.

E Necessity of Training Stage 2

We verified that applying Top-K on scaling factor
« trained from the training stage 1 leads to sub-
optimal result on model performance, results are
shown in Table 12, suggesting that the second train-
ing stage is necessary for pruning under predefined
sparsity ratios.

The primary reason for the performance dispar-
ity lies in the misalignment between the scaling
operation in Stagel and the ultimate objective of
channel masking for deployment. For instance,
some channels may be robust to scaling, but en-
tirely masking them out can lead to severe perfor-
mance degradation. Stage2 could help avoid these
channels from being pruned.

Furthermore, Direct Top-K on « violates align-
ment requirements (aligning to multiplies of 16 or
32) and might be inefficient for hardware execu-
tion.

‘ Method Ratio ‘ Acc

Original - 80.7

Qwen2.5-7B-Instruct | w/o 2nd stage 70% | 70.7
w/ 2nd stage  70% | 78.0

Table 12: Necessity of 2nd stage of training. Methods
are tested on RULER 64K, with 200 samples taken
from each subtask. Using only the first stage with a 70%
pruning ratio yields a RULER 64K accuracy of just
70.73. With the second stage added, accuracy improves
to 77.97 on Qwen2.5-7B-Instruct. Detailed results are
in Table 22.

F Kernel Benchmarking on Qwen

LeanK could achieve a 1.6x speedup on attention
computation on Qwen2.5-7B-Instruct. Execution
time of each layer is shown in Figure 10.
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Figure 10: Kernel execution time of each layer on
Qwen2.5-7B-Instruct. LeanK uses 70% pruning ratio.

G Full Evaluation Results on RULER

Full evaluation results on RULER (Hsieh et al.,
2024) are shown in Table 13. We evaluate all tasks
in RULER across input lengths ranging from 4K
to 128K. For Qwen testing on input lengths larger
than 32K, we apply Yarn extrapolation with a factor
of 4 as suggested by its official documentation.
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Llama-3.1-8B-Instruct

Method Ratio niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah mq vt cwe fwe qa_l1 qa_2 | Avg
Original - 100.0 100.0 100.0 99.5 99.0 100.0 99.8 99.6 99.4 99.6 93.7 850 61.0 |95.1
4K | ThinK 60% 93.0 88.0 99.5 88.5 97.0 99.0 90.0 92.0 769 99.1 933 86.5 61.0 | 89.5
ThinK 70% 31.0 49.5 43.0 66.0 80.0 355 493 539 23,6 974 845 86.5 58.0 | 583
Ours 70%  100.0 100.0 100.0 99.5 99.5 99.0 99.8 99.6 99.3 99.6 943 86.5 61.5 | 953
Original - 100.0 100.0 100.0 100.0 99.5 99.5 99.5 99.8 989 944 845 780 56.0 | 93.1
8K | ThinK 60% 75.5 87.5 98.0 87.5 99.0 98.5 87.1 93.0 762 423 845 76.0 56.5 | 81.7
ThinK 70% 12.5 33.0 19.5 64.0 66.0 12.5 29.3 46.9 155 204 68.7 685 53.0 392
Ours 70%  100.0 100.0 100.0 100.0 100.0 99.5 99.3 99.6 99.2 94.7 87.0 785 56.0 | 934
Original - 100.0 100.0 100.0 99.5 100.0 99.5 99.4 98.9 99.3 533 90.7 79.5 53.0 | 90.2
16K | ThinK 60% 75.0 88.5 99.0 95.0 99.5 98.5 924 94.8 668 09 96.7 780 515|797
ThinK 70% 9.5 28.5 23.0 60.5 65.5 5.0 315 46.8 9.6 04 923 665 485|371
Ours 70%  100.0 100.0 100.0 99.5 100.0 99.5 99.0 98.1 98.6 36.0 91.7 79.0 53.0 | 88.8
Original - 100.0 100.0 100.0 100.0 99.0 100.0 98.9 99.4 97.6 27 933 760 515 | 86.0
32K | ThinK 60% 88.0 94.0 100.0 97.5 98.5 100.0 95.3 98.5 700 0.0 962 755 495 |81.8
ThinK 70% 9.5 325 21.0 58.5 54.5 2.0 37.9 48.6 92 0.0 91.7 625 450|364
Ours 70%  100.0 100.0 100.0 99.5 99.5 100.0 98.4 98.5 97.0 1.2 942 765 51.0 | 85.8
Original - 100.0 100.0 100.0 100.0 97.0 99.0 97.0 99.1 945 0.1 853 755 495 | 844
64K | ThinK 60% 97.0 95.5 100.0 98.5 94.0 98.0 90.1 97.8 720 0.1 803 76.0 48.0 | 80.6
ThinK 70% 18.5 445 335 55.0 44.0 2.0 32.1 414 45 01 712 665 455|353
Ours 70%  100.0 100.0 100.0 99.0 97.0 99.0 95.6 98.5 943 0.1 853 755 49.0 | 84.1
Original - 100.0 99.0 100.0 97.0 75.0 535 93.1 97.3 545 02 763 715 375|735
128K | ThinK 60% 98.5 97.0 99.5 97.0 71.0 26.0 91.9 97.4 400 03 802 70.0 385 |69.8
ThinK 70% 29.0 67.0 28.9 75.5 40.0 0.0 50.9 529 83 05 732 59.0 350 |40.0
Ours 70%  100.0 99.0 100.0 96.5 75.0 51.5 88.1 96.6 61.6 04 748 70.5 380 |73.2
Qwen2.5-7B-Instruct
Method Ratio niah_sl niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah_mq vt cwe fwe qa_l qa_2 ‘ Avg.
Original - 100.0 100.0 100.0 100.0 100.0 100.0 94.6 100.0  100.0 99.7 842 845 60.0 | 94.1
4K | ThinK 70% 97.0 94.0 98.0 96.0 95.0 78.0 82.4 94.4 80.5 98.6 733 84.0 555 |86.7
Ours 70%  100.0 100.0 100.0 100.0 100.0 100.0 93.8 100.0 99.7 994 80.0 84.0 60.5 | 93.6
Original - 100.0 100.0 100.0 100.0 100.0 99.0 89.8 99.9 100.0 94.0 88.0 69.5 52.0 |91.7
8K | ThinK 70% 98.5 90.0 98.0 93.0 93.5 60.5 72.1 90.5 69.3 86.3 83.7 615 50.5 | 80.6
Ours 70%  100.0 100.0 100.0 100.0 100.0 98.0 88.0 99.6 99.1 90.6 89.5 67.5 53.0 | 89.8
Original - 100.0 100.0 100.0 99.5 100.0 92.5 95.1 99.9 98.1 854 92.0 635 54.0|90.8
16K | ThinK 70% 97.5 98.0 97.5 93.0 94.0 59.5 779 89.4 69.1 66.0 91.7 59.5 535|805
Ours 70%  100.0 100.0 100.0 99.5 99.5 93.0 92.9 99.8 96.4 84.1 94.7 64.0 54.0 | 90.6
Original - 100.0 100.0 99.5 99.0 98.5 94.0 91.4 98.9 969 67.7 87.8 68.0 57.0 | 89.1
32K | ThinK 70% 99.5 99.0 98.0 98.0 94.0 67.5 70.9 91.4 757 57.1 91.0 66.0 535 |81.7
Ours 70%  100.0 100.0 100.0 99.0 97.5 93.5 85.3 98.9 96.0 67.8 90.5 655 56.0 | 88.5
Original - 100.0 98.0 98.0 95.5 82.5 47.5 82.8 97.4 953 554 825 69.5 445 |80.7
64K | ThinK 70% 95.0 91.5 95.0 85.0 63.0 245 56.1 79.4 65.7 357 740 615 46.0 | 67.1
Ours 70%  100.0 98.0 100.0 96.5 83.0 48.0 73.1 95.4 81.1 47.1 78.0 66.5 47.0 | 78.0
Original - 100.0 99.5 66.0 92.5 56.0 8.5 63.1 90.5 81.2 36.5 572 435 345|636
128K | ThinK 70% 97.0 93.5 93.5 91.5 39.5 8.0 554 72.8 558 361 61.3 465 34.5 | 604
Ours 70%  100.0 99.5 96.5 93.0 54.0 17.5 66.6 85.6 609 29.0 59.0 435 33.0 | 64.5

Table 13: Performance of Llama-3.1-8B-Instruct and Qwen2.5-7B-Instruct on RULER. 200 samples are taken for

each task.

H Full Evaluation Results on
GSM-Infinite

We evaluate Medium and Hard tasks in GSM-
Infinite across input lengths ranging from 8K to
32K. Full results are shown in Table 14.

I Additional Experimental Results

Table 20, Table 21 and Table 23 provide other sup-
plementary results.

Specifically, Table 20 evaluated static norm-
based selection method’s performance on RULER,
suggesting that a static channel pruning strategy
could achieve comparable performance with dy-
namic methods such as ThinK. The implementation
of the method is illustrated in Section 2.

Table 21 verified that LeanK is orthogonal with
token pruning (Quest), head pruning (DuoAtten-
tion) and quantization (KIVI) methods. For Quest,
block size is 64 and token budget is 1024. For
DuoAttention, 50% heads are pruned. KIVI are
tested with 2 bits for both K and V cache, group
size 32 and residual length 128.

Table 23 conducted ablation experiments to jus-
tify our design choices, showing that both (1) a
more fine-grained head-wise budget allocation and
(2) a learning-based channel-wise importance score
that does not rely on channel’s magnitude con-
tribute to the effectiveness of our method.
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J Choice of Hyperparameter Lambda

The hyperparameter X is multiplied to the regu-
larization loss (L1 norm of scaling factor «) in
training Stagel, with the total loss defined as:
Llst = Ldist + >\Lreg-

We trained models with varying A values on
Llama-3.1-8B-Instruct and evaluated performance
on the RULER 32K benchmark.

| Method ~ Ratio | Acc

Original - 86.0

A=004 70% | 84.4

Llama-3.1-8B-Instruct | A=0.06 70% | 85.8
A=008 70% | 85.5

A=0.10 70% | 85.1

Table 15: RULER 32K performance with different
choices of training hyperparameter A on Llama-3.1-8B-
Instruct.

Results in Table15 show that LeanK is robust to
a wide range of A values (0.04 to 0.10), achieving
the best performance around A = 0.06. Setting A
too small (e.g., 0.04) under-regularizes «, while ex-
cessively large A values (e.g., 0.10) can lead to less
accurate learning during Stage 1, slightly harming
the final results.

K Choice of Training Task

LeanK is robust to the choice of training task.
Specifically, we trained Qwen2.5-7B-Instruct us-
ing DuoAttention[1]’s task and evaluated perfor-
mance on RULER 16K. Results in Table 16 verified
that LeanK could still effectively learn channel im-
portance with different tasks (with training hyper-
parameters changed accordingly), suggesting that
LeanK’s effectiveness is not sensitive to specific
training tasks.

| Method Ratio | Acc
Original - 90.8
Qwen2.5-7B-Instruct | Our Task 70% | 90.6

DuoAttn Task  70% | 90.2

Table 16: LeanK’s performance on RULER 16K with
different choices of training task A on Qwen2.5-7B-
Instruct.

L. Comparison with Static Channel
Pruning Baseline

We evaluated a static norm-based channel prun-
ing baseline on Llama-3.1-8B-Instruct using the

RULER benchmark.  The static mask was
generated by averaging channel norm distribu-
tion (as described in Section 2.2) across 100
NIAH_multikey3 sequences with 64K context
length. Results are shown in Table 17.

Method Ratio‘ 4K 8K 16K 32K 64K

Original - 95.1 931 902 86.0 844 735 | 87.1
ThinK  70% | 583 392 37.1 364 353 40.0 | 394
Static 70% | 68.7 57.5 548 559 540 555 | 577
LeanK  70% | 953 934 888 858 84.1 732 | 86.8

128K | Avg.

Table 17: Different method’s performance with Llama-
3.1-8B-Instruct on the RULER dataset.

The results show that averaging channel norms
across multiple inputs yields more effective prun-
ing than dynamic methods like ThinK. However,
there remains a substantial performance gap com-
pared to LeanK (i.e., Learned Pattern > Static Pat-
tern > Dynamic Pattern) . This further supports
both the static nature of channel importance and
the effectiveness of LeanK’s design.

M Analysis of V-Cache Pruning
Conditions

We analyzed both the distribution and characteris-
tics of the completely pruned heads:

1) In terms of Distribution, these heads are dis-
tributed across all layers, with a higher concentra-
tion in the shallow layers (e.g., in Qwen, 43% of
them appear in the first 5 layers).

2) Speaking of Characteristics, We examined
the channel frequency distribution of these heads
(as described in Section5.2). These heads exhibit
high high-frequency ratio wyy and relatively large
norms on high-frequency channels. This indicates
that these heads mainly rely on local context and
patterns for next-token prediction, while contribut-
ing less to semantic extraction from the context.

N Comparison with SnapKV

We compared LeanK with SnapKYV, a token-level
KV cache pruning method, with results shown
in 18. Under the same overall KV cache reduc-
tion ratio (44% for Llama, 43% for Qwen), LeanK
achieves higher average performance. SnapKV un-
derperforms LeanK on complex KV retrieval tasks
such as NIAH_multikey3.
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8K Medium
Method Pruning ratio | op=2 op=4 op=6 op=8 op=10 op=12 | AUC
Original - 0.1429 0.1389 0.1508 0.1349 0.0516 0.0278 | 0.5615
Llama-3.1-8B-Instruct | ThinK 70% 0.1825 0.0556 0.0675 0.0159 0.0278 0.0079 | 0.2620
Ours 70% 0.1746 0.1944 0.2183 0.1389 0.0437 0.0397 | 0.7024
Original - 0.2857 0.3651 0.2619 0.1865 0.0952 0.0556 | 1.0793
Qwen2.5-7B-Instruct | ThinK 70% 0.4405 0.3532 0.1984 0.1190 0.0437 0.0437 | 0.9564
Ours 70% 0.3770 0.3333 0.2222 0.1587 0.1310 0.0476 | 1.0575
8K Hard
Method Pruning ratio | op=2 op=4 op=6 op=8 op=10 op=12 | AUC
Original - 0.4127 0.1865 0.2540 0.1905 0.1706 0.1190 | 1.0675
Llama-3.1-8B-Instruct | ThinK 70% 0.0833 0.0833 0.0595 0.0198 0.0595 0.0357 | 0.2816
Ours 70% 0.4762 0.1944 0.2659 0.2103 0.1706 0.1270 | 1.1428
Original - 0.4643 0.2817 0.2262 0.1032 0.1151 0.1032 | 1.010
Qwen2.5-7B-Instruct | ThinK 70% 0.3492 0.1944 0.1746 0.0913 0.0913 0.0635 | 0.7580
Ours 70% 0.3373 0.3532 0.2381 0.1389 0.0833 0.0952 | 1.0298
16K Medium
Method Pruning ratio | op=2 op=4 op=6 op=8 op=10 op=12 | AUC
Original - 0.0913 0.0675 0.1270 0.0833 0.0159 0.0159 | 0.3473
Llama-3.1-8B-Instruct | ThinK 70% 0.1389 0.0397 0.0357 0.0159 0.0040 0.0119 | 0.1707
Ours 70% 0.1468 0.1071 0.1706 0.0913 0.0317 0.0317 | 0.4900
Original - 0.2738 0.2937 0.2381 0.1429 0.0833 0.0556 | 0.9227
Qwen2.5-7B-Instruct | ThinK 70% 0.4008 0.2778 0.1429 0.0833 0.0397 0.0119 | 0.7501
Ours 70% 0.4365 0.2302 0.1825 0.1468 0.0437 0.0714 | 0.8572
16K Hard
Method Pruning ratio | op=2 op=4 op=6 op=8 op=10 op=12 | AUC
Original - 0.3214 0.0992 0.1429 0.1190 0.1071 0.0476 | 0.6527
Llama-3.1-8B-Instruct | ThinK 70% 0.1032 0.0159 0.0198 0.0238 0.0159 0.0198 | 0.1369
Ours 70% 0.2857 0.1230 0.1349 0.1310 0.0833 0.0754 | 0.6528
Original - 0.4722 0.2619 0.1706 0.1389 0.0873 0.0635 | 0.9265
Qwen2.5-7B-Instruct | ThinK 70% 0.3770 0.1786 0.1429 0.0754 0.0635 0.0873 | 0.6926
Ours 70% 0.4246 0.2579 0.1548 0.0873 0.0913 0.0952 | 0.8512
32K Medium

Method Pruning ratio | op=2 op=4 op=6 op=8 op=10 0p=12‘ AUC

Original - 0.0873 0.0675 0.1151 0.0675 0.004 0 0.2978
Llama-3.1-8B-Instruct | ThinK 70% 0.0913 0.0437 0.0437 0.0198 0 0 0.1529
Ours 70% 0.1190 0.0992 0.1429 0.0754 0.0198 0.0079 | 0.4007
Original - 0.3016 0.3730 0.2778 0.1468 0.0794 0.0714 | 1.0635
Qwen2.5-7B-Instruct | ThinK 70% 0.4206 0.2183 0.1627 0.0913 0.0476 0.0437 | 0.7520
Ours 70% 0.3294 0.2381 0.2063 0.0992 0.0397 0.0317 | 0.7639
32K Hard
Method Pruning ratio | op=2 op=4 op=6 op=8 op=10 op=12 | AUC
Original - 0.1984 0.1190 0.1111 0.0675 0.0437 0.0437 | 0.4624
Llama-3.1-8B-Instruct | ThinK 70% 0.0675 0.0278 0.0119 0.0119 0.0238 0.0278 | 0.1231
Ours 70% 0.2579 0.1468 0.0794 0.0714 0.0516 0.0516 | 0.5040
Original - 0.4603 0.2579 0.1468 0.1151 0.1032 0.0556 | 0.8810
Qwen2.5-7B-Instruct | ThinK 70% 0.3929 0.1429 0.1429 0.0714 0.0635 0.0476 | 0.6409
Ours 70% 0.3929 0.1905 0.1587 0.1071 0.0675 0.0437 | 0.7421

Table 14: Performance of different methods and models on GSM-Infinite, 256 samples are taken for each op.
Generation temperature is set to 0.
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Model Method | niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah_mq vt cwe fwe qa_l qa_2 ‘ Avg.

Llama-3.1-8B | SnapKV 100 100 100 99.5 99.0 89.5 99.1 99.4 969 55 925 765 495|852
LeanK 100 100 100 99.5 99.5 100.0 98.4 98.5 97.0 1.2 933 760 515|858
Qwen2.5-7B | SnapKV 100 100 100 99.0 93.5 79.0 90.6 98.9 97.8 725 882 67.0 550 | 878
LeanK 100 100 100 99.0 97.5 93.5 85.3 98.9 96.0 67.8 90.5 655 56.0 | 88.5

Table 18: Performance of LeanK and SnapKV on RULER 32K under the same pruning ratio.

Llama-3.1-8B-Instruct

Method Ratio | niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah. mq vt cwe fwe qa_l qa 2 ‘ Avg.

Original - 100.0 100.0 100.0 100.0 97.0 99.0 97.0 99.1 945 0.1 853 755 495|844

RULER | Doule Sparsity  60% 455 37.0 375 35.0 36.0 1.0 8.9 20.9 148 0.1 715 660 450|299
64K | Doule Sparsity  70% 3.0 55 35 9.0 3.0 1.0 35 5.6 1.1 0.1 688 540 37.0| 140
Ours 70% 100.0 100.0 100.0 99.0 97.0 99.0 95.6 98.5 943 0.1 853 755 49.0 | 84.1

Table 19: Full comparison results comparing our method with Double Sparsity.

Qwen2.5-7B-Instruct
Ratio niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah_.mq vt cwe fwe qa_1 qa_2 | Avg.

Method

Original - 100.0 98.0 98.0 95.5 82.5 47.5 82.8 97.4 953 554 825 695 445 | 80.7
ThinK (Dynamic norm) | 60% 97.0 95.5 100.0 98.5 94.0 98.0 90.1 97.8 720 0.1 8033 76.0 48.0 | 80.6
Static norm 60% 96.5 96.5 100.0 96.0 95.0 99.5 86.4 96.1 915 01 813 740 475|816

Table 20: Static norm-based selection. Tested on RULER 64K, with 200 samples from each subtask.

Llama-3.1-8B-Instruct
niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah_mq vt cwe fwe qa_l qa_2 | Avg.

‘ Method Ratio

Original - 100.0 100.0 100.0 100.0 97.0 99.0 97.0 99.1 945 0.1 853 755 495|844
DuoAttn 50% 100.0 100.0 100.0 99.0 96.5 99.0 95.8 99.3 912 0.1 845 76.0 50.0|84.0
64K | DuoAttn + Ours  80% 100.0 100.0 100.0 99.0 96.0 99.0 95.0 99.4 89.8 0.1 837 760 480 | 835
Quest - 100.0 98.5 82.0 98.5 84.0 5.0 93.3 95.1 832 0.6 837 725 450|724
Quest + Ours 70% 100.0 100.0 99.0 99.0 84.0 11.5 93.0 96.9 87.6 0.05 873 740 445|751
Llama-3.1-8B-Instruct
Method Ratio | niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah mv niah mq vt cwe fwe qa_l qa_2 | Avg.
Original - 100.0 100.0 100.0 100.0 99.0 100.0 98.9 99.4 97.6 27 933 76.0 515 | 86.0
32K | KIVI - 100.0 100.0 100.0 98.5 96.5 95.3 97.5 98.8 914 58 935 755 48.0 | 84.7
KIVI + Ours 70% 100.0 99.5 100.0 99.0 98.0 91.5 97.1 98.4 923 1.0 963 735 475 | 842

Table 21: LeanK applied on top of other pruning methods. Tested on RULER 64K (32K for KIVI to avoid OOM),
with 200 samples from each subtask.

Qwen2.5-7B-Instruct

Method Ratio niah_s1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah_mv niah_mq vt cwe fwe qa_l qa_2 | Avg.
Original - 100.0 98.0 98.0 95.5 82.5 475 82.8 97.4 953 554 825 69.5 445 |80.7
w/o 2nd stage | 70% 99.5 86.5 99.0 92.0 75.5 10.5 77.4 91.1 583 485 727 645 44.0 | 70.7
w/ 2nd stage | 70%  100.0 98.0 100.0 96.5 83.0 48.0 73.1 95.4 81.1 47.1 780 66.5 47.0 | 78.0

Table 22: Necessity of the second stage of training. Tested on RULER 64K, with 200 samples from each subtask.

Llama-3.1-8B-Instruct
Method Ratio niah_sl1 niah_s2 niah_s3 niah_mkl niah_mk2 niah_mk3 niah mv niah mq vt cwe fwe qa_l qa_2 | Avg.
Original - 100.0 100.0 100.0 100.0 97.0 99.0 97.0 99.1 945 0.05 853 755 495 | 844
Uneven Dynamic | 70% 100.0 100.0 98.5 99.0 92.5 92.5 86.9 933 39.6 1.0 705 740 48.0 |76.6
LeanK 70% 100.0 100.0 100.0 99.0 97.0 99.0 95.6 98.5 943 0.05 853 755 49.0 | 84.1

Table 23: Using our trained mask’s budget allocation and ThinK’s dynamic norm-based channel selection strategy
for pruning. Tested on RULER 64K, with 200 samples from each subtask.
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