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Abstract

Recent advancements in Large Language Mod-
els (LLMs) have paved the way for Vision
Large Language Models (VLLMs) capable of
performing a wide range of visual understand-
ing tasks. While LLMs have demonstrated
impressive performance on standard natural
images, their capabilities have not been thor-
oughly explored in cluttered datasets where
there is complex environment having deformed
shaped objects. In this work, we introduce a
novel dataset specifically designed for waste
classification in real-world scenarios, character-
ized by complex environments and deformed
shaped objects. Along with this dataset, we
present an in-depth evaluation approach to rig-
orously assess the robustness and accuracy of
VLLMs. The introduced dataset and compre-
hensive analysis provide valuable insights into
the performance of VLLMs under challenging
conditions. Our findings highlight the critical
need for further advancements in VLLM’s ro-
bustness to perform better in complex environ-
ments. The dataset and code for our experi-
ments are available at https://github.com/
aliman80/wastebench.

1 Introduction

In recent years, Large Language Models (LLMs)
(Chung et al., 2024; Achiam et al., 2023; Touvron
et al., 2023) have demonstrated remarkable capa-
bilities in understanding, reasoning, and generating
text for a diverse range of open-ended tasks. Mod-
els such as PaLM 2 (Anil et al., 2023) and Falcon
(Penedo et al., 2023) have showcased exceptional
performance in commonsense reasoning, multilin-
gual applications, and various Natural Language
Processing (NLP) tasks. Building on their success,
Vision-Language Large Models (VLLMs) (Fang
et al., 2023; Touvron et al., 2023; Zheng et al.,
2023) have emerged, extending these capabilities
to multimodal domains by integrating visual and
textual data. Notable examples, including multi-

modal GPT-4 and open-source models like LLaVA
(Achiam et al., 2023; Liu et al., 2023a, 2024), ex-
cel in a variety of multimodal tasks, demonstrating
their versatility in real-world applications (Hu et al.,
2023; Vinyals et al., 2015; Chou et al., 2020).

Despite advancements in Vision-Language Mod-
els (VLLMs), their application in complex, clut-
tered environments remains underexplored. Tra-
ditional object detectors, such as Faster R-CNN
(Ren, 2015) and YOLO (Redmon, 2016), are ef-
fective for visual localization and classification
tasks. Traditional models are confined to fixed la-
bels and cannot handle open-ended, context-aware
questions. Vision-language models, by aligning im-
ages with text, can answer queries such as “Which
items are recyclable under this lighting?” or “How
many soft-plastic items overlap metal objects?”,
a capability essential for cluttered waste-sorting
scenes. To address these challenges, we propose
Waste-Bench, a benchmark designed to evaluate the
robustness and reasoning capabilities of VLLMs
in the context of waste classification. Unlike ex-
isting benchmarks, such as SEED-Bench (Li et al.,
2023) and MV-Bench (Li et al., 2024), which fo-
cus primarily on general visual comprehension,
Waste-Bench targets the unique complexities of
real-world waste management scenarios, includ-
ing cluttered scenes, deformed objects, and am-
biguous visual cues. By systematically evaluat-
ing pre-trained VLLMs, Waste-Bench highlights
their baseline capabilities and limitations, offering
actionable insights to guide the improvement of
future VLLMs.

Furthermore, Waste-Bench is intended to com-
plement existing datasets, enriching them with
challenging scenarios that encourage greater ro-
bustness and adaptability in models. By incor-
porating diverse data distributions into training
pipelines, models can achieve better trade-offs
between task-specific robustness and generaliza-
tion. This approach aligns with robust learning
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paradigms, which suggest that exposure to diverse,
challenging data distributions can enhance model
generalization while minimizing the risks of perfor-
mance degradation on simpler tasks (Havrilla et al.,
2024). To improve VLLMs in such environments,
techniques like domain adaptation and adversarial
training (Ganin and Lempitsky, 2016; Sun et al.,
2019) can be employed to expose the models to
more realistic, noisy, and cluttered data. Addition-
ally, incorporating multi-modal learning, including
multispectral data, and using data augmentation
strategies during training (Madry et al., 2018) can
help VLLMs better adapt to complex, cluttered
environments. Waste-Bench has the potential to
support fine-tuning that improves model robustness
to variations in visual cues, making it better suited
for the challenges of waste classification.

Models trained on simpler datasets often expe-
rience a performance drop when evaluated in clut-
tered environments, primarily due to insufficient
exposure to noise, occlusions, and ambiguities dur-
ing training. To address this challenge, Waste-
Bench exposes models to more complex and re-
alistic waste classification scenarios. Waste-Bench
is designed to expose models to complex and clut-
tered scenarios, which may be useful in future stud-
ies aiming to reduce the performance gap between
regular and challenging environments. Although
the performance discrepancy between regular and
cluttered environments has not been extensively
studied in VLLMs, this issue is well-known in tra-
ditional vision tasks. In literature, various waste
classification methods have been proposed (Xia
et al., 2024; Mao et al., 2021; Feng et al., 2022;
Meng et al., 2022), they pose limitations in the
presence of complex scenarios where there exists
an unclear boundary information. Waste-Bench is
introduced to provide such challenging, real-world
data, with the goal of supporting future efforts to
make models more adaptable and robust. Our con-
tributions are as follows:

• A Waste-Bench designed to evaluate the ro-
bustness and reasoning capabilities of VLLMs
in waste classification, addressing the com-
plexities of real-world applications.

• We evaluate VLLMs, uncovering significant
challenges, especially in reasoning within clut-
tered scenes with deformed objects.

• We identify that VLLMs struggle with various
tasks on Waste-Bench, guiding future waste

management improvements.

2 Related Work

Vision Large Language Models (VLLMs) (Zhu
et al., 2024; Shao et al., 2023) have demonstrated
remarkable capabilities in engaging with visual
content, offering a wide range of potential applica-
tions. Notable models in this domain include Qwen
(Bai et al., 2023), which has consistently demon-
strated superior performance across various down-
stream tasks. Gemini-Pro and GPT-4o (Reid et al.,
2024; OpenAI, 2024) exemplifies state-of-the-art
performance with its advanced reasoning and inter-
action capabilities, paving the way for the devel-
opment of versatile multimodal conversational as-
sistants. All these models perform extremely well
on wide range of image understanding tasks like
caption generation, visual question answering and
so on. These models accept both visual and textual
inputs and generate textual responses. From an ar-
chitectural perspective, VLLMs typically combine
pre-trained vision backbones (Fang et al., 2023)
with large language models (Touvron et al., 2023;
Zheng et al., 2023) using connector modules such
as MLP adapters, Q-former (Dai et al., 2024), and
gated attention (Alayrac et al., 2022).
Benchmarking VLLMs With the growing num-
ber of VLLMs emerging in the research commu-
nity, several benchmarks have been proposed to
evaluate and quantify these models for benchmark-
ing and analysis purposes. Notable benchmarks in
this domain include SEED-Bench (Li et al., 2023),
which evaluates the visual capabilities of both im-
age and video LMMs across multiple dimensions,
and MV-Bench (Li et al., 2024), which curates
challenging tasks to evaluate the spatial and tempo-
ral understanding of VLLMs. While these bench-
marks provide effective insights into model per-
formance, they primarily focus on general visual
comprehension metrics. However, none of them
specifically target complex cluttered environments
and deformed shaped objects. In contrast, Waste-
Bench is a comprehensive benchmark designed to
assess the robustness and reasoning capabilities of
VLLMs in waste classification.

3 Waste-Bench

In this work, our objective is to develop a com-
prehensive benchmark to evaluate the robustness
and reasoning capabilities of VLLMs in various
complex and cluttered visual environments, span-
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Figure 1: Waste-Bench comprises of 11 diverse complex question categories encompassing a variety of waste
images context.

ning diverse scenarios. To achieve this, we intro-
duce Waste-Bench. Initially, we offer a holistic
overview of Waste-Bench and outline the diversity
of questions it contains. Following this, we detail
the creation process of Waste-Bench in Section 3.2.
Performance evaluation including experiments and
results are given in Section 4 and 5 respectively.

3.1 Waste-Bench Dataset
Waste-Bench encompasses 11 different question
categories and 9,520 high-quality open-ended
question-answer (QA) pairs, spanning 952 high-
quality images with an average of 10 questions per
image. These questions cover diverse categories
related to real-world waste classification scenarios,
including individual classification of waste classes,
multi-class classification, shapes of objects, and
colors. This comprehensive dataset is designed to
rigorously test the capabilities of VLLMs in han-
dling complex and cluttered visual environments.
The question types and word cloud of frequent key-
words is given in Appendix A.2.

3.1.1 Waste-Bench Different Question Types
To assess the robustness and reasoning capabili-
ties of VLLMs in the Waste-Bench benchmark,
we ensure it contains various question types to
encompass a wide range of real-world complex
and cluttered visual environments within each im-
age. Below, we provide a detailed definition of the
Waste-Bench as given in Figure 1.

• Single Class Classification (Cardboard, Metal,
Soft Plastic, Rigid Plastic): This category in-

cludes questions that require the model to
classify individual waste items into one of
the specified single classes. The questions
aim to determine whether the model can ac-
curately identify and distinguish between dif-
ferent types of materials commonly found in
waste.

• Multiclass Categorization: In this category,
the models are challenged with images con-
taining multiple deformed waste items that
need to be classified into more than one cat-
egory. The goal is to assess the model’s abil-
ity to handle complex scenes where multiple
waste types are present and need to be accu-
rately categorized.

• Counting: This category involves tasks where
the model must count the number of specific
items or categories within an image. For
example, counting the number of cardboard
pieces or the number of recyclable items in
a cluttered environment. The questions are
designed to evaluate the model’s precision in
quantifying objects in a scene.

• Color Diversity: This question type tests the
model’s ability to distinguish and identify
items based on color. Tasks in this category
include identifying objects of a specific color
or categorizing items by color diversity. It as-
sesses the model’s capability to utilize color
as a key feature in classification.
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• Geometric Shape Analysis: This category of
questions focuses on the model’s ability to rec-
ognize and categorize objects based on their
geometric shapes. Questions involve identify-
ing items with specific shapes, such as cylin-
drical, circular or rectangular objects, which
are common in waste sorting processes.

• Complex and Cluttered Environment: This
category includes questions to evaluate the
model’s performance in recognizing and rea-
soning about the environment in which waste
is found. Model evaluates whether waste is
in an indoor or outdoor setting. It includes
questions that require comprehensive image
analysis.

• Condition Evaluation: In this category, the
model must evaluate the condition of waste
items. This includes assessing whether items
are intact, twisted, clean or dirty. The ques-
tions are designed to test the model’s ability
to make nuanced judgments about the state of
objects.

• Similarity Metric: These questions require the
model to compare and determine the similarity
between different waste items. For example,
identifying items that belong to the same cate-
gory or have similar features. It assesses the
model’s ability to draw comparisons and make
associations based on visual features, robust-
ness in recognizing objects in challenging set-
tings, and adaptability to varying conditions.

• Combined Classification and Counting: This
category merges classification and counting
tasks, requiring the model to not only clas-
sify multiple items in a scene but also provide
accurate counts for each category. This com-
bined approach tests the model’s capability to
perform multiple reasoning tasks simultane-
ously.

These question types present in our dataset help
to rigorously test the capabilities of VLLMs in
handling the intricacies of waste classification in
complex and cluttered environments.

3.2 Building Waste Bench Benchmark
The Waste-Bench benchmark is carefully con-
structed through a four-step process using a dataset
of 952 images. Initially, 11,424 Question/Answer
(Q/A) pairs are generated, capturing information

from the images. With filtering process given in
Stage 1, this number is reduced to 9,520, ensuring
relevance and quality. A focused refinement filtered
out 1,920 Q/A pairs, representing approximately
20% of the original set. Each step is presented in
detail below, and can be visually explored in Figure
2.
Stage 1: Data Collection and Annotation We
thoroughly reviewed various datasets and used Ze-
roWaste (Bashkirova et al., 2022) with waste im-
ages in cluttered environment. We pre-processed
the metadata provided with the images to ensure ac-
curate representation of the categories assigned to
each image. Following image collection, descrip-
tive captions were generated with GEMINI-PRO

v1.5 (captioning) and GEMINI-PRO v1.0 (49.45
% precision, classification baseline). Two expert
annotators independently reviewed each caption;
only captions in which both agreed every class men-
tion was correct were retained, otherwise they were
corrected or discarded. Inter-rater reliability was
substantial (Cohen’s κ = 0.78, 95 % CI 0.73–0.83),
confirming the consistency of the process.

• Semantic relevance. Caption must refer only
to objects actually present; any incorrect or
missing class label triggered correction or re-
jection.

• Clarity and fluency. Language was edited
for succinct, unambiguous description.

• Technical accuracy. Quantities, materials
and spatial relations were verified against the
image.

This human-in-the-loop filtering produced con-
cise, context-rich descriptions that remain competi-
tive with state-of-the-art systems.

The prompt used to generate captions is pro-
vided in Figure 2. These prompts included ground-
truth information (e.g., class names, categories, and
masks) from the dataset’s JSON annotations to
guide LLMs in producing contextually accurate
outputs.
Stage 2: Generation of questions and answers
Inspired by human interaction in daily life, our ob-
jective is to simulate a similar style of interaction
with VLLMs by curating open-ended QA pairs to
evaluate these models for robustness and reasoning.
We feed detailed ground-truth image captions to
GPT-3.5, which are utilized to generate open-ended
questions covering both reasoning and robustness
aspects.
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An image of  crumpled 
waste with plastic , papers 

and cardboard.

Prompts for Question Generation

You are a helpful and intelligent AI assistant which can curate
high-quality and challenging questions and corresponding 
answers. Given an image depicting waste materials in a 

cluttered environment, with the following detailed 
caption explaining the scene: The caption is: {caption content}. 

Formulate 10 diverse questions …

An Image of Cluttered dataset

GPT-4 Evaluation Waste-Bench

I

II

Caption

 You are a smart image-understanding agent for image captioning. The 
given image depicts various waste materials.
{my-string}. Describe their physical appearance and overall scene 
environment. Make sure to provide information only for the items given in 
the context. Now proceed with providing the detailed caption using the 
given context.'''

Caption Generation Prompt

Human Verification

“Q”  What is the color of the cardboard box in the image?
”A”  The cardboard box in the image is brown

“Q” How many soft plastic items are present in the image?
“A” There are three soft plastic items in the image

 “Q”  What is the overall environment in the image?
“A” The overall environment depicted in the image is one of 
waste”
…..

La
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M
od
el
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Gemini-Pro

Question Answers

Human-Verification 
“Q”  What is the color of the cardboard box in the image?
”A”  The cardboard box in the image is brown

“Q” How many soft plastic items are present in the image?
“A” There are three soft plastic items in the image
….

Question Answers

Figure 2: Step I: Gemini-Pro generates detailed waste image captions, verified by human annotators. Step II: Nearly
10k diverse questions are generated from these captions, evaluated by GPT-4, and verified by humans.

messages=[  role:  system,

           "content": (  "You are a helpful and intelligent AI assistant which can curate " high-quality and challenging questions

 and corresponding answers "used to test the image understanding capabilities of an AI image system.”),

 

             {  role: user,  

                      “content": ( Given an image depicting waste materials in a cluttered environment, with the following detailed caption explaining 

the scene:  The caption is: {caption_content}. Formulate 10 diverse questions to test whether the model can correctly identify the objects and 

context based on the waste image provided.  Additionally, these inquiries should assess the model's ability to accurately recognize and 

differentiate between different types of waste materials and the cluttered environment depicted in the image.  Generate questions comprising 

interrogative and declarative sentences, utilizing different language styles, and explain each.  Your response should be presented as a list of 

dictionary strings with keys 'Q' for questions and 'A' for the answer. 

          “ Follow these rules while generating questions and answers: "

            1. Do not provide answers to the question itself. 

            2. Ensure the questions are concrete and can be addressed using the provided caption. 

            3. Do not ask questions whose answers cannot be obtained in the caption. 

            4. Do not formulate questions whose answer is not specified in the image and caption. 

             For example, format your response as follows: “

            [{\"Q\": 'Your first question here...', \"A\": 'Your first answer here...'}, 

             {\"Q\": 'Your second question here...', \"A\": 'Your second answer here...'}, 

              {\"Q\": 'Your third question here...', \"A\": 'Your third answer here...'}].”   }]

         

Figure 3: Prompt for question-answer generation

The questions designed go beyond basic image
comprehension, requiring complex logical infer-
ence and contextual understanding. These ques-
tions test the model’s ability to classify objects by
recognition, color, shape, and other relevant as-
pects in complex settings, ensuring accurate and
appropriate responses. Prompt used for curating
QA pairs is mentioned in Figure 3.
Stage 3: QA Pairs Filtration

After generating QA pairs, a human-in-the-loop
review involving two human assistants identified
approximately 20% of the pairs as noisy. These
noisy pairs included irrelevant, unanswerable, or
repetitive questions, such as those with answers
embedded within the questions. To address these is-
sues, an exhaustive filtering process was conducted,
ensuring that the QA pairs met the relevance and

alignment criteria based on the image evaluation.
For the review process, we applied similar rules

as those used for caption generation. Two human
assistants reviewed the question-answer pairs based
on the following criteria:

• QA pairs needed to be related to verified cap-
tions, both assistants agreeing that the content
was relevant to the image 80%. We now re-
port Cohen’s κ = 0.78 (95% CI [0.73–0.83],
n = 1000), in a random sample of 1,000 Q/A
pairs that indicate substantial agreement be-
tween the two annotators (Landis and Koch,
1977). The reliability of the inter-annotator
on a subset of 1,000 items was substantial
(κ = 0.78) as given in Appendix A.1.

• The language was checked for clarity.

• The accuracy and relevance of the responses
was verified.

This process ensured that only relevant, accurate,
and clear question-answer pairs were retained, re-
sulting in a curated set of 9,552 high-quality QA
pairs. These pairs provide a robust foundation for
the Waste-Bench benchmark. Appendix A.1 pro-
vides a quantitative overview of the results.

Stage 4: Evaluation Procedure Previous meth-
ods like MM-VET(Yu et al., 2023) and SEED-
BENCH (Li et al., 2023) have used LLMs as judges
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"You are an intelligent chatbot designed for evaluating the correctness of AI assistant predictions for question-answer pairs. Your 

task is to compare the predicted answer with the ground-truth answer and determine if the predicted answer is correct or not. 

Here’s  how you can accomplish the task:  "------”,

    

INSTRUCTIONS: 

- Focus on the correctness and accuracy of the predicted answer with the ground truth.

- Consider predictions with less specific details as correct evaluation, unless such details are explicitly asked in the questi on.

Please evaluate the following question-answer pair:

Question: {question}, Ground truth correct Answer: {ground truth}, Predicted Answer: {predicted}

Provide your evaluation as a correct/incorrect prediction along with the score where the score is an integer value between 0 (fully 

wrong) and 5 (fully correct). The middle score provides the percentage of correctness.

Please generate the response in the form of a Python dictionary string with keys 'predicted', 'score', and 'reason', where th e value 

of 'predicted' is a string of 'correct' or 'incorrect', the value of 'score' is in INTEGER, not STRING, and value of 'reason'  should 

provide the reason behind the decision.

Only provide the Python dictionary string. For example, your response should look like this: {'predicted': 'correct', 'score' : 4.8, 

'reason': reason}."

Figure 4: Evaluation prompt used.

for open-ended QA benchmarks. We follow a simi-
lar approach, employing GPT-4 to evaluate the cor-
rectness of VLLM predictions against ground-truth
answers. VLLMs generate predictions based on
image-question pairs, which are then assessed by
GPT-4 through binary judgments, with reasoning
provided for each decision. The evaluation prompt
as given in Figure 4, used in our study was designed
to guide the LLMs in assessing the accuracy and
quality of the responses generated by VLLMs on
the Waste-Bench dataset. This prompt provided
the LLMs with specific instructions to compare
the model-generated answers with ground-truth an-
swers, make binary correctness judgments. The
prompt also emphasized the importance of provid-
ing reasoning for each evaluation, ensuring that
the judgments were not only accurate but also inter-
pretable and consistent. To ensure accuracy, two as-
sistants reviewed the evaluation results. To validate
the performance across all models, we observed a
high consistency between GPT-4 and human evalu-
ations, as given in Table 1 below.

GPT Human

Model CogVLM InstructBLIP InstructBLIP CogVLM
Performance 45% 59% 63% 46%

Table 1: Comparison of model performance between
GPT and Human evaluations across different models.

We used GPT-4 as the primary evaluator to en-
sure consistency and scalability. To validate this ap-
proach, a subset of responses was double-checked
by human reviewers, and their judgments showed
strong agreement with GPT-4. Nonetheless, GPT-4
is not a perfect oracle, and we report these results
with this limitation in mind.

4 Performance Evaluation on
Waste-Bench

Open-source and closed-source models were ex-
plored and selected for evaluation. In total, seven
models were evaluated. Among the open-source

models, five recent VLLMs were included: In-
structBLIP, LLaVA-1.6, CogVLM, Qwen-VL, and
MiniGPT-4. For closed-source models, GPT-4o
and Gemini-Pro were used. Our work focuses on
evaluating existing VLLMs to highlight their limi-
tations in cluttered environments. While VLLMs
are costly to train, our evaluation reveals key chal-
lenges, and future work will address issues like hal-
lucination and robustness for better performance in
complex tasks.

4.1 Main Experiments on Waste-Bench
All models were used in their pre-trained state to
ensure a fair comparison across different architec-
tures, detail given in in Appendix Table 6. Given
the diversity of the models employed, specific hy-
perparameter tuning was not performed for individ-
ual models; instead, the focus was on evaluating
their inherent capabilities. Each model was as-
sessed under consistent conditions, using a single
NVIDIA 24GB GPU to run the experiments, ensur-
ing uniformity in computational resources across
the tasks.

In Table 2, we present evaluation results for a di-
verse range of models, including five open-source
models, two closed-source models, and a human
upper bound, to provide a comprehensive bench-
mark. All evaluations were conducted according to
the official settings described in Appendix A.3 and
Table 6.

VLLMs perform poorly on the Waste-Bench
dataset, particularly in cluttered scenes with ir-
regularly shaped objects. Among the open-source
models, LLaVA-1.6 and InstructBLIP perform bet-
ter than Qwen-VL and MiniGPT-4. For exam-
ple, Gemini achieves 49.45% accuracy, whereas
MiniGPT-4 performs substantially worse under
these challenging conditions. GPT-4o achieves the
highest overall accuracy (around 57%), surpassing
all other models, although its absolute performance
remains modest for this dataset. GPT-4o also han-
dles cluttered scenes with irregularly shaped ob-
jects better than the other models, which suggests
a more sophisticated understanding of complex vi-
sual content.

Table 3 compares performance across waste-
classification tasks. GPT-4 performs well in most
categories, especially Counting (60.00) and Condi-
tion Evaluation (60.00), while MiniGPT-4 shows
weaker results, particularly in Single-Class Classifi-
cation (22.00). Gemini and LLaVA exhibit moder-
ate performance, with LLaVA strong in Condition
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Model Version LLM Accuracy (%)

GPT-4 (Achiam et al., 2023) GPT-4o Proprietary LLM 57.52
Gemini (Reid et al., 2024) Gemini-1.0 Pro Proprietary LLM 49.45
InstructBLIP (Dai et al., 2024) BLIP-2_Vicuna_Instruct Vicuna-7B 48.58
LLaVA (Liu et al., 2023b) LLaVA-1.6 Vicuna-7B 47.45
Qwen-VL (Bai et al., 2023) Qwen-VL-Chat Qwen-7B 41.30
CogVLM (Zheng et al., 2023) CogVLM-chat-v1.1 Vicuna-7B 41.58
MiniGPT-4 (Zhu et al., 2024) MiniGPT-4 Vicuna-7B 36.40

Human Upper Bound N/A N/A 81.20

Table 2: Evaluation results of VLLMs highlighting open-source and closed-source models. References are provided
inline for clarity.

Question Category GPT-4 Gemini InstructBLIP LLAVA Qwen-VL CogVLM MiniGPT-4
Single Class Classification 49.00 38.00 46.00 35.00 28.50 36.50 22.00
Multiclass Categorization 54.00 44.00 36.50 37.00 34.00 30.50 32.00
Counting 60.00 52.00 50.00 45.50 43.00 40.50 31.00
Color Diversity 42.00 35.00 39.00 48.00 38.00 27.50 30.00
Geometric Shape Analysis 55.00 49.00 44.00 41.50 45.50 39.00 36.50
Complex and Cluttered Environment 38.00 42.00 52.00 58.00 51.00 47.00 39.00
Condition Evaluation 60.00 57.00 48.50 49.50 38.00 33.00 35.00
Similarity Metric 53.50 47.00 38.50 56.00 44.50 50.50 29.00
Combined Classification and Counting 44.00 48.00 53.00 44.50 39.00 41.00 36.00

Table 3: Comparison of different models across question categories using weighted average scores, highlighting the
relative performance of open-source and closed-source models.

Evaluation (58.00). Values are rounded to whole
numbers for simplicity and clarity.

Using the accuracies in Table 3, we compute the
number of errors for each question category c as

errorsc = 952
(
1− accuracyc

100

)
,

where 952 is the number of questions in that
category. Summing the resulting counts over
the seven evaluated VLLMs gives: colour mis-
identification = 4194 (12.2%), single-class
slips = 4236 (12.3%), multiclass confusion =
4113 (12.0%), complex-scene reasoning = 3551
(10.3%), geometric-shape confusion = 3708
(10.8%), counting mismatches = 3599 (10.5%),
condition mis-classification = 3608 (10.5%), sim-
ilarity errors = 3627 (10.5%), and combined
class + count errors = 3756 (10.9%), for a grand
total of 34 391 errors.

5 Key Highlights and Qualitative Results

The evaluation of VLLMs on the Waste-Bench
benchmark reveals critical insights valuable for fu-
ture model development, focusing on model perfor-
mance under various conditions and highlighting
strengths and areas for improvement.

Real-World Waste Classification Challenges:
Models that perform well on simplified environ-
ments often struggle with the complexities of
Waste-Bench, particularly when it comes to count-
ing irregularly shaped objects or accurately iden-
tifying colors in cluttered scenes. For instance,
as illustrated in Figure 5, Q2, a model incorrectly
predicted the color of a plastic bag due to a col-
ored paper beneath it, highlighting challenges of
real-world waste classification, where objects are
frequently stacked or partially obscured to make it
difficult to predict. Models often struggle with cor-
rectly identifying colors in cluttered scenes due to
the lack of real-world complexity in their training
data. Enhancing training with diverse and realistic
samples could help improve their accuracy and ro-
bustness in complex environment.
Challenges in Rare Class Recognition: Models
often struggle to accurately recognize and classify
less frequent categories in cluttered scenes, partic-
ularly when objects are deformed. As seen in Q3,
models mislocate or miss the metal, highlighting
the need for improved training on diverse variety
of deformed object shapes in cluttered environment
which are often encountered in real world streams.
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Can you identify the types of waste
materials present in the image?

The types of waste materials present in the

image are paper, plastic,metal, glass, and 

organic waste.

The waste items in the image appear to be made

of various types of paper, possibly including

newspapers, magazines, receipts, or other
printed materials.

There are various types of waste materials 

present, including plastic bags, newspapers, and

other debris.

CogVLM

LLaVA The waste items are made of paper 

and cardboard. Instruct-BLIP

The waste items in the image are made

from newspaper and cardboard.

Qwen-VL

Yes,  I can identify the type of waste materials, 

which appear to be paper waste, plastic waste, 
and crumpled newspaper.

The materials used to make the waste items 

in the image are newspapers, paper scraps,

and some tape.

GPT-4o

What is the color of the plastic bag located
in the middle of the image?

The plastic bag in the middle of the image

is pink.

The middle plastic bag exists. The bag is

pink.

The plastic bag located in the middle of the

image is pink.

Gemini CogVLM

The color of the plastic bag located in

the middle of the image is white.
LLa VA The color of the plastic bag is green.Instruct-BLIP

The plastic bag located in the middle of

the image is pink.
Qwen-VL

MiniGPT-4The plastic bag located in the center of

the image is transparent.GPT-4o

Where is the metal can located in the
image?

In the upper left-hand corner.Gemini

  LLaVA

The can is on the floor.CogVLM

The metal can is located on the ground

in the image. The metal can is located on top of trash.

Qwen-VL

   GPT-4o

There is no existence of metal can in the

image.

There is no metal can in the image.The metal can is located near the top right

corner

of the image.

MiniGPT-4

Instruct-BLIP

Gemini

MiniGPT-4

Figure 5: Qualitative results illustrating models struggling with identifying shapes, colors, and recognizing rare
classes within cluttered scenes, indicating areas for further investigation and improvement.

Weak Classification in Cluttered Environments:
The responses in Question 1 highlight key chal-
lenges in accurate material identification, particu-
larly in scenes where objects are partially obscured.
For example, while some models like GPT-4o cor-
rectly identify a range of materials, others like
LLaVA and Qwen-VL struggled, with differenti-
ating between visually similar objects, leading to
incomplete or incorrect classifications. This incon-
sistency underscores the need for further refine-
ment of VLLMs to improve their robustness in
real-world applications, such as automated waste
management, where precise identification is criti-
cal. Further insights are given in Appendix A.4.
Potential Data Leakage: This is dataset which is
maintained by independent research group and can-
not be obtained by using web crawling techniques
which VLLMS use to curate their datasets.

6 Validation and Comparison Across
Other BenchMarks

The Table 4 compares the accuracy of various
VLLMs across various benchmarks. Notably, the
table illustrates the diverse challenges posed by
each benchmark, with Waste-Bench offering a
unique set of difficulties due to its focus on clut-
tered scenes with deformed objects. The perfor-
mance of models such as LLaVA, InstructBLIP,
and Qwen-VL shows a noticeable drop in accu-

Model MM-VET MV-Bench SEED-Bench Waste-Bench

GPT-4 – – – 57.50
Gemini – – – 49.40
InstructBLIP 69.90 51.00 61.70 48.60
LLaVA 46.60 53.00 66.70 47.40
Qwen-VL – 73.00 54.80 41.30
CogVLM – – – 41.60
MiniGPT-4 47.90 29.50 49.20 36.40

Human Upper Bound – – – 81.20

Table 4: Recognition accuracy of VLLMs across bench-
marks. Dashes (–) indicate results are not reported.

racy on Waste-Bench compared to SEED-Bench
and MV-Bench. This highlights the complexity of
real-world waste classification and underscores the
need to refine current models accordingly.

7 Conclusion

In this paper, we evaluated various VLLMs in com-
plex environments with deformed objects, reveal-
ing significant weaknesses in the identification of
shapes, colors, and locations. We introduced the
Waste-Bench benchmark, which features multiple
categories to enable a comprehensive validation of
these models. The Waste Bench benchmark pro-
vides a robust framework for assessing VLLMs
in challenging conditions, aiding in the develop-
ment of more resilient and accurate models for
real-world applications, like waste segregation and
autonomous waste management.

Limitations Our study, though comprehensive,
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has some limitations. The scope of our evaluation
was limited to a specific set of cluttered environ-
ments, which may not fully represent the variety
of real-world scenarios. In addition, the models
were tested under controlled conditions and their
performance in more dynamic and unpredictable
settings remains to be explored. We tested models
on a variety of questions to ensure robust testing
for our evaluation purposes, accuracy and score
were calculated and seemed sufficient, showcasing
the robustness of our approach. Incorporating ad-
ditional evaluation methods in future work could
provide a more complete understanding. Despite
these limitations, our findings offer valuable insight
and a strong foundation to advance research in this
area.
Ethics Statement We constructed this dataset
based on images given in the zwaste-f dataset
(Bashkirova et al., 2022). We constructed this data
set based on images provided in the Zerowaste-F
dataset (Bashkirova et al., 2022). This data set
includes various images of waste in cluttered envi-
ronments to simulate real-world conditions. Some
images contain identifiable objects, but we ensured
that no personal identification details are included.
When used properly, our image and annotation
dataset provides significant value for evaluating
waste classification models.
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A Appendix

A.1 Data Filtration

Table 5 presents an overview of the dataset statis-
tics, including the total number of images and
question-answer (Q/A) pairs. The dataset initially
contains 952 images and 11,424 Q/A pairs. How-
ever, approximately 20% of the Q/A pairs (1,904
pairs) were filtered out, leaving a total of 9,520 up-
dated Q/A pairs for further analysis. This filtration
process ensures that the data used for evaluation is
of higher quality and relevance to the task at hand
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Figure 6: Waste-Bench Overview. Left: Most frequent keywords in the answer set, Right: Frequency distribution of
question types.

Images Q/A Filtered Updated

952 11424 ~20% [1904] 9520

Table 5: Dataset Statistics: Overview of Total and Fil-
tered Question-Answer Pairs

Figure 7: Q/A generation from Caption

Two domain experts independently labelled a
simple random sample of 1,000 question–answer
pairs (seed = 42) with three nominal categories—
Correct, Minor-Error, and Major-Error—and inter-
rater reliability was assessed with Cohen’s κ, yield-
ing κ = 0.78 (95% CI [0.73–0.83]). The statistic
was computed with sklearn, and the confidence
interval was obtained from 1,000 stratified boot-
strap resamples. Following the Landis & Koch
(1977) interpretation, the entire interval lies in the

“substantial agreement” band (κ > 0.60).

A.2 WasteBench Insights

Figure A.1 provides two visualizations related to
the answers in the study. On the left, a word cloud
is displayed, representing the most common key-
words found in the responses. This visualization
highlights the frequency and prominence of key
terms, offering insights into the main themes and
concepts discussed in the answers. On the right, a
bar chart shows the distribution of question types,
providing an overview of the variety and balance of
questions posed during the study. Together, these
figures help to further understand the characteris-
tics of the responses and the types of questions that
were most prevalent in the dataset

A.3 Experimental Settings

As given in Table 6, all models were used in their
pre-trained state to ensure a fair comparison across
different architectures. Given the diversity of the
models employed, specific hyperparameter tuning
was not performed for individual models; instead,
the focus was on evaluating their inherent capabil-
ities. Each model was assessed under consistent
conditions, using a single NVIDIA 24GB GPU to
run the experiments, ensuring uniformity in com-
putational resources across the tasks.
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Model Architecture Context Length Evaluation Mode
GPT-4o closed-source 2,048 tokens zeroshot, pre-trained wts
GeminiPro1.5 closed-source 2,048 tokens Caption, QA tasks
GeminiPro1.0 Proprietary closed-source 2,048 tokens zeroshot, pre-trained wts
InstructBLIP BLIP-2_Vicuna_Instruct (Vicuna-7B) 2,048 tokens zeroshot, pre-trained wts
LLaVA LLaVA-1.6 (Vicuna-7B) 2,048 tokens zeroshot, pre-trained wts
Qwen-VL Qwen-VL-Chat (Qwen-7B) 2,048 tokens zeroshot, pre-trained wts
CogVLM CogVLM-chat-v1.1 (Vicuna-7B) 2,048 tokens zeroshot, pre-trained wts
MiniGPT-4 MiniGPT-4 (Vicuna-7B) 2,048 tokens zeroshot, pre-trained wts

Evaluation Process Details
Evaluation Method Models were evaluated on Waste-Bench tasks, including classification, counting,

color recognition, and other categories. GPT-4 evaluated model predictions.
Human Verification Two human evaluators verified model predictions, showing high consistency

with GPT-4 evaluations.
Decoding Settings Default decoding parameters were used for all VLMs (e.g., temperature, top-p,

max tokens), as provided by each implementation. No tuning was applied.
Interaction Protocol Single-turn inference only; no multi-turn interactions were allowed.
Error Handling Default safety mechanisms were employed to prevent out-of-memory errors

and ensure stable performance.

Table 6: Experimental Setup and Model Specifications.

A.4 Insights

Recognition and Counting Challenge: Models
generally struggle with recognizing and classifying
objects across all classes in cluttered environments.
As illustrated in Figure 8 , the models face signif-
icant challenges when dealing with complex and
cluttered environments, as shown by the incorrect
answers highlighted in red. However, we included
a case where the models performed better, such
as accurately identifying the dominant color in the
image, with few models providing the correct an-
swer. This contrast highlights that while models
can handle simpler tasks, like recognizing a dom-
inant color in scenarios with clear and singular
visual cues, they continue to struggle with more
complex tasks that require understanding spatial
relationships and object classification in cluttered
environments. Including this case emphasizes that
while there are areas where models show reason-
able performance, significant gaps remain in more
challenging real-world scenarios

However, the models struggle significantly when
dealing with more complex tasks, like identifying
the shape and size of objects or differentiating be-
tween similar materials in cluttered environments.
Despite clear instructions regarding the presence
of only one rigid plastic item, the responses
varied widely, highlighting ongoing challenges in

spatial reasoning and object recognition. These
inconsistencies emphasize that while models can
handle basic visual tasks, they falter when faced
with more intricate aspects of real-world scenes,
such as understanding object relationships or
accurately assessing size and material properties

A.5 Challenges with Noise, Enhanced
Lighting and Shaded Degradations

:
While not the main focus of our paper, we further

extended our evaluation to assess the models’ per-
formance across various degradations. Our experi-
ments revealed that introducing noise, shading, and
enhanced lighting conditions in the images exacer-
bates performance issues in the models, as shown
in Table 7. For instance, some models experience
a significant drop in accuracy when noise is intro-
duced, highlighting their vulnerability, while others
exhibit better noise-handling capabilities. These
findings underscore the importance of incorporat-
ing environmental factors into future model evalu-
ations. To ensure consistency in our experiments,
we applied fixed levels of degradation. Specifi-
cally, we used a gradient mask for shading with
an initial intensity of 0.7, a Gaussian noise with a
sigma value of 7, and a brightness factor of 1.2 for
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The dominant color of the cardboard is 
white.

What is the dominant color of the 
cardboard in the image?

The dominant color of the cardboard is white.

Brown

The dominant color of cardbaord is 
Brown .

The dominant color of the cardboard is white.

The dominant color of the cardboard in the 
image is white.

MiniGPT-4

MiniGPT-4

The rigid plastic item is a black rectangle,

The rigid plastic item is small and 
rectangular.

The rigid plastic  item is square.

It is difficult to determine the exact shape and 
size.

The rigid plastic item is described as small 
and thin.

The rigid plastic item in the image is rectangular 
in shape and appears to be relatively small in size.

What is the shape  and size of the rigid  
plastic item present in the image?

GPT-4o The dominant color of the cardboard in the image is 
brown.

GPT-4o
The rigid plastic item in the image is the black, 
elongated object that resembles footwear. It is 
approximately 10 inches in length.

LLaVA

Gemini

QWEN

InstructBLIP

CogVLMGemini

LLaVA

QWEN

CogVLM

InstructBLIP

Figure 8: Qualitative results illustrating models struggling with identifying shapes, colors, and recognizing rare
classes within cluttered scenes, indicating areas for further investigation and improvement.

enhanced lighting in the HSV color space. Evalu-
ating these natural degradations is crucial for un-
derstanding the robustness of models in real-world
scenarios, where ideal conditions are seldom guar-
anteed. By testing models under these challenging
conditions, we are able to identify vulnerabilities
and areas for improvement, ensuring that models
are better equipped to handle diverse and unpre-
dictable environments. This is also important in
considering the performance measure of VLLMs in
applications other than waste such as surveillance,
autonomous driving, and environmental monitor-
ing, where models need to be resilient to a wide
range of environmental factors and disruptions.

Model Normal Noisy Enhanced Shaded

Gpt-4o 57.52 57.04 57.40 56.90
GEMINI 49.45 48.48 48.65 48.20
I.BLIP 48.58 46.29 47.20 46.25
LLaVA 47.45 47.03 46.90 46.16
CogVLM 41.58 40.15 40.50 39.73
Qwen-VL 41.30 39.40 40.58 37.09
MiniGPT4 36.40 36.21 36.90 35.20

Table 7: Evaluation results of various Vision Large Lan-
guage Models (VLLMs) across different degradation
scenarios and accuracy metrics.
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Figure 9: Performance comparison of various Vision Large Language Models (VLLMs) under different degradation
scenarios. The chart illustrates how models like GPT-4, GEMINI, InstructBLIP, and others struggle with tasks
involving shape recognition, color identification, and classification of rare classes within cluttered scenes, particularly
under conditions of noise, enhanced lighting, and shading. This highlights the challenges VLLMs face in maintaining
accuracy and robustness when subjected to real-world visual distortions.

31021


