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Abstract

Frame-semantic parsing is a critical task in nat-
ural language understanding, yet the ability
of large language models (LLMs) to extract
frame-semantic arguments remains underex-
plored. This paper presents a comprehensive
evaluation of LLMs on frame-semantic argu-
ment identification, analyzing the impact of
input representation formats, model architec-
tures, and generalization to unseen and out-of-
domain samples. Our experiments, spanning
models from 0.5B to 72B parameters, reveal
that JSON-based representations significantly
enhance performance, and while larger models
generally perform better, smaller models can
achieve competitive results through fine-tuning.
We also introduce a novel approach to frame
identification leveraging predicted frame ele-
ments, achieving state-of-the-art performance
on ambiguous targets. Despite strong gener-
alization capabilities, our analysis finds that
LLMs still struggle with out-of-domain data.

1 Introduction

Frame-semantic parsing (Gildea and Jurafsky,
2002) is a fundamental task in natural language
understanding that involves identifying semantic
frames (Baker et al., 1998) and their associated
arguments within a sentence. This process is typi-
cally divided into three sub-tasks: target identifica-
tion (detecting words that evoke frames, e.g., began
in Figure 1), frame identification (determining the
specific frame evoked, e.g., ACTIVITY_START),
and argument identification (extracting frame ele-
ments, e.g., Time, Agent, and Activity).

Traditional approaches to frame-semantic pars-
ing have found success with supervised classifica-
tion models (Chakma et al., 2024). However, the
potential of large language models (LLMs) for this
task remains largely unexplored. Recent works (Su
et al., 2024; Cui and Swayamdipta, 2024) have
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In 431 B.C., Athens  began a war with Sparta.
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Figure 1: An example of frame-semantic annotations.

applied in-context learning with LLMs but found
their performance to be significantly weaker than
previous non-LLM methods.

In this work, we conduct a comprehensive
study1 on the effectiveness of LLMs for argu-
ment identification, evaluating key factors that
may influence performance, including input rep-
resentation formats, model architecture and scale,
and their generalizability to unseen and out-of-
domain samples. Our experiments span a di-
verse range of state-of-the-art LLMs, from 0.5B to
72B-parameter models, including both open-source
models (Qwen 2.5 (Qwen et al., 2025), Llama
3 (Meta, 2024), Phi-4 (Abdin et al., 2024), and
Deepseek V3 (DeepSeek-AI, 2025)) and closed-
source models (GPT-4o/4o-mini (OpenAI, 2024)).

Recent work (Devasier et al., 2024a) has ex-
plored unifying target identification and frame iden-
tification by applying a frame identification model
to candidate targets. We also expand on this idea
with a novel method for unifying frame identifi-
cation and argument identification by leveraging
predicted frame elements of candidate frames.

Our experiments on FrameNet 1.7 (Ruppenhofer
et al., 2016) reveal several important insights. First,
we confirm that LLMs struggle in in-context learn-
ing settings, reinforcing prior concerns about their
reliability for frame-semantic parsing. Second, we
demonstrate that the choice of input representa-
tion significantly impacts model performance, with
JSON-based formats showing superior results. Sur-
prisingly, we found that while model scale gener-

1Our training and evaluation code is available at https:
//github.com/idirlab/llm-frame-semantic-parser.
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ally correlates with better performance, smaller
models such as Qwen 2.5 (3B) outperform the
much larger Llama 3.3 (70B). We also applied our
findings to the Chinese FrameNet (Li et al., 2024)
dataset to evaluate the cross-lingual performance
of LLMs on argument identification. This resulted
in an improvement of +9% over the baseline from
CCL25 2 by using a fine-tuned Qwen2.5-7B. Fi-
nally, our proposed frame identification method
using predicted frame elements achieves strong
performance, particularly for ambiguous targets
(words which can evoke multiple frames), where it
surpasses the previous state-of-the-art by +1.2%.

We summarize our contributions as follows:
• We conducted a systematic evaluation of differ-

ent frame element representations for argument
identification with generative LLMs in English.

• We produced comprehensive benchmarks of dif-
ferent LLM architectures at varying scales, re-
sulting in a +3.9% F1 score improvement over
the previous best argument identification model.

• We developed a novel frame identification ap-
proach leveraging predicted frame elements on
candidate frames which achieves state-of-the-art
performance on ambiguous targets.

2 Background and Related Works

Frame-semantic parsing is the automatic extraction
of semantic frames and their elements. The task
is often applied to FrameNet (Ruppenhofer et al.,
2016), a large corpus of frame-semantic annota-
tions and definitions, and is typically separated into
three subtasks: target identification, frame identifi-
cation, and argument identification (also referred to
as frame-semantic role labeling). Target identifica-
tion is the process of identifying targets—instances
of predefined lexical units—in a sentence. Lex-
ical units are unique pairings of words and their
meaning, indicated in FrameNet using the word’s
lemma and part-of-speech (e.g., begin.v and war.n
in Figure 1) which are associated with a particu-
lar frame. Frame identification is the process of
identifying the frames evoked in a sentence (e.g.,
ACTIVITY_START and HOSTILE_ENCOUNTER),
often done by classifying the previously extracted
targets. Argument identification is the process of
extracting all frame elements of a particular frame
evoked in a sentence (e.g., Time, Agent, and Activ-
ity for the ACTIVITY_START frame).

2https://tianchi.aliyun.com/competition/
entrance/532338

Nearly all previous systems use classification
methods for argument identification (Chakma et al.,
2024). These approaches are primarily dominated
by BERT-like (Devlin et al., 2019) encoder mod-
els. Argument identification is often structured as
either a token or segment classification task (Su
et al., 2024; Zheng et al., 2023, 2022; Bastianelli
et al., 2020; Swayamdipta et al., 2017; Lin et al.,
2021) or a span identification task (Ai and Tu,
2024; Devasier et al., 2024b; Zheng et al., 2023;
Chen et al., 2021). Token/segment classification
approaches classify each token or sequence of to-
kens as one of the frame elements, whereas span
identification approaches identify the beginning
and end positions of each frame element. Two
previous studies on argument identification have
used in-context learning with a simple prompt on
Llama 2 (Su et al., 2024) and GPT-4 (Cui and
Swayamdipta, 2024), but observed very poor per-
formance. Cui and Swayamdipta (2024) also ex-
plored the use of LLMs for augmenting FrameNet
by generating new sentences. Another study on the
similar task of semantic role labeling also found a
performance reduction when using LLMs (Cheng
et al., 2024).

3 Methodology

3.1 Frame Element Representation Design

Previous research has shown that large language
models are sensitive to input formatting (Sclar et al.,
2023) and that different representations can result
in different model performance (Tam et al., 2024;
Gao et al., 2024; Macedo et al., 2024). To study
these effects on frame-semantics, we systemati-
cally evaluated multiple input-output representa-
tion formats to determine their impact on argument
identification performance.

For all input formats, we wrap the target word or
phrase in double asterisks, as shown in Table 1, to
explicitly mark the token that evokes the frame.
This marking helps focus the model’s attention
on the relevant part of the sentence when making
frame element predictions, ensuring that the model
identifies frame elements for the correct target.

We developed and tested four distinct represen-
tation formats. Table 1 provides examples of each
representation format. The Markdown format of-
fers a simple, human-readable approach where
frame elements are represented as a markdown
list. Each list item contains a frame element name
paired with its corresponding text span from the
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Representation Input Output

Markdown

Your **contribution** to
Goodwill will mean more

than you may know.

- Donor: Your
- Recipient: to Goodwill

XML Tags <Donor>Your</Donor> contribution
<Recipient>to Goodwill</Recipient> will
mean more than you may know.

JSON-Exist {“Donor": “Your", “Recipient": “to
Goodwill"}

JSON-All {“Donor": “Your", “Recipient": “to
Goodwill", “Theme": “", “Place": “", ...}

Table 1: Representation formats for the given input and outputs.

sentence. The XML Tags format uses XML-style
tags to wrap frame elements within the sentence
text. The tag names correspond to frame element
names, and provide argument labels and positional
information without ambiguity even if tokens iden-
tical to the frame elements appear elsewhere in the
same sentence.

We also developed two JSON-based formats.
The JSON-Exist format uses frame element names
as keys and their corresponding text spans from the
sentence as values. JSON-Exist, Markdown, and
XML Tags all only predict frame elements which
are present in the input sentence. The JSON-All
format provides an exhaustive representation dif-
ferent from previous representations that includes
all possible frame elements as keys, with empty
strings as values for elements not found in the sen-
tence. This format was designed to test whether
explicitly presenting all possible frame elements
might improve model performance.

3.2 Model Selection and Implementation

To ensure a comprehensive evaluation across the
current LLM landscape, we selected models vary-
ing in size, architecture, and accessibility. Our se-
lection criteria focused on three key dimensions. In
terms of model scale, we included models ranging
from 0.5B to 78B parameters, categorizing them
into small-scale (0-14B parameters) and large-scale
(14B+ parameters) groups to analyze the impact
of model size on performance. For architecture
diversity, we selected top-performing models from
the HuggingFace LLM leaderboard, with particu-
lar focus on Qwen 2.5 and Llama 3.2, which have
shown strong performance on various tasks.

We compared performance across different lev-
els of model accessibility, using both open-source

models (Qwen 2.5, Llama 3, and Phi-4) and closed-
source ones (GPT-4o and GPT-4o-mini). For
the open-source models, we implemented fine-
tuning using LoRA—low-rank adaptation (Hu
et al., 2021), with a rank of r=16 for all models ex-
cept Llama 3.3 and Qwen 2.5 (72B) where we used
r=32, according to best practices. This allowed us
to optimize model performance while maintaining
reasonable computational requirements.

For in-context learning experiments, we sample
all exemplar sentences defined within each frame’s
XML file, including both frame and frame element-
specific exemplar sentences. On average, this re-
sulted in 4.57 frame exemplars and 4.95 frame ele-
ment exemplars.

3.3 Evaluation
We began by testing each representation’s effec-
tiveness using controlled experiments with GPT-
4o-mini. Model performance was evaluated using
precision, recall, F1 score, and accuracy, all of
which required exact matches on frames and frame
elements and their arguments. To understand data
requirements and efficiency, we analyzed perfor-
mance with varying amounts of training data. We
also conducted extensive testing of model perfor-
mance on unseen frames, unseen frame elements,
and out-of-domain samples. Finally, we analyzed
the distribution of argument extraction performance
for each frame to gain a granular understanding.

4 Experiments

This section evaluates the performance of LLMs
on argument identification through several experi-
ments designed to address three primary research
questions: RQ1) How does the representation of
frame elements (FEs) impact performance? RQ2)
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Format P R F1 Acc

GPT-4o mini in-context learning
XML Tags 0.318 0.368 0.342 0.206
JSON-All 0.356 0.577 0.440 0.282
Markdown 0.376 0.554 0.448 0.289
JSON-Exist 0.416 0.543 0.471 0.308

Qwen 2.5-7B in-context learning
Markdown 0.330 0.253 0.287 0.167
XML Tags 0.302 0.288 0.295 0.173
JSON-All 0.302 0.499 0.376 0.232
JSON-Exist 0.339 0.490 0.401 0.251

Qwen 2.5-72B in-context learning
Markdown 0.330 0.400 0.362 0.221
XML Tags 0.383 0.487 0.429 0.273
JSON-All 0.377 0.635 0.473 0.310
JSON-Exist 0.418 0.616 0.498 0.332

Table 2: In-context learning performance using different
frame element representations.

How does model architecture and scale impact
performance? RQ3) Are LLMs better on out-of-
domain/unseen samples than non-LLM methods?

4.1 Dataset

We utilize the FrameNet 1.7 (Ruppenhofer
et al., 2016) dataset for our primary experiments.
FrameNet provides detailed definitions of seman-
tic frames and their elements, including partially-
annotated exemplar sentences for each frame and
a corpus of fully-annotated sentences (referred to
as “full-text annotations”). We only use the full-
text annotations—a set of documents where each
sentence is fully annotated for all of the evoked
frames and frame elements—for model training
due to their complete coverage of frame elements.

We use standard train/test splits from conven-
tions established in Swayamdipta et al. (2017) and
Das and Smith (2011). The training split consists of
3,353 sentences which evoke 19,391 frames with
34,219 frame elements, while the test split con-
tains 1,247 sentences evoking 6,714 frames and
11,302 frame elements. For out-of-domain evalu-
ation, we use the YAGS dataset (Hartmann et al.,
2017), which contains 2,093 test sentences evok-
ing 364 frames with 4,162 frame elements. YAGS
differs from FrameNet 1.7 largely due to its focus
on informal and user-generated content as opposed
to FrameNet’s high-quality texts.

4.2 Frame Element Representations (RQ1)

To answer RQ1, we evaluate different frame el-
ement (FE) representation approaches using in-
context learning with GPT-4o-mini. For each
frame, we include up to five annotated training
examples in the prompt, resulting in an average
of 4.6 examples per frame. We do not enforce
structured output or assume the LLM will produce
well-formed responses. Predictions that cannot be
parsed in their corresponding format (JSON, XML,
or Markdown) or contain misspelled or invalid
frame elements are considered incorrect predic-
tions. However, in practice, these errors were rare
and had minimal impact on overall performance.

All prompts for the evaluated models were de-
veloped without first testing them on any specific
model to avoid potentially biasing performance.
We also explored LLM-generated prompts in Ap-
pendix B.1, but found worse performance than our
manually created prompts.

Our experiments (Table 2) reveal JSON-Exist
achieves the best performance across model size
and family. While JSON-All consistently showed
higher recall, we attribute this to the simplified
cognitive load of outputting all possible frame el-
ements rather than selecting relevant ones. The
Qwen 2.5 family models tend to perform poorly
on the Markdown format, while the GPT-4o mini
model achieved performance on-par with JSON-
All. This indicates that GPT-4o mini likely places
larger importance on markdown-style pre-training
data than the Qwen 2.5 family models. XML Tags
consistently performed poorly, likely due to the
added difficulty of needing to positionally repre-
sent the tags within the sentence. This also suggests
that FrameNet’s full-text annotations—originally
in XML format—were likely not included in the
pretraining data of the LLMs, as their inclusion
would have likely led to better performance in our
experiments.

4.3 Model Selection and Evaluation (RQ2)

We evaluated the in-context learning performance
of a diverse set of LLMs using the prompt in List-
ing 1. The results of these models are shown in
Table 3. These experiments included several ex-
emplar sentences defined in each frame, with each
model receiving the exact same inputs. Because of
this, we include previous works which have also
used exemplar sentences, including strong base-
lines KID (Zheng et al., 2022), AGED (Zheng
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Model P R F1 Acc

In-context learning (no fine-tuning)
Llama 3.1-8B 0.199 0.331 0.249 0.142
Qwen 2.5-7B 0.338 0.392 0.401 0.251
Phi-4 0.390 0.534 0.451 0.291
GPT-4o-mini 0.416 0.543 0.471 0.308
Qwen 2.5-72B 0.418 0.616 0.498 0.332
Deepseek V3 0.466 0.665 0.548 0.377
GPT-4o 0.550 0.642 0.592 0.420

Supervised baselines
Lin et al. (2021) – – 0.721 –
KID 0.741 0.773 0.756 –
AGED* 0.757 0.776 0.767 –
Ai and Tu (2024)* 0.764 0.777 0.771 –
KAF-SPA* 0.819 0.807 0.813 –

Table 3: In-context learning performance of language
models compared to baselines. Models that use exem-
plar sentences in their training data are marked with *.

et al., 2023), and the state-of-the-art, Ai and Tu
(2024). KID utilizes two graphs to represent frame
semantic structures along with a GCN (graph con-
volutional network) (Kipf and Welling, 2017) to
encode the inputs; AGED jointly encodes a given
sentence and a frame and its frame elements and
uses a pretrained language model to map frame
element tokens to input spans; Ai and Tu (2024)
expands on the work of AGED by jointly model-
ing the interactions of each frame element together
instead of separately.

For fine-tuning, we experimented with Llama 3.2
(3B, 8B), Llama 3.3 (70B), Qwen 2.5 (0.5B-72B),
Phi-4 (14B), and GPT-4o-mini,3 as detailed in Ta-
ble 4. These models were fine-tuned exclusively
on the full-text annotations without exemplar sen-
tences. To maintain fairness, we exclude methods
that fine-tune using exemplars in Table 4; however,
these results are directly comparable with Table 3.

To assess the impact of instruction tuning, we
compared the base and instruction-tuned variants
of Qwen 2.5-7B. The instruction-tuned version per-
formed significantly worse (0.703 vs. 0.768 F1
score), leading us to prioritize base models.

Our results showed that Qwen 2.5 consistently
outperforms Llama 3 across all model sizes. Most
fine-tuned LLMs surpass previous state-of-the-art
approaches, with Qwen 2.5 (3B) notably outper-
forming the much larger Llama 3.3 (70B). Among
smaller-scale models, Phi-4 achieved the best per-
formance, while at the larger scale, Qwen 2.5 (72B)

3Due to high training costs, we did not fine-tune GPT-4o.

Model P R F1 Acc

Qwen 2.5-0.5B 0.716 0.682 0.699 0.537
Llama 3.2-3B 0.717 0.691 0.704 0.543
Llama 3.1-8B 0.736 0.711 0.724 0.567
Qwen 2.5-1.5B 0.748 0.719 0.733 0.579
Qwen 2.5-3B 0.765 0.740 0.752 0.603
Qwen 2.5-7B 0.769 0.754 0.762 0.615
GPT-4o-mini 0.774 0.762 0.768 0.624
Qwen 2.5-14B 0.782 0.772 0.777 0.635
Phi-4-14B 0.793 0.777 0.785 0.646

Llama 3.3-70B 0.748 0.738 0.743 0.591
Qwen 2.5-32B 0.792 0.787 0.789 0.652
Qwen 2.5-72B 0.798 0.790 0.794 0.658

Lin et al. (2021) – – 0.721 –
AGED 0.750 0.752 0.751 –
KAF-SPA 0.760 0.743 0.751 –
Ai and Tu (2024) 0.756 0.753 0.755 –

Table 4: Performance of models fine-tuned using the
JSON-Exist format. Models are grouped by size (0–14B
and 14B+), and sorted within each group by F1 score.
The performance of previous systems is shown at the
bottom.

Format P R F1 Acc

5 Most-FE 0.605 0.699 0.649 0.480
5 Diverse 0.648 0.708 0.677 0.511
5 Random 0.717 0.675 0.696 0.533

Full Dataset 0.774 0.762 0.768 0.624

Table 5: Performance of GPT-4o-mini fine-tuned on
different dataset subsets. “5 Most-FE” uses the five
samples of each frame with the most FE annotations,
“5 Diverse” selects five samples which maximize FE
diversity, and “5 Random” samples five at random. Full
dataset performance is shown for comparison.

outperformed all competitors, including the smaller
models. Notably, these two LLMs surpassed the
previous best-performing system Ai and Tu (2024)
by +3.0% and +3.9% F1 score, respectively.

4.4 Dataset Analysis

Fine-tune Data Subsampling To reduce the
costs associated with the high token count of the
full training dataset, we investigated whether strate-
gic subsampling could reduce training overhead
and cost while maintaining performance. We evalu-
ated three distinct approaches: selecting from each
frame up to five samples with the highest number
of frame elements (5 Most-FE), randomly selecting
up to five samples from each frame (5 Random),
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Training (%) P R F1 Acc

1% 0.551 0.471 0.508 0.340
5% 0.652 0.590 0.619 0.448

10% 0.728 0.652 0.688 0.524
25% 0.767 0.726 0.746 0.595
50% 0.778 0.753 0.766 0.620
75% 0.781 0.776 0.779 0.638
100% 0.793 0.777 0.785 0.646

Table 6: Performance of a fine-tuned Phi-4 model on
argument identification across increasing training data.

and selecting up to five samples from each frame
that maximize the number of distinct frame ele-
ments (5 Diverse). Each of these approaches utilize
approximately 15% of the original training dataset.

We performed this experiment by fine-tuning
Phi-4. The results of this experiment, presented in
Table 5, revealed an interesting trade-off. While
the diversity-focused and FE-rich sampling strate-
gies achieved higher recall, they resulted in lower
F1 scores and precision compared to random sam-
pling. This suggests that these targeted approaches
enhanced the model’s ability to identify a broader
range of FEs, but at the expense of precision on
commonly occurring FEs. Because each of these
approaches still fell significantly short of the full
dataset’s performance, we continue subsequent ex-
periments with the entire dataset.

Data Saturation Analysis We also examined
the relationship between training data volume and
LLM performance through systematic experimenta-
tion with different dataset sizes during fine-tuning.
Each smaller subset is fully contained within larger
ones to ensure consistency. We conducted this anal-
ysis using Phi-4, selected for its combination of
strong performance and smaller model size.

The results of this analysis are presented in Ta-
ble 6 and Figure 2 (in Appendix). The results show
a period of steady improvement from 1% to 25%
of the dataset, followed by more modest gains be-
yond the 50% mark. While the rate of average per-
formance improvement diminishes after utilizing
50% of the data, we observed two notable effects
when using the complete dataset: a reduction in the
inter-quartile range and improved performance on
frames the model previously struggled with. This
indicates that additional training data continues to
contribute to model robustness, even after average
performance metrics begin to plateau.

Model P R F1

GPT-4o 0.523 0.503 0.512
CCL25 Baseline* 0.557 0.566 0.562
Qwen 2.5-7B 0.668 0.637 0.652
Qwen 2.5-7B (EN+CN) 0.681 0.652 0.666

Table 7: Results on argument identification using gold
frames in Chinese FrameNet 2.1 development dataset.
*Our reproduced results of the CCL25 baseline.

4.5 Multilingual Applicability: Chinese

To investigate the multilingual applicability of our
approach, we evaluated LLM performance on Chi-
nese FrameNet 2.1 (Li et al., 2024). This dataset
presents unique challenges compared to its En-
glish counterpart, with significantly more complex
frame structures containing an average of 43 frame
elements per frame. Our experiments compared
three systems: (1) a BERT-based baseline provided
for the CCL25-Eval Task, 4 (2) GPT-4o with in-
context learning using the same prompting strategy
as our English experiments, and (3) LoRA fine-
tuned Qwen 2.5-7B on Chinese FrameNet training
data using our original English prompts. All mod-
els were evaluated on the Chinese FrameNet de-
velopment set, as the official evaluation set lacked
ground-truth frame annotations. The results of this
experiment are shown in Table 7.

While our fine-tuned Qwen 2.5-7B significantly
outperformed both baselines, the performance
gains were less pronounced than those observed
in our English experiments. This performance gap
likely stems from the increased structural complex-
ity of Chinese frames and potential cross-lingual
challenges when applying prompting strategies de-
veloped for English to Chinese data.

We also experimented with fine-tuning Qwen
2.5-7B on both English and Chinese to see if
the additional training samples can improve the
learned task representations of the LLM. This ap-
proach, labeled as (EN+CN) in Table 7, showed
slight performance improvements on the Chinese
FrameNet; however, we did not find similar perfor-
mance improvements on the English FrameNet test
set, which resulted in an F1 score of 0.741 (–2.1%
vs. only English).

4https://github.com/SXUNLP/
The-3nd-Chinese-Frame-Semantic-Parsing
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Format P R F1 Acc

All 0.793 0.777 0.785 0.646
Unseen Frame 0.725 0.691 0.708 0.548
Unseen FEs 0.560 0.477 0.515 0.347

Table 8: Performance of a fine-tuned Phi-4 model on un-
seen subsets. "Unseen Frame" indicates frames absent
from the training set; "Unseen FEs" refers to individual
frame elements not encountered during training.

4.6 Unseen and Out-of-domain Data (RQ3)

4.6.1 Unseen Sample Evaluation

We evaluate the ability of LLMs to identify frame
elements on unseen data in Table 8. We separate
unseen data into two categories, Unseen Frame and
Unseen FEs. These categories correspond to test
samples whose frames and frame-specific frame
elements are not seen in the training set, respec-
tively. For this experiment we use the previously
fine-tuned Phi-4 model.

Our analysis reveals a notable performance dis-
parity between the two categories of unseen data.
On unseen frames, where the entire frame is un-
seen in the training set, we observe a reduction in
performance of –7.7% F1 score compared to the
performance across the entire test set. This modest
degradation suggests that the model has developed
a robust general understanding of frame semantics
that transfers reasonably well to new frames.

However, on unseen frame elements, we observe
a substantially larger performance drop of –27.0%
F1 score. This significant degradation indicates a
fundamental challenge in generalizing to entirely
new frame elements. The disparity between these
two scenarios provides valuable insights into the
model’s learning dynamics: the model appears to
develop strong transferable knowledge using com-
mon frame element names which appear across
multiple frames, enabling it to maintain reasonable
performance even when encountering new frames
and their frame elements.

The stark performance difference with unseen
FEs can be attributed to a few factors. First, unseen
FEs are often highly specific to particular frames
and may represent more nuanced or specialized
semantic roles. Second, these elements typically
have fewer analogous examples in the training data,
limiting the model’s ability to learn generalizable
patterns. Third, the contextual cues for identifying
these specialized FEs may be more subtle or require

Model P R F1 Acc

GPT-4o 0.363 0.415 0.387 0.240
Phi-4 0.567 0.503 0.533 0.363

SEMAFOR – – 0.570 –

Table 9: Performance on out-of-domain argument iden-
tification using the YAGS test set. SEMAFOR results
are reported from Hartmann et al. (2017).

IFEval GPQA BBH MMLU-PRO MUSR

– 0.624 0.021 0.519 0.586 0.835

Table 10: Partial correlations of the argument identifica-
tion performance with five benchmarks.

domain-specific knowledge that the model hasn’t
adequately acquired during training.

4.6.2 Out-of-domain Evaluation

We also evaluate the performance of Phi-4 on out-
of-domain samples using the YAGS dataset (Hart-
mann et al., 2017). These results are presented in
Table 9. We include an in-context learning GPT-
4o implementation as a baseline along with SE-
MAFOR (Das et al., 2014). SEMAFOR is one
of the first frame-semantic parsing systems, and
the only other previous work which was evaluated
on the YAGS dataset; however, it is often outper-
formed by modern approaches. We found that
both LLM implementations performed quite poorly,
with GPT-4o achieving an F1 score of 0.387 and
Phi-4 achieving 0.533. Surprisingly, SEMAFOR
outperformed both of these.

We performed a qualitative assessment of the er-
rors of these models to understand their cause. We
observed that many FEs in the YAGS dataset are
not defined in FrameNet, which may explain much
of the performance drop. Additionally, the sen-
tences in YAGS tend to use poor grammar and often
use slang. Additionally, we found that Phi-4’s pre-
dictions were often more aligned with our human
judgments than the original annotations, hinting at
a possibility of data quality issues in YAGS (further
discussed in Appendix B.3). While its performance
is also poor, we believe SEMAFOR performs bet-
ter on this task because it is designed to identify
probable spans of arguments before attaching role
labels to each span.
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Model All Ambiguous

Phi-4 0.375 0.262
Phi-4cand without LF 0.882 0.862
Phi-4cand with LF 0.894 0.862

KAF-SPA 0.912 0.776
KGFI 0.924 0.844
CoFFTEA 0.926 0.850

Table 11: Frame identification accuracy using FE predic-
tions. Results are shown for all targets and ambiguous
targets. LF refers to lexicon filtering.

4.7 Benchmark Correlation Analysis

Finally, we aim to understand what makes partic-
ular LLMs better than others on argument iden-
tification. To do this, we analyze the correlation
between frame-semantic parsing and several com-
mon benchmarks for each LLM. For this experi-
ment, we focus on the IFEVal (Zhou et al., 2023),
BBH (Suzgun et al., 2022), GPQA (Rein et al.,
2023), MUSR (Sprague et al., 2024), and MMLU-
PRO (Wang et al., 2024) benchmarks. We compute
partial correlations (Table 10) between each bench-
mark and the F1 score on argument identification,
with model size as a confounding variable.

Our results indicate that MUSR has the strongest
positive correlation with frame-semantic parsing
performance. Given that MUSR is designed to
assess multistep reasoning, this suggests that mod-
els excelling in structured reasoning tasks also
tend to perform well in frame-semantic parsing.
Interestingly, we observe a negative correlation
with IFEval, which evaluates an LLM’s instruction-
following capabilities. This suggests a potential
trade-off between adherence to instructions and
general problem-solving ability. This aligns with
our earlier findings (Section 4.3) that instruction-
tuned models underperform their base versions on
frame-semantic parsing.

4.8 Frame Identification

Devasier et al. (2024a) previously explored uni-
fying the target and frame identification steps by
filtering candidate targets using a frame identifi-
cation model. To build upon this idea towards a
single-step frame-semantic parsing method, we ex-
plore using predicted frame elements to perform
frame identification. We approach this by making
the critical assumption that if the model predicts
frame elements for a given frame, then that frame
must be evoked in the sentence. We use the same

instructions as before, but we apply this to each can-
didate frame for a particular target instead of just
the ground truth frame. We select candidate frames
using lexicon filtering (Hartmann et al., 2017).

In Table 11 we compared this method with state-
of-the-art approaches not using exemplar sentences,
including KGFI (Su et al., 2021), CoFFTEA (An
et al., 2023), and KAF-SPA (Zhang et al., 2023).
KGFI uses GCN-based and BERT-based encoders
to improve frame representations, COFFTEA uses
a two-stage training process to improve learned
representations from a dual-encoder pretrained lan-
guage model (PLM), and KAF-SPA encodes frame
information extracted from an end-to-end memory
network into an encoder-decoder PLM. We used
the previously fine-tuned Phi-4 model for this ex-
periment for the same reason as previous exper-
iments. We found that directly using the model
performed poorly due to the model being biased
during training to assume the ground-truth frame is
always given. To address this, we fine-tuned Phi-4
using candidate frames (Phi-4cand) from the train-
ing set. For incorrect candidate frames, we train
the model to predict an empty JSON object.

Sometimes frame elements are predicted for mul-
tiple candidate frames. To solve this, we randomly
select one of the frames to be used as the prediction.
We explored other methods of frame disambigua-
tion, such as selecting the one with the most frame
elements, only selecting the first frame, or utilizing
a second LLM step as a tie-breaker; however, none
of these were effective. This frame identification
method shows strong performance, particularly on
ambiguous targets—targets with more than one
possible frame—where it achieved an accuracy of
0.862, higher than any previous approach. Apply-
ing lexicon filtering on unambiguous targets, as
is common among previous approaches, further
increases overall accuracy to 89.4%.

5 Conclusion

This work presents a comprehensive evaluation of
large language models for frame-semantic parsing,
with a particular focus on argument identification.
Our systematic analysis reveals several important
insights about the capabilities and limitations of
LLMs in this domain. While LLMs demonstrate
poor performance in zero-shot and few-shot set-
tings, fine-tuned models achieve state-of-the-art
results, with Qwen 2.5 (72B) surpassing previ-
ous approaches by a significant margin (+3.9% F1
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score). Different model families, namely Llama 3
and Qwen 2.5, show significantly different perfor-
mance, with Qwen consistently outperforming with
the same number of parameters. We believe the
consistent performance improvements likely stem
from the increased (18T vs 15T tokens) and more
diversified pretraining and structured data-focused
post-training in Qwen 2.5.

Our investigation into input representations
demonstrates that LLMs are sensitive to specific
input and output formats, with JSON formats
achieving superior performance for argument iden-
tification. Our correlation analysis between ar-
gument identification performance and common
LLM benchmarks reveals that models excelling
in multi-step reasoning (as measured by MUSR)
tend to perform better at argument identification,
while instruction-following capabilities (measured
by IFEval) show a negative correlation. Our cross-
lingual analysis on Chinese FrameNet 2.1 shows
that these performance improvements hold in cross-
lingual settings. Furthermore, combining English
and Chinese training data improved performance
on Chinese argument identification by +1.4% F1.

Our results also highlight significant challenges.
The substantial performance degradation on un-
seen frame elements (–27.0% F1 score) and out-
of-domain data indicates that current LLM ap-
proaches, despite their improvements over previ-
ous methods, struggle with generalization. This
limitation suggests that frame-semantic knowledge
may not be sufficiently encoded, and that additional
strategies may be needed to enhance model robust-
ness across diverse contexts.

Finally, our novel approach to frame identifica-
tion using predicted frame elements of candidate
frames shows promising results, particularly for
ambiguous targets, where it achieves state-of-the-
art performance. This suggests that integrating
frame element predictions into the frame identifica-
tion process could be a valuable direction for future
research in further improving frame identification
models and in unifying frame-semantic parsing.

Limitations

Several methodological constraints impacted the
scope and comprehensiveness of our analysis. Due
to the substantial computational costs associated
with fine-tuning large language models, we were
unable to explore fine-tuning on certain high-
performing models such as GPT-4o and GPT-4.

These models may achieve stronger results than
those demonstrated in our current analysis.

Our analysis did not include any newer
thinking/reasoning-focused models, e.g.,
Qwen3 (Yang et al., 2025). These models
appear to be very capable and would likely have
significantly improved performance. Future
work is needed to analyze their capabilities on
frame-semantic parsing.

Our experimental design relied on sequential
parameter optimization to manage computational
requirements. While this approach was practical,
it introduces the possibility that certain combina-
tions of parameters could yield unexpected results.
For instance, XML representations might poten-
tially outperform JSON embeddings when paired
with 14B parameter models or applied to frame
identification tasks. However, exploring these com-
binations was beyond the computational resources
available for this study.

The scope of our experiment on Chinese
FrameNet was limited to fine-tuning a single model
using our findings from the English dataset. As a
result, our findings may not hold for all input repre-
sentations and models. Furthermore, our prompts
were cross-lingual and were not written in Chinese,
so the effects of fully Chinese instructions are not
studied. Previous work (Huang et al., 2023; Dey
et al., 2024) on the performance difference between
English and native language prompting is not fully
conclusive, but performance is often shown to be
similar or better when prompted in English.

Our current method of handling multiple frames
for frame identification with predicted frame ele-
ments requires refinement. The randomized pre-
diction approach will lead to inconsistent outputs.
Additionally, our implementation used a fixed ran-
dom seed of 0 for reproducibility, but we did not
explore the potential impact of different random
seeds on accuracy. Future work should explore
better methods for frame disambiguation.

Finally, our benchmark correlation analysis con-
sidered only model size as a confounding variable.
This approach may not account for other signifi-
cant factors that could influence the relationship be-
tween benchmark performance and frame-semantic
parsing capabilities, such as pretraining data size
and types of data. A more comprehensive analy-
sis of confounding variables would provide deeper
insights into these relationships, though this was
outside the scope of this work.
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Ethics Statement

This study explores the use of large language mod-
els (LLMs) for frame semantic parsing using the
FrameNet dataset, a publicly available, expert-
annotated linguistic resource intended for research.
All experiments are conducted within the dataset’s
intended use and contain no private or sensitive
information. The study involves no human sub-
jects or personal data and is therefore exempt from
formal IRB approval. Nonetheless, we adhere
to responsible research practices and will release
code and results to support transparency and repro-
ducibility. The underlying language models used
may reflect biases from their pretraining data.
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A Reproducibility

To fine-tune the models in this work, we used three
different systems. For the small models, (0.5-7B pa-
rameters) we experimented with training and eval-
uation on a system with 1× Nvidia RTX 4070 and
another system with 1× Nvidia A100 40GB. For
medium-sized models (14-32B parameters), we
only experimented with the system with 1× Nvidia
A100 40GB. For large models (70B+ parameters),
we used a third system with 1× Nvidia H100 80GB.
Some portions of our code were developed with
the assistance of GitHub Copilot.

The use agreement for FrameNet does not al-
low sharing of the original data. Access to the
FrameNet data can be requested on https://
framenet.icsi.berkeley.edu/.

Each of our experiments is done with a single
run. To minimize variation, each model is trained
and inferenced on the same initial random seed
with the data shuffled using the same random seed
as well. We attempted to check the variation in
predictions using Phi-4, but found zero difference
between the two separate inference runs on the
test dataset. For in-context learning methods, we
also set temperature to 0 to minimize variation in
predictions.

A.1 LLM Prompts

Listing 1: Sample prompt used for in-context learning.
### Task :
You a r e g i v e n a s e n t e n c e and a f rame w i th i t s

a s s o c i a t e d f rame e l e m e n t s and somet imes
examples . Your t a s k i s t o l a b e l t h e f rame
e l e m e n t s i n t h e s e n t e n c e u s i n g JSON . Keys
s h o u l d on ly be one o f t h e d e f i n e d f rame
e l e m e n t s . Do n o t make up your own frame
e l e men t s , and do n o t remove or change t h e i n p u t

i n any way . I d e n t i f y t h e f rame e l e m e n t s based
on t h e h i g h l i g h t e d t a r g e t word .

### Frame I n f o r m a t i o n :
Frame Name : Awareness
Frame D e f i n i t i o n : A C o g n i z e r has a p i e c e o f C o n t e n t

i n t h e i r model o f t h e wor ld . . . . [ o m i t t e d f o r
b r e v i t y ] . . .

Examples :
− Your bos s i s aware o f your commitment . −> {"

C o g n i z e r " : " Your bos s " , . . . }
. . . [ o m i t t e d ] . . .

Frame Elemen t s :
C o g n i z e r ( Core ) : The C o g n i z e r i s t h e p e r s o n whose

a w a r e n e s s o f phenomena i s a t q u e s t i o n .
− Your bos s i s ** aware ** of your commitment . −> {"

C o g n i z e r " : " Your bos s "}
. . . [ o m i t t e d ] . . .

E x p l a n a t i o n ( Ex t ra − Themat ic ) : The r e a s o n why or how
i t came t o be t h a t t h e C o g n i z e r has a w a r e n e s s
o f t h e Topic o r C o n t e n t .

### Notes :
− R e t u r n t h e t a g g e d s e n t e n c e i n a ``` j s o n ``` code

b l o c k .
− T e x t s must n o t o v e r l a p .
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Listing 2: Sample input for fine-tuning.
{

" r o l e " : " sys tem " ,
" c o n t e n t " : "### Task :
You a r e g i v e n a s e n t e n c e and a f rame wi th i t s

a s s o c i a t e d f rame e l e m e n t s and somet imes
examples . Your t a s k i s t o l a b e l t h e f rame
e l e m e n t s i n t h e s e n t e n c e u s i n g JSON . Keys
s h o u l d on ly be one o f t h e d e f i n e d f rame
e l e m e n t s . Do n o t make up your own frame
e l e men t s , and do n o t remove or change t h e
i n p u t i n any way . I d e n t i f y t h e f rame e l e m e n t s

based on t h e h i g h l i g h t e d t a r g e t word .

### Notes :
− R e t u r n t h e t a g g e d s e n t e n c e i n a ``` j s o n ``` code

b l o c k .
− T e x t s must n o t o v e r l a p . "

} ,
{

" r o l e " : " u s e r " ,
" c o n t e n t " : "### Frame I n f o r m a t i o n
Frame Name : Law
Frame D e f i n i t i o n : A Law r e g u l a t e s a c t i v i t i e s o r

s t a t e s o f a f f a i r s w i t h i n a J u r i s d i c t i o n ,
d i c t a t i n g . . . [ o m i t t e d f o r b r e v i t y ] . . .

Frame Elemen t s :
Law ( Core ) : Th i s FE i d e n t i f i e s t h e r u l e d e s i g n e d

t o g u i d e . . . [ o m i t t e d ]
. . . [ o m i t t e d ]

### I n p u t :
S i n c e t h e e a r l y 1990 s , China has improved i t s

e x p o r t c o n t r o l s , i n c l u d i n g t h e p r o m u l g a t i o n
o f ** r e g u l a t i o n s ** on n u c l e a r and n u c l e a r
d u a l − use e x p o r t s and has p l e d g e d t o h a l t
e x p o r t s o f n u c l e a r t e c h n o l o g y t o un −
s a f e g u a r d e d f a c i l i t i e s . "

} ,
{

" r o l e " : " a s s i s t a n t " ,
" c o n t e n t " : "### Outpu t :
``` j s o n { ' Law ' : ' r e g u l a t i o n s ' , ' Fo rb idden ' : ' on

n u c l e a r and n u c l e a r d u a l − use e x p o r t s '} ```"
}

B Additional Experiments

B.1 Generating LLM Instructions

To validate our instruction creation process, we
conducted a comparative study using instructions
generated by GPT-4o. The automated approach in-
cluded all frame-specific information and examples
to allow flexibility in prompt generation. Despite
being similar to our manual instructions (ROUGE-
1/L score: 0.59/0.36), the automated instructions re-
sulted in significantly lower performance (F1 score:
0.225 vs. 0.471). We found that this was primarily
due to the LLM predicting frame elements that do
not exist, leading us to proceed with our manually-
crafted instructions for subsequent experiments.

B.2 Data Saturation Analysis

We also include a visual presentation (Figure 2) of
the improvements in argument identification with
increasing portions of training data, as described in
Section 4.4.

Figure 2: Per-frame argument identification perfor-
mance distribution for different training dataset sizes.

B.3 YAGS Quality Assessment
We found several labels which we disagree with
among a small random sample of Phi-4’s predic-
tions compared with the original annotations. We
show two of these examples in Table 12.
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Sentence YAGS Annotation Our Annotation

i feel that the pagan and
wican be a lose people in
**need** of a savior .

{’Dependent’: ’at the pagan and wican
be a lose people’,
’Requirement’: ’at the pagan and wican
be a lose people in need of a savior’}

{’Cognizer’: ’the pagan and wican’,
’Requirement’: ’of a savior’}

how do u **get** rid of
or cover up razor burn ?

{’Entity’: ’u’} {’Entity’: ’u’,
’Final_quality’: ’rid of or cover up
razor burn’}

Table 12: Examples of disagreements in our annotations compared to YAGS which may contribute to low
performance. The first row evokes the NEEDING frame and the second evokes the BECOMING frame.
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