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Abstract

Taxonomies play a crucial role in helping re-
searchers structure and navigate knowledge in
a hierarchical manner. They also form an im-
portant part in the creation of comprehensive
literature surveys. The existing approaches
to automatic survey generation do not com-
pare the structure of the generated surveys with
those written by human experts. To address this
gap, we present our own method for automated
taxonomy creation that can bridge the gap
between human-generated and automatically-
created taxonomies. For this purpose, we cre-
ate the CS-TAXOBENCH benchmark which
consists of 460 taxonomies that have been
extracted from human-written survey papers.
We also include an additional test set of 80
taxonomies curated from conference survey
papers. We propose TAXOALIGN, a three-
phase topic-based instruction-guided method
for scholarly taxonomy generation. Addition-
ally, we propose a stringent automated evalu-
ation framework that measures the structural
alignment and semantic coherence of automat-
ically generated taxonomies in comparison to
those created by human experts. We evalu-
ate our method and various baselines on CS-
TAXOBENCH, using both automated evaluation
metrics and human evaluation studies. The
results show that TAXOALIGN consistently
surpasses the baselines on nearly all metrics.
The code and data can be found at https:
//github.com/AvisheklLahiri/TaxoAlign.

1 Introduction

In scientific research, a taxonomy is constructed
around a well-defined topic to integrate rele-
vant research findings under a unified framework,
thereby facilitating deeper understanding among
researchers and industry practitioners alike. In the
general domain, taxonomies have been proven to be
useful tools (Wang et al., 2017), which exhibit the
capability of enhancing the performance of various
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Figure 1: Schematic representation of TAXOALIGN: (1)
Knowledge Slice Creation (2) Taxonomy Verbalization
(3) Taxonomy Refinement

Natural Language Processing (NLP) and Informa-
tion Retrieval (IR) tasks such as question answering
(Harabagiu et al., 2003; Yang et al., 2017), textual
entailment (Geffet and Dagan, 2005), personalized
recommendation (Zhang et al., 2014), query un-
derstanding (Hua et al., 2017), information extrac-
tion (Hou et al., 2019; Sahinug et al., 2024) and
knowledge graph construction (Hou et al., 2021;
Mondal et al., 2021). Taxonomies have also found
a place in real-world deployment applications such
as biomedical systems (Kohler et al., 2013), infor-
mation management (Nickerson et al., 2013) and
e-commerce (Aanen et al., 2015; Mao et al., 2020).

In this paper, we conceptualize the task of auto-
mated scholarly taxonomy generation. When given
the taxonomy topic and a set of related reference
papers, the task for the model is to reason over this
large set of reference documents and generate a tax-
onomy tree that is both concise and provides maxi-
mal coverage of the reference documents. Automat-
ing this process reduces the time, effort, and energy
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Gold Standard Taxonomy

Human Image Generation: A Comprehensive Survey
|-- DATA-DRIVEN METHODS ON HUMAN IMAGE GENERATION
| |-- Method Taxonomy Based on Fundamental Models
| |-- Method Taxonomy Based on Task Settings
| +-- Main Components in Data-Driven Methods
|-- HYBRID METHODS
|-- KNOWLEDGE-GUIDED METHODS ON
| | HUMAN IMAGE GENERATION
| |- Fundamental Models of Knowledge-Guided Methods
| |-~ Pixel Warping Pipeline
| +-- Virtual Rendering Pipeline
|-- APPLICATIONS
+-- DATASETS AND EVALUATION METRICS

|-- Human Image Generation Datasets

|-- Human Image Generation Evaluation Metrics

+-- Qualitative and Quantitative Comparison
of Representative Methods

Generated Taxonomy

Human Image Generation: A Comprehensive Survey
|-- DATA TYPES USED FOR TRAINING
| |-- Synthetic Data Only
| |-- Real Data Only
| |-- Synthetic and Real Data
|-- TECHNIQUES FOR HUMAN IMAGE GENERATION
| |-- Pose Transfer Methods
| |-- Image-Based Virtual Try-On
| |-- 3D Human Reconstruction
| |-- Generative Adversarial Networks (GANs)
| |-~ Diffusion Models
| +-- Neural Radiance Fields (NeRF)
|-- APPLICATIONS OF HUMAN IMAGE GENERATION
| |-~ Virtual Fitting
| |-- Digital Humans
| |-~ Fashion Design
| |-- Video Animation
| +-- Augmented Reality
+-- EVALUATION METRICS AND DATASETS
|-- Market 1501 Dataset
|-- DeepFashion Dataset
+-- THuman Dataset

Figure 2: A comparison of a gold standard taxonomy tree and a generated taxonomy tree using TAXOALIGN
for the topic "Human Image Generation: A Comprehensive Survey". The generated taxonomy shown here uses
Mistral-7B-Instruct-v0.3 for creation of knowledge slices and Llama-3.1-Tiilu-3-8B for the taxonomy verbalization
component and GPT-4o0-mini for refining the generated taxonomy.

researchers spend organizing research within a spe-
cific topic.

While Large Language Models (LLMs) are in-
creasingly applied across a wide range of tasks,
they face notable challenges in understanding and
performing domain-specific tasks (Li et al., 2024;
Cai et al., 2025). Additionally, their reasoning over
long contexts is limited by constraints in context
window size (Liu et al., 2024). In our initial pilot
study, we observed that prompting LLMs could
generate some topic-related sub-topics, but they
were not remotely aligned to the human-written tax-
onomy. For example, “3D Models and Mapping”,
“Generative Adversarial Network” and “Data and
Annotation” were the first-level nodes/sub-topics
that were generated by Tiilu3 (Lambert et al., 2025)
for the topic “Human Image Generation: A Com-
prehensive Survey” when supplied with all the sum-
maries of the cited documents. In general, the
generated nodes were distantly relevant to the topic
but were not at close to the human-written ones as
shown in Figure 2 (left).

Recent prior work has focused extensively on
the end-to-end automated creation of survey pa-
pers (Wang et al., 2024; Liang et al., 2025; Yan
et al., 2025; Kang and Xiong, 2025). In contrast,
scholarly taxonomy generation remains a relatively
unexplored area, with no well-articulated open-
source data resources currently available for this

task. Moreover, prior work does not compare the
structure of generated surveys with those authored
by human experts. There is also a lack of an eval-
uation framework capable of assessing both the
structural similarity and semantic coherence be-
tween automatically generated and human-written
taxonomy trees.

To address this gap, we curate and release CS-
TAXOBENCH, a comprehensive benchmark that is
designed for the task of scholarly taxonomy gener-
ation (Section 3). Our benchmark consists of 460
human-written taxonomies (accompanied by their
corresponding reference papers) that have been ex-
tracted from survey articles published in Computer
Science journals in 2020 — 2024. We also curate
an additional test set made up of 80 taxonomies
extracted from conference survey papers.

We further develop TAXOALIGN, our own in-
tuitive LLM-based pipeline for generating tax-
onomies (Section 4). TAXOALIGN consists of three
parts: Knowledge Slice Creation, Taxonomy Ver-
balization and Taxonomy Refinement. We compare
our method with a range of baselines to show the
effectiveness of our method. Figure 1 demonstrates
our proposed framework, while Figure 2 (right)
shows an example of a taxonomy generated using
TAXOALIGN.

Finally, we present an automated evaluation
framework for the comparison of taxonomy-tree
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structures (Section 5). For this purpose, we de-
velop two metrics of our own — the average de-
gree score metric to judge structural similarity
and the level-order traversal comparison metric
to judge semantic similarity. In addition, we
adopt soft recall and entity recall metrics, orig-
inally proposed for evaluating outline genera-
tion, to assess the quality of the generated tax-
onomies (Frianti and Mariescu-Istodor, 2023; Shao
et al., 2024; Kang and Xiong, 2025). We also
employ LLM-as-a-judge for qualitative evalua-
tion. TAXOALIGN outperforms all baselines across
nearly all metrics, including human evaluation.
To facilitate future research, we make our code
and dataset publicly available at https://github.
com/AvishekLahiri/TaxoAlign.

2 Related Work

Taxonomy Construction. Taxonomy learning
has been attempted in NLP through the decades
by captalizing on the semantic relations in text
(Hearst, 1992; Pantel and Pennacchiotti, 2006;
Suchanek et al., 2006; Ponzetto and Strube, 2011;
Rios-Alvarado et al., 2013; Dietz et al., 2012; Liu
etal., 2012; Diederich and Balke, 2007; Wang et al.,
2010; Kang et al., 2016; Kozareva and Hovy, 2010;
Velardi et al., 2013). Recent approaches such as
HiGTL (Hu et al., 2025) and the method of Martel
and Zouaq (2021) introduce graph- and clustering-
based techniques for taxonomy learning. Most
of these methods use pattern-based or clustering-
based methods, whereas TAXOALIGN leverages
the power of LLMs to construct taxonomies in the
scientific domain.

Scientific Survey Generation and Knowledge
Synthesis. Recently, there has been some inter-
est among researchers to generate surveys from
a corpus of research papers. AutoSurvey (Wang
et al., 2024), SURVEYX (Liang et al., 2025), Re-
searchArena (Kang and Xiong, 2025), Qwen-long
(Lai et al., 2024) and SURVEYFORGE (Yan et al.,
2025) are some of the prominent techniques pro-
posed for this task. In literature-based knowledge
synthesis, LLMs have been used to generate sci-
entific leaderboards (Sahinug et al., 2024; Tim-
mer et al., 2025), literature review tables (New-
man et al., 2024), or to synthesize biomedical evi-
dence in the format of forest plots (Pronesti et al.,
2025a,b). Our work focuses on scientific survey
taxonomy generation and contributes to the broader
agenda of Al for Science (Eger et al., 2025).

3 CS-TAXOBENCH

3.1 Overview

In graph theory, a tree is defined as an undirected
connected graph with no cycles. A taxonomy tree
T is a tree in which the root represents the taxon-
omy topic and the child nodes represent sub-topics
and grandchild nodes represent more fine-grained
topics. Survey papers typically propose a taxon-
omy which is expanded upon in the sections and
sub-sections of the paper. Therefore, in most cases,
the structure of the paper closely mirrors the nodes
and connections in the taxonomy tree. We leverage
this pattern to extract scholarly taxonomies, using
our taxonomy extraction module to first derive out-
lines from survey papers and then analyze them to
construct the final taxonomy.

3.2 Desiderata

We list out the desiderata we used for selecting
taxonomies for inclusion in our benchmark dataset.
Our overall goal was to ensure that the selected
taxonomies are of high-quality with a logical flow
and each node is grounded in a set of reference
papers. We decide on the following desiderata for
curating our dataset: (1) each taxonomy should be
based on a specific research topic, and the taxon-
omy should provide optimal coverage of the given
topic; (2) the taxonomies should be human-made,
i.e., they should not be generated artificially; (3)
the taxonomy trees should be multi-layered, i.e.,
they should have at least two levels.

3.3 Automated Taxonomy Extraction

Data Source Selection: Survey papers form a
rich resource for taxonomies in scientific literature.
Therefore, we select survey papers as our primary
source of data. To mitigate the risk of data contam-
ination while ensuring that the papers in consider-
ation are of high quality, we select survey papers
from “ACM Computing Surveys” (ACM CSUR),
which is a highly reputed journal in the field of
Computer Science research with an Impact Factor
of 23.8.! This is one of the top venues in Computer
Science that publishes survey papers relating to the
areas of computing research and practice.
Research Paper Selection: We select a time
frame of five years between 2020 to 2024 for the
purpose of the creation of our dataset. A total of
1,165 papers were accepted in ACM CSUR during
this period, of which 325 are open-access and 285

"https://dl.acm.org/journal/csur
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Figure 3: An overview of the pipeline for the curation of our dataset.

have copies available on arXiv.> Due to licensing
restrictions, we include only the open-access and
arXiv articles in our study.

Filtering: We use Docling (Team, 2024) to ex-
tract text from the research paper PDFs. Since
arXiv papers are not always in a consistent format,
we remove those with noisy layouts or Docling
parsing errors. After filtering, 499 papers remain.

Reference Paper Matching: We retrieve the ab-
stracts of the reference papers by parsing data from
Semantic Scholar®, which hosts approximately 214
million research documents. If fewer than 50% of
a survey paper’s references are available on Seman-
tic Scholar, we exclude that paper from the final
version of our proposed datasets. Following this
criterion, 39 out of the original 499 papers are ex-
cluded, leaving us with a final set of 460 papers.
The average percentage of available citations in the
final set of papers is shown in Table 1.

Taxonomy Extraction: We extract the head-
ings, subheadings, and sub-subheadings from the
retrieved text of the survey paper to construct
the taxonomy. The title of the survey paper is
treated as the overall taxonomy topic. We dis-
card all headings that contain terms such as “Intro-
duction”, “related work”, “problem formulation”,
“summary”’, “conclusion”, “result”, “future”, “dis-
cussion”, “background” and “overview” as they
do not contribute to the core taxonomy. We also
remove those nodes for which we cannot extract
reference papers from Semantic Scholar.

Statistics Value
No. of taxonomies in train set 400
No. of taxonomies in test set 60
Total no. of cited papers 79,027
Cited papers present in S2 60,373
% of available cited papers 76.40%

Table 1: Statistics of our proposed benchmark. Note
that here S2 refers to Semantic Scholar (Lo et al., 2020).

2https ://arxiv.org/
Shttps://www.semanticscholar.org/me/research

3.4 Dataset Statistics

Our entire benchmark contains 460 taxonomies
along with the reference papers that are used to
build each taxonomy. The details about the statis-
tics of our benchmark are present in Table 1. On
average, there are around 131 reference papers for
each taxonomy in our benchmark.

3.5 Manual Annotation

To evaluate the taxonomy extraction method, we
manually annotate a set of 10 taxonomy trees from
as many survey papers. We use a Python package,
TreeLib*, to annotate these taxonomies from their
respective survey papers. The papers were selected
such that there were explicitly-defined taxonomies
in them. To compare the annotated and generated
trees, we compare the paths from each node to the
root node. Each path is treated as an individual
element. The precision, recall and F1 between the
annotated and extracted taxonomies were found
to be 83.92%, 94.35% and 88.83% respectively,
thereby demonstrating a high degree of correlation.
The only errors originated due to some general
section headers like “Two sea changes in Natural
Language Processing” (Liu et al., 2023), which
were not present in the annotated trees.

3.6 Additional Test Set: Survey Papers in
Conferences

We create an additional new test set from confer-
ence survey papers for testing on a different dis-
tribution of survey papers. For this purpose, we
chose survey papers published in 2024 in IJCAI
(which has a dedicated survey track) and all the
ACL* conferences (ACL, NAACL, EMNLP and
EACL). There are a total of 86 survey papers in
these conferences in 2024. We carry out our pro-
posed filtering strategies, which narrows down the
total number of papers to 80. Therefore, we have
80 taxonomy trees with an average of about 71 ref-
erence papers for each tree. This set is solely used
as a test set.

*https://treelib.readthedocs.io/en/latest/
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Figure 4: An overview of the proposed TAXOALIGN pipeline.

4 TAXOALIGN

4.1 Task Formulation

Given a corpus of documents D and a topic ¢, the
task is to automatically construct a hierarchical
taxonomy tree 1" whose nodes represent relevant
topics and subtopics derived from D. The goal
for T" is to comprehensively and meaningfully cate-
gorize the information contained within the entire
corpus that relates to topic .

To solve this task, we propose a method
TAXOALIGN, comprising three components:
Knowledge Slice Creation, Taxonomy Verbaliza-
tion and Taxonomy Refinement. Figure 4 shows
the three-stage pipeline of our proposed method.

4.2 Knowledge Slice Creation

In this step, we use a LLM to identify segments
of text within each research article that are highly
relevant to the taxonomy topic. We refer to these
segments as knowledge slices. A knowledge slice
is thus a highlighted portion of the document that
strongly relates to the taxonomy topic.

This stage helps in extracting information that
guides the model in later steps about the topics and
subtopics present in the cited papers related to the
taxonomy. More importantly, the number of cited
papers in a survey paper is quite extensive, thereby
making it quite impossible to fit all the papers in
the model’s input context window. This step en-
sures that all the cited papers can be accommodated
within the context length of recent LLMs.

4.3 Taxonomy Verbalization

We opt for the instruction tuning of an LLM with
the most pertinent taxonomy topic-related infor-
mation from the reference papers that has been
extracted in the previous stage.

The main objective is to teach the model to gen-
erate meaningful and concise taxonomies which

are grounded in the given information, and most
importantly, teach the model to learn the structure
of the taxonomy trees. Finetuning helps in pre-
serving the structure of the taxonomy in a major
way, which is a feature that is lacking in the direct
prompting-based methods.

4.4 Taxonomy Refinement

The verbalization phase is followed by a refine-
ment stage, which evaluates and refines the con-
nections between the parent and the child nodes.
It checks whether each node is grounded in the
document knowledge slices. If the tree contains
too few nodes, it expands the node set to achieve
a greater coverage of the documents using their
corresponding knowledge slices. This refinement
strategy is executed by prompting an LLLM with
stronger reasoning capabilities than those used in
the previous stages.

5 [Evaluation

We present both the new evaluation approaches we
have developed and the existing methods used in
this domain. The main challenge in comparing a
generated tree with the gold tree lies in aligning the
two structures. The two trees should be structurally
similar as well as semantically aligned. However,
alignment is challenging because the trees may dif-
fer significantly in their hierarchical structures or
exhibit low lexical overlap, as has been encoun-
tered in similar problems such as table schema
alignment evaluation (Newman et al., 2024).

5.1 Average Degree Score

The first condition for two trees to be considered
similar is that their structures should be similar. We
design this metric to judge the structural similarity
of the generated tree and the gold standard tree.
In a graph, the average degree is calculated as
the average number of edges connected to a node in
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the graph. For any tree with N nodes, the number
of edges is V — 1, which gives the average degree
of 2(N — 1)/N. Therefore, to judge the structural
similarity between the gold standard tree 7" and the
predicted tree 7", we find the average degree score
A, which is the ratio between the average degree
of 7" and the average degree of T

A T dT)
> i1 A(T3)
where, d(t) represents the degree of a node ¢, and
m and n are the number of nodes in the trees T'
and 7" respectively. In the ideal case, the value
of A should be 1. If the generated tree 7" is more
branched out than the original tree 7', then the value
of A is greater than 1, while if 7” is less branched
out than it should be, then the value of A is less
than 1. We report the final score as the mean of all
the average degree scores in the test corpus.

ey

5.2 Level-order Traversal Comparison

The hierarchical structure of a tree makes it difficult
to implement standard text generation metrics such
as BLEU (Papineni et al., 2002), ROUGE (Lin,
2004), or BERTScore (Zhang et al., 2019). There-
fore, we propose a metric to compare the gold stan-
dard tree and the generated tree using level-order
traversal. More specifically, we traverse the tree in
such a way that all the nodes present in the same
level are traversed completely before traversing the
next level. After converting the entire tree into a
single list through level-order traversal, we calcu-
late the the corpus-level BLEU-2, ROUGE-L and
BERTScore.

5.3 Node Soft Recall and Node Entity Recall

We use the metrics Node Soft Recall and Node
Entity Recall, following the evaluation protocol
in prior work (Frénti and Mariescu-Istodor, 2023;
Shao et al., 2024; Kang and Xiong, 2025). These
metrics compare the generated and the ground-truth
taxonomy trees using semantic similarity and lexi-
cal overlap between them, respectively. Node Soft
Recall (NSR) is dependent on soft cardinality of a
tree (Jimenez et al., 2010), which is given by,

1
o(T) = . 2)
D=2 s Sm@ 1)
where Sim(7;, T}) is the cosine similarity between
the SENTENCE-BERT (Reimers and Gurevych,
2019) embeddings of the taxonomy trees 7; and T};.

The Node Soft Recall between two trees 7' and T
is defined as,

(T)+ce(T') —e(TUT)
c(T")

NSR(T,T") = 3)

Since in most baselines, there is a large mis-
match between the number of nodes of the gener-
ated taxonomy tree and the original tree, we tweak
the original heading soft recall in Shao et al. (2024)
by inserting a normalizing factor in Eq. 2, i.e., we
divide by the number of nodes to offset the effect
of a large node count in the tree.

Node Entity Recall (NER) between the gold stan-
dard tree T and the generated tree 7" is defined as
the percentage of entities that are present both in T’
and 7”. Formally, it can be expressed as,

Ent(T") N Ent(T”
NER(T, T') — | nt(|E>n2T?r( @

where |Ent(7")| represents the number of entities
in 7T". In our case, we track Noun Phrases (NP) for
better coverage. We use the chunking model from
FLAIR (Akbik et al., 2019) for this purpose.

5.4 LLM-as-a-Judge

We prompt a stronger LLM, GPT-4.1, with the
gold-standard taxonomy tree and the generated tax-
onomy tree, and ask it to evaluate the generated
tree on a scale of 1 to 5 based on the structural sim-
ilarity and the semantic similarity of the two trees.
The LLM judges whether the generated tree aligns
with the gold tree and whether they are coherent.
The prompt is described in Appendix B.

6 Baselines

In this section, we present the baselines against
which we evaluate our method TAXOALIGN.

AutoSurvey (Wang et al., 2024): The outline
generation part of this method randomly divides
the reference papers into several groups, which
results in the creation of multiple outlines. The
language model then amalgamates these outlines to
construct a single comprehensive outline. For a fair
comparison with our method, we provide the refer-
ence papers, in contrast to the original work. We
run only the outline generation step of AutoSurvey,
instead of generating the whole article.

STORM (Shao et al., 2024): The pre-writing
stage of this method involves researching the given
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topic through simulated conversations. A draft
outline is generated initially by prompting the LLM
with the topic only. To generate the final outline,
the LLM is prompted with the topic, simulated
conversations as well as the draft outline. Like in
AutoSurvey, here also we provide the pipeline with
the reference papers.

Topic only: In this baseline, we simply prompt
a LLM with the taxonomy topic and ask it to gen-
erate a corresponding tree that best fits the topic.
The primary goal is to evaluate how effectively
the model can generate such a tree using only its
parametric knowledge.

Topic + Keyphrases: We use a LLM to ex-
tract the top keyphrases from each of the reference
(cited) papers that form the basis of the taxonomy.
This provides the top phrases of each paper, en-
abling us to fit the essential content of all references
within the limited context window of LLMs. We
then prompt another LLM to generate the taxon-
omy tree based on the set of keyphrases.

TAXOALIGN w/o Taxonomy Verbalization
w/o Taxonomy Refinement: We use the knowl-
edge slices used in our proposed method. We sim-
ply prompt the model to generate the taxonomy
tree based on these slices. This allows us to iso-
late and assess the effect of the latter stages of
our own method, specifically those that occur after
knowledge-slice creation.

7 Experimental Setup
7.1 Base Models

We use the open-domain Mistral-7B-Instruct-
v0.3 (Jiang et al., 2023) and Meta-Llama-3-8B-
Instruct (Grattafiori et al., 2024) for extracting the
knowledge slices. In the taxonomy verbalization
phase, we finetune Llama-3.1-Tiilu-3-8B (Lam-
bert et al., 2025) and SciLitLL.M1.5-7B (Li et al.,
2024) respectively. For the refinement stage, we
use a closed-domain model GPT-40-mini. For the
prompting stage in the TAXOALIGN w/o Taxon-
omy Verbalization w/o Taxonomy Refinement base-
line, we also test using three large open-source rea-
soning models (Qwen’s QwQ-32B (Team, 2025b),
DeepSeek-Al’s DeepSeek-R1-Distill-Qwen-32B
(DeepSeek-Al, 2025) and NovaSky-AI’s Sky-T1-
32B(Team, 2025a)) using the previously generated
knowledge slices. Prompts and model details are
present in Appendix A. We choose the Tiilu and
the SciLitLLM models for instruction tuning in
TAXOALIGN as well as prompting because they

include extensive scientific research-related data in
their pre-training or continual pre-training corpus.

7.2 Hyperparameter Choices

In the taxonomy verbalization stage, we instruction-
tune LLMs using QLoRA (Dettmers et al., 2023).
QLOoRA uses 4-bit NormalFloat, Double Quanti-
zation and Paged Optimizers on the LoRA fine-
tuning approach (Hu et al., 2022). Each language
model is instruction-tuned for 800 steps with an
input context window of 16, 384 and a output con-
text window of 1, 024. The learning rate is 2e — 4
and the training batch size is 1. For instruction-
tuning, we use simple intuitive prompts based on
training data from CS-TAXOBENCH with Alpaca-
like ®instruction format (Taori et al., 2023). The
instruction format is given in the Appendix B.1.
We instruct LLMs in our experiments to generate
taxonomies with a maximum depth of three. For
the taxonomy verbalization part in our method or
in any of the baselines, we set 1,024 as the maxi-
mum number of new tokens to be generated by the
model. All experiments are done on a single A100.

8 Results and Analysis

We evaluated our method and the baseline meth-
ods using the proposed metrics. We summarize the
results of our experiments in Table 2. Additional re-
sults with more models are in Table 5 of Appendix
C. We find that the TAXOALIGN w/o Taxonomy
Verbalization w/o Taxonomy Refinement baseline
performs second best to our method on most met-
rics. This indicates that the knowledge slices are
an important tool for this task. This baseline has
high average degree score compared to our method
that reveals that our Taxonomy Verbalization and
Refinement stages could effectively reduce the gap
between the generated and gold taxonomy trees
while enhancing the quality of node labels. In our
experiments, we find that the BLEU-2, ROUGE-L
and BERTScore values are much less than what
we typically encounter in tasks like machine trans-
lation or question answering. This suggests sub-
stantial scope for improvement in this task, as a
huge gap remains between the human-created and
machine-generated results.

8.1 Structural Similarity

Our method consistently achieves an average de-
gree score (A) close to 1, while the A value ob-

5https://huggingface.co/datasets/tatsu—lab/
alpaca
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Level-order Traversal LLM
Method Model A 'BLEU-=2 | ROUGE-L | BERTScore | "OR | NER |4 dge
AutoSurvey Prompt: GPT-4o-mini | 44659 | 0.0016 | 0.1784 0.8256 | 1.0903 | 0.1982 | 2.4333
STORM Prompt: GPT-4o-mini | 6.151 | 0.0012 | 0.1349 08166 | 1.0727 | 0.1539 | 2.2000
Topic only Prompt: Tiilu 14274 | 00052 | 02359 08376 | 1.4187 | 0.1373 | 2.0833
Topic Keyphrase: LLaMa; 1 4515 | 0018 | 0.1584 0.8134 | 1.1103 | 0.1491 | 2.4167
N Prompt: Tiilu
Keyphrases Keyphrase: Mistral | o1 | 6014 | 0.1432 0.8100 | 1.0996 | 0.1640 | 2.4167
Prompt: Tiilu
K-Slice: LLaMa; 5486 | 0.0037 0.159 0.8123 | 0.9571 | 0.2074 | 2.4833
Prompt: Tiilu
TAXOALIGN K-Slice: Mistral; 1 ¢ 1155 | 00029 | 0.1465 0.8087 | 1.0791 | 0.2197 | 2.4333
w/o Tax. Verbaliz. Prompt: Tiilu
w/o Tax. Refine. K-Slice: LLaMa;
Prompt: Sky-T1.305 | 0486 | 00020 | 0.1761 0.8170 | 1.0804 | 0.2135 | 2.3966
K-Slice: Mistral;
Prompt: Sky-T1.305 | 71965 | 00022 | 0.1933 08221 | 1.0948 | 0.2103 | 2.4211
K-Slice: LLaMa;
T- Verbal.: Tiilu: 1.6687 | 0.0132 | 02975 0.8501 | 1.3244 | 0.1986 | 2.4167
TAXOALIGN T-Refine.: GPT-40-mini
K-Slice: Mistral;
T- Verbal.: Tiilu: 1.668 | 0.0051 0.2974 0.8517 | 1.3635 | 0.1872 | 2.5000
T-Refine.: GPT-40-mini

Table 2: Results of our method, TAXOALIGN, compared with AutoSurvey, STORM, Topic-only, Topic+Keyphrases
and TAXOALIGN w/o Taxonomy Verbalization w/o Taxonomy Refinement, on the original test set.

Level-order Traversal LLM
Method Model A 'BLEU-2 [ ROUGE-L | BERTScore | OR | NER | o dge
TAXOALIGN K-Slice: LLaMa; 6361 | 0.0019 0.1643 08182 | 1.0716 | 0.2683 | 2.275
. Prompt: Tulu
w/o Tax. Verbaliz. K-STice: Mistral:
w/o Tax. Refine. rees VISUAL =1 92083 | 0.0034 0.1598 0.8159 | 1.0737 | 0.2653 | 2.2125
Prompt: Tulu
K-Slice: LLaMa;
T-Verbal.: Tulu; 21924 | 0.0058 0.3091 0.8542 | 1.2129 | 0.2566 | 2.2875
T-Refine.: gpt-40-mini
TAXOALIGN K-Slice: Mistral;
T-Verbal.: Tulu; 23617 | 0.013 0.3004 0.8522 | 1.2072 | 02716 | 2.35
T-Refine.: gpt-40-mini

Table 3: Results of TAXOALIGN compared with TAXOALIGN w/o Taxonomy Verbalization w/o Taxonomy

Refinement on the additional test set of conference papers.

tained by other baseline methods are much higher.
This indicates that our generated tree is much closer
to the human-written taxonomy tree in terms of
structure. We observe that the A value is closest
to 1 for the Topic-only baseline. This is mainly
because when provided with only the topic, the
language model generates a small tree due to lack
of parametric knowledge, as has been established
by the consistent low scores for this baseline on the
rest of the metrics. Other baseline methods tend
to produce overly large trees (A > 2.9) with an
excessive number of nodes and branches, increas-
ing the likelihood of hallucinations and structural
divergence from the gold-standard tree. We show
examples of generated taxonomies using AutoSur-

vey and STORM in comparison with TAXOALIGN
in Figures 5 and 6 respectively in Appendix D.

8.2 Semantic Similarity

In terms of the level-order traversal, we observe
that our method produces comprehensively better
BLEU-2, ROUGE-L and BERTScore in all the
cases when compared with the baselines. We ob-
serve that all baselines have similarly low scores
for level-order traversal, indicating that the gener-
ated nodes exhibit low lexical overlap with the gold
data. In comparison, our method produces more
coherent labels and nodes in the taxonomy tree.

In terms of Node Soft Recall (NSR), our method
performs better than the other baselines, showing
the similarity between the generated and gold node
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labels. The TAXOALIGN w/o Taxonomy Verbaliz.
w/o Taxonomy Refine. baseline performs better
in some cases in terms of the Node Entity Recall
metric, which is mainly because this baseline gener-
ates large trees, as has been demonstrated by the A
value, and larger trees contribute to greater match
in the Noun Phrase chunks. Using LL.M-as-a-judge,
TAXOALIGN also outperforms the baselines, reaf-
firming the metric-based results and showing that it
generates taxonomies closer to the human-written
ones in both structure and intent.

8.3 Testing with Conference Survey Papers

We tested our three-phase pipeline (that had been
trained on 400-instance training data) on the new
test set introduced in Section 3.6, the results for
which are given in Table 3. Extended results with
more models are present in Table 6 of Appendix
C. We observe that our method comfortably out-
performs the baseline on this test set too, which is
consistent with the results reported in Table 2.

8.4 Error Analysis

We present an error analysis based on a manual
evaluation of instances from the test set in Table
1 using our proposed TAXOALIGN pipeline. For
illustration, we provide a example for each of the
three stages of the pipeline in Figure 7 of Appendix
E. Below, we summarize the common errors ob-
served at each stage of the pipeline.

Knowledge Slices + Prompting: Direct genera-
tion from knowledge slices creates more verbose
taxonomies that contain irrelevant information lead-
ing to the nodes not being very specific or not per-
taining to the topic directly. Another major factor
is the presence of repeated numbers of the same
nodes or sub-trees in the taxonomy.

Knowledge Slices + Taxonomy Verbalization:
Structurally, the taxonomies are closer to the gold
standard taxonomies, but there are some factual
errors that persist. We observe that the generated
taxonomies suffer from the problem of hallucinated
node labels or are too short.

Knowledge Slices + Taxonomy Verbalization
+ Taxonomy Refinement: The generated trees are
more aligned to the gold standard trees in terms of
structure and semantic coherence. Still, the gener-
ated trees suffer from a low number of layer-wise
exact matches. The generated trees are certainly
more interpretable than the previous stages and the
overall tree also presents a coherent structure.

Method Structure | Content
TAXOALIGN 3.17 2.62
AutoSurvey 2.17 2.25

Table 4: Mean ratings from human evaluation of the
structure and content similarity for TAXOALIGN and
AutoSurvey.

9 Human Evaluation

We use human evaluation to complement the auto-
mated framework. Three annotators with domain
knowledge were asked to rate the surveys generated
by TAXOALIGN and AutoSurvey. The annotators
are instructed to assess based on (1) the structural
commonalities between the gold and generated tax-
onomy trees and then (2) the semantic coherence
of the generated tree with respect to the gold tree.
The evaluation is done using a 5-point Likert scale
on 20 randomly sampled data instances from the
test set of CS-TAXOBENCH. The inter-annotator
agreement is calculated as 0.61 and 0.73 (Krippen-
dorff’s «). The results are shown in Table 4. The
mean ratings show TAXOALIGN outperforms AU-
TOSURVEY in both structural and content quality.

To verify the consistency between our LLM-as-a-
judge evaluation and the human evaluation, we first
average the scores assigned by human annotators
for each taxonomy tree. We then compare these
with the LLM-generated scores using Spearman’s
rank correlation coefficient. Thereby, we obtain a
Spearman’s rho value of 0.527 which indicates a
strong positive correlation. These results suggest
that our LLM-as-a-judge evaluation method aligns
well with human preferences, providing a reliable
proxy for human judgment.

10 Conclusion

Automating scholarly taxonomy generation can
help researchers and practitioners efficiently navi-
gate the vast body of scholarly literature. To facil-
itate this, we present CS-TAXOBENCH, a bench-
mark comprising 460 taxonomies from journey sur-
veys and 80 from conference surveys, along with
TAXOALIGN, a method that uses instruction tun-
ing and refinement on topic-related information
extracted from papers. We introduce two new met-
rics and show that TAXOALIGN outperforms the
baselines on most evaluation measures.
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Limitations

We construct CS-TAXOBENCH from a single jour-
nal within a defined time frame to ensure consis-
tency in taxonomy quality. However, additional
open-access journals and conference venues could
also be explored for future curation.

We do not focus on the retrieval of the reference
papers from a corpus of papers. While this is an im-
portant task for end-to-end taxonomy construction
given only the taxonomy topic, we focus more on
creating and evaluating taxonomies when provided
with a set of reference documents.

Although we improve the structure and semantic
coherence between the human-written and the gen-
erated taxonomies using TAXOALIGN, there is a a
lot of scope for improvement in this field. There-
fore, this is a encouraging field of work in which
the community can work in the coming days.
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A Our Method — Prompts and Models

A.1 Models

* Mistral-7B-Instruct-v0.3 (Jiang et al., 2023):
The Mistral group of models leverages
grouped-query attention (GQA) for faster in-
ference, coupled with sliding window atten-
tion (SWA) to effectively handle sequences of
arbitrary length with a reduced inference cost.
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Compared to version 0.2, this model can pro-
cess and respond more effectively to diverse
tasks and instructions, owing to its expanded
vocabulary of 32,768 tokens and support for
the v3 tokenizer. The model can carry out
operations that call for outside data since it
supports function calling.

Meta-Llama-3-8B-Instruct (Grattafiori et al.,
2024): Llama is a family of pre-trained foun-
dational language models that have been open-
sourced by Meta in recent times. The Meta-
Llama-3-8B-Instruct is trained on a mix of
publicly available online data with a knowl-
edge cutoff of March, 2023. The tuned ver-
sions of Llama3 use Supervised Fine-Tuning
(SFT) and Reinforcement Learning with Hu-
man Feedback (RLHF) to align with human
preferences.

Llama-3.1-Tiilu-3-8B (Lambert et al., 2025):
Tilu (Wang et al., 2023) is a set of models
that are instruction-tuned on LLaMA (Tou-
vron et al., 2023) using a mixture of pub-
licly available, synthetic and human-created
datasets. Building upon the Llama 3.1 basic
models, Tiilu-3 (Lambert et al., 2025) models
are trained using Direct Preference Optimiza-
tion (DPO), Supervised Fine-Tuning (SFT),
and a technique called Reinforcement Learn-
ing with Verifiable Rewards (RLVR).

SciLitLLM1.5-7B (Li et al., 2024): It is
a very recently released LLM designed for
the task of scientific literature understand-
ing that has been trained using both Con-
tinual Pre-Training (CPT) and Supervised
Fine-Tuning (SFT).This strategy is used on
Qwen?2.5 to obtain SciLitLLM. The CPT stage
uses 73,000 textbooks and 625,000 academic
papers, while the SFT stage uses ScilLitlns,
SciRIFF (Wadden et al., 2024) and Infinity-
Instruct®. We use the SciLitLLM 7B’ for our
experimental purposes.

QwQ-32B (Team, 2025b): QwQ is designed
for complex problem-solving and logical
reasoning tasks and is based on Qwen2.5.
The model is text-only and focuses on tasks
like multi-step reasoning, complex decision-
making, and research assistance.

* DeepSeek-Al's DeepSeek-R1-Distill-Qwen-
32B (DeepSeek-Al, 2025): DeepSeek-R1-
Distill-Qwen-32B is an open-source, dis-
tilled large language model (LLM) based on
the Qwen2.5 32B architecture, utilizing the
knowledge from the DeepSeek-R1 reasoning
model. It is optimized for language under-
standing, reasoning, and text generation tasks
and is known for outperforming other open-
source models, including OpenAI’s ol-mini,
on various industry benchmarks.

* SKky-T1-32B (Team, 2025a): This model has
been developed by the NovaSky team at UC
Berkeley. It excels in mathematical and cod-
ing reasoning, outperforming some advanced
closed-source models and other open-source
alternatives on various benchmarks. The
model was created by fine-tuning the Qwen
2.5 32B instruct model with a high-quality,
17,000-item dataset.

A.2 Knowledge Slice-Prompt

You will receive a document and a topic.
Your task is to identify the knowledge-slices
within the document that are very relevant to
the given topic. A knowledge-slice is a piece
of information representing the highlights of
the document related to the given topic i.e.
each knowledge-slice should be such that it
both represents an important point in the doc-
ument, but at the same time, the knowledge-
slice should pertain closely to the given topic.
Also, the knowledge-slice should not repre-
sent any additional information that is not
present in the document.

[Document]

document-text

[Topic]

taxonomy-topic

Please ONLY return the relevant knowledge-
slices in the form of a list enclosed within
square brackets. Your response should be in
the following format:

[Knowledge-Slices]

[Knowledge-Slice 1, Knowledge-Slice 2,...,
Knowledge-Slice n]

https://huggingface.co/datasets/BAAL/
Infinity-Instruct
"https://huggingface.co/Uni-SMART/ScilitLLM

[Your response]
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A.3 Taxonomy Verbalization-Prompt

A4 Taxonomy Refinement- Prompt

[

A taxonomy is a tree-structured semantic hi-
erarchy that establishes a classification of
the existing literature under a common topic.
You will receive a taxonomy topic along with
a collection of documents. Your task is to
create a taxonomy tree using the given topic
and based on the highlights of the documents
i.e. create new child nodes by identifying
generalizable sub-level topics from the doc-
ument highlights that can act as child nodes
to the taxonomy topic, which acts as the root
node . The taxonomy tree should be created
such that it looks as if all the given docu-
ments are a part of the taxonomy. There may
be several levels in the tree i.e. each node
may contain child nodes, but the total depth
of the tree should not exceed three. The top-
ics in all the levels of the tree except the last
level must not be too specific so that it can
accommodate future sub-topics i.e. child
nodes.

- The nodes at the last level of the hierarchy
i.e. the leaf nodes should reflect a single
topic instead of a combination of topics.

- Each node label is a small and concise
phrase.

[Response Format Instructions]

- The output tree is to be formatted as shown
in the example such that the root node is
the taxonomy topic and each child node is
connected to its parent.

[Example Output]

example-output

[Taxonomy Topic]

taxonomy-topic

[Documents]

Doc-1

Doc-2

Doc-3

Please ONLY return the taxonomy tree in
the output format as shown in the example
above.

[Your response]

A taxonomy is a tree-structured semantic hi-
erarchy that establishes a classification of
the existing literature under a common topic.
You will receive a taxonomy tree along with
a collection of documents. The root node
of the taxonomy tree is the overall taxon-
omy topic. Your task is to refine the taxon-
omy tree such that there is a clear connec-
tion between the parent node and the sub-
sequent child nodes. Each node must be a
well-defined topic that is grounded in the in-
put document highlights. Do not alter the
root node of the tree i.e. the taxonomy topic.
Your task is to alter the other nodes only if
deemed necessary i.e. only if a better vi-
able replacement is found. Please try to ad-
here to the structure of the given taxonomy
tree as much as possible. Only if the given
taxonomy tree is restricted to less than five
nodes, then generate the taxonomy tree on
your own. Strictly adhere to the format of
the tree shown here.

[Example Output]

example-output

[Taxonomy Topic]

taxonomy-topic

[Documents]

Doc-1

Doc-2

Doc-3

Please ONLY return the edited taxonomy
tree in the output format as shown in the
example above.

[Your response]

LLM-as-a-Judge Prompt

A taxonomy is a tree-structured semantic
hierarchy that establishes a classification of
the existing literature under a common topic.
You are given a gold standard taxonomy tree
and a generated taxonomy tree and your task
is to respond with an appropriate score after
comparing the two. Two taxonomy trees are
said to be structurally similar if the number
of nodes and branches are similar in number.
If one tree has too many or too less nodes
and branches than the gold tree, then they
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are said to be structurally dissimilar. Two
taxonomy trees are said to be semantically
similar if their nodes have values with close
meanings or are matching entirely. Please
respond with only the score based on the
following criteria:

Score 1: The generated taxonomy has no
similarity at all with the gold standard tax-
onomy i.e. the structure and the intent of the
generated taxonomy is totally different from
that of the gold standard taxonomy.

Score 2: The generated taxonomy have only
a few nodes that has a semantic match with
the nodes in the gold standard taxonomy and
the structure of the generated taxonomy is a
little similar to that of the gold standard tax-
onomy. The structure of the generated tree
is very less similar to the gold standard tree
but the intent of both taxonomies is similar.
Score 3: The generated taxonomy has a rea-
sonable similarity to the generated taxonomy
in terms of structural similarity and seman-
tic similarity. The structure of both trees are
similar but some nodes are different in the
two taxonomies.

Score 4: The generated taxonomy has good
logical consistency with that of the gold stan-
dard taxonomy in terms of semantic match-
ing of the nodes between the two with the
structure of the generated taxonomy is very
similar to that of the gold standard taxonomy.
The two taxonomies only differ for a small
number of instances.

Score 5: The generated taxonomy is fully
similar in terms of semantic matching and
structure to the gold standard taxonomy.
Gold Standard Taxonomy:

gold-taxonomy

Generated Taxonomy:

generated-taxonomy

[Your Response]

B.1 Instruction Format for Finetuning

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that appropriately
completes the request.

#i## Instruction:

[Instruction prompt (present in Appendix

A.2)]

### Input:

[Knowledge slices]

### Response:

[Gold Standard Taxonomy Tree]

C Extended Results

We show additional results using a expanded set of
models on the original test set and the additional
conference paper test in Tables 5 and 6 respectively.

D Output Example Comparison

We see in Figure 5 and 6 that the taxonomy trees
generated using TAXOALIGN are much less ver-
bose than the corresponding taxonomy trees gener-
ated using AutoSurvey or STORM.

E Error Analysis

We show an example of the results obtained in the
three stages of our TAXOALIGN pipeline in Figure
7. The stages are Knowledge Slices + Prompt-
ing, Knowledge Slices + Taxonomy Verbalization
and Knowledge Slices + Taxonomy Verbalization
+ Taxonomy Refinement.

30208



Method Model A Level-order Traversal NSR NER LLM

BLEU-2 | ROUGE-L | BERTScore judge
AutoSurvey Prompt: GPT-4o-mini 44659 | 0.0016 | 0.1784 0.8256 | 1.0903 | 0.1982 | 2.4333
STORM Prompt: GPT-40-mini 6.151 | 0.0012 | 0.1349 08166 | 1.0727 | 0.1539 | 2.2000
Topic only Prompt: Tilu 14274 | 0.0052 | 0.2359 08376 | 1.4187 | 0.1373 | 2.0833
Keyphrase: LLaMa; 44517 | 00018 | 0.1584 0.8134 | 1.1103 | 0.1491 | 2.4167
Prompt: Tiilu
Topic Keyphrase: LLaMa;
’ Prompt: SLALLM 8.0766 | 0.0022 0.192 08168 | 1.2170 | 0.1578 | 1.6833
Keyphrases Keyphrase: Mistral; 491 | 00014 | 0.1432 0.8100 | 1.0996 | 0.1640 | 2.4167
Prompt: Tiilu
Keyphrase: Mistral;
Prompt: SeiLitLLM 6.6771 | 0.0029 | 0.1676 0.8084 | 1.2522 | 0.1670 | 1.6500
TAXOALIGN K-Slice: LLaMa; 5486 | 0.0037 0.159 08123 | 0.9571 | 0.2074 | 2.4833
wio Prompt: Tiilu
Taxonomy K-Slice: LLaMa; 29139 | 0.0058 0.1964 0.823 1.2968 | 0.1619 | 2.1000
.. Prompt: SciLitLLM
Verbalization K-Slice: Mistral:
wlo -hice: VISl 6.1125 | 0.0029 | 0.1465 0.8087 | 1.0791 | 0.2197 | 2.4333
Prompt: Tiilu
Taxonomy K-Slice: Mistral;
Refinement . 33845 | 0.0033 | 02122 0.8206 | 13194 | 0.1504 | 2.0167
K-Slice: LLaMa;
Prompt: QuQ-325 54111 | 0.0019 | 0.1545 0.8042 | 1.0791 | 0.1958 | 2.4500
K-Slice: Mistral; 58538 | 0.0019 0.1503 0.8078 | 1.0944 | 0.2066 | 2.4071

Prompt: QwQ-32B

K-Slice: LLaMa;
Prompt: 6.7846 | 0.0016 0.1428 0.8037 1.0514 | 0.2087 | 2.2807
DeepSeek-R1-Dist.-Qwen-32B

K-Slice: Mistral;
Prompt: 7.2543 | 0.0018 0.1489 0.8092 0.8434 | 0.2255 | 2.2143
DeepSeek-R1-Dist.-Qwen-32B

K-Slice: LLaMa;

Prompt: Sky-T1-32B 6.4486 | 0.0020 0.1761 0.8170 1.0804 | 0.2135 | 2.3966

K-Slice: Mistral;

Prompt: Sky-T1-32B 7.1965 | 0.0022 0.1933 0.8221 1.0948 | 0.2103 | 2.4211

K-Slice: LLaMa;
T- Verbal.: Tiilu; 1.6687 | 0.0132 0.2975 0.8501 1.3244 | 0.1986 | 2.4167
T-Refine.: GPT-40-mini

K-Slice: LLaMa;
T- Verbal.: SciLitLLM; 1.7358 | 0.0081 0.29 0.8484 1.2956 | 0.1875 | 2.4833
T-Refine.: GPT-40-mini

TAXOALIGN K-Slice: Mistral;

T- Verbal.: Tiilu; 1.668 0.0051 0.2974 0.8517 1.3635 | 0.1872 | 2.5000
T-Refine.: GPT-40-mini

K-Slice: Mistral;
T- Verbal.: SciLitLLM; 2.1709 | 0.0053 0.284 0.8484 1.265 | 0.1966 | 2.4833
T-Refine.: GPT-40-mini

Table 5: Results of our method compared with baselines like AutoSurvey, Topic-only, Topic+Keyphrases
andTAXOALIGN w/o Taxonomy Verbalization w/o Taxonomy Refinement.
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Level-order Traversal LLM
Method Model A 'BLEU-22 | ROUGE-L | BERTScore | "OR | NER | . dge
TAXOALIGN K-Slice: LLaMa; 6361 | 0.0019 | 0.1643 0.8182 | 1.0716 | 0.2683 | 2.275
. Prompt: Tulu
w/o Tax. Verbaliz. K-Slice: T.LaMa:
w/o Tax. Refine. Prompt: SciLitLLM 6.5221 | 0.0026 0.1957 0.8183 1.2095 | 0.2267 | 1.9375
K-Slice: Mistral, 72083 | 0.0034 | 0.1598 0.8159 | 1.0737 | 0.2653 | 2.2125
Prompt: Tulu
K-Slice: Mistral;
Prompt: SiLitLLM 5.9387 | 0.0032 0.2039 0.8211 1.3243 | 0.2176 | 1.875
K-Slice: LLaMa;
T-Verbaliz.: Tulu; 2.1924 | 0.0058 0.3091 0.8542 1.2129 | 0.2566 | 2.2875
T-Refine.: gpt-40-mini
K-Slice: LLaMa;
T-Verbaliz.: SciLitLLM; | 2.5551 | 0.0127 0.3034 0.851 1.1927 | 0.2614 | 2.2625
T-Refine.: gpt-40-mini
TAXOALIGN K-Slice: Mistral;
T-Verbaliz.: Tulu; 2.3617 0.013 0.3004 0.8522 1.2072 | 0.2716 | 2.35
T-Refine.: gpt-40-mini
K-Slice: Mistral;
T-Verbaliz.: SciLitLLM; | 3.1779 | 0.0042 0.2845 0.8465 1.1806 | 0.267 | 2.3125
T-Refine.: gpt-40-mini

Table 6: Results of TAXOALIGN compared with TAXOALIGN w/o Taxonomy Verbalization w/o Taxonomy

Refinement.

Gold Standard Taxonomy

Human Image Generation: A Comprehensive Survey
|-- DATA-DRIVEN METHODS ON HUMAN IMAGE GENERATION
| |- Method Taxonomy Based on Fundamental Models
| |-~ Method Taxonomy Based on Task Settings
+-- Main Components in Data-Driven Methods
|-- HYBRID METHODS
|-- KNOWLEDGE-GUIDED METHODS ON
| | HUMAN IMAGE GENERATION
| |-~ Fundamental Models of Knowledge-Guided Methods
| |-~ Pixel Warping Pipeline
| +-- Virtual Rendering Pipeline
|-- APPLICATIONS
+-- DATASETS AND EVALUATION METRICS
|-- Human Image Generation Datasets
|-- Human Image Generation Evaluation Metrics
+-- Qualitative and Quantitative Comparison
of Representative Methods

AutoSurvey

/

Human Image Generation: A Comprehensive Survey
|-- Introduction to Human Image Generation
|-- Key Techniques in Human Image Generation
|-- 3D Human Reconstruction
| |-- Overview of 3D Human Reconstruction
| |-- Methods for 3D Reconstruction from 2D Images
| |- Pixel-Aligned Implicit Functions
| |-~ High-Frequency and Low-Frequency Information
| |-- Semantic Parsing and Texture Generation
| |-- Evaluating Reconstruction Quality
| |-- Challenges in Real-World Applications
| +-- Future Directions in 3D Reconstruction Research
|-- Image-to-Image Translation for Human Generation
-- Virtual Try-On Systems
Overview of Virtual Try-On Systems

M3D-VTON: A Monocular-to-3D Virtual Try-On Network
Single-Stage Virtual Try-On with Deformable Attention Flows
Challenges in Virtual Try-On Systems

| +-- Future Directions for Virtual Try-On Technologies

|-- Pose Transfer and Human Animation

\

J [

I [

| |-~ GP-VTON: Towards General Purpose Virtual Try-On
I [

|-

I [

|-- The Role of Deep Learning Models

|-- Evaluation Metrics and Datasets

+-- Future Directions and Challenges
|-- Challenges in Handling Occlusions
|-- Improving Generalization Across Diverse Scenarios
|-- Ethical Implications of Generated Content
[-- Advances in Multi-Modal Conditioned Generation
|-- Future Directions in Technology Integration

+-- Academic and Industrial Partnerships

LaDI-VTON: Latent Diffusion Textual-Inversion Enhanced Virtual Try-On

/

Figure 5: A comparison of a gold standard taxonomy tree and a generated taxonomy tree using AutoSurvey.
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Gold Standard Taxonomy

Human Image Generation: A Comprehensive Survey
|-- DATA-DRIVEN METHODS ON HUMAN IMAGE GENERATION
| |-- Method Taxonomy Based on Fundamental Models
| |- Method Taxonomy Based on Task Settings
| +-- Main Components in Data-Driven Methods
|-- HYBRID METHODS
|-- KNOWLEDGE-GUIDED METHODS ON
| | HUMAN IMAGE GENERATION
| |- Fundamental Models of Knowledge-Guided Methods
| |-~ Pixel Warping Pipeline
| +-- Virtual Rendering Pipeline
|-- APPLICATIONS
+-- DATASETS AND EVALUATION METRICS

|-- Human Image Generation Datasets

|-- Human Image Generation Evaluation Metrics

+-- Qualitative and Quantitative Comparison

of Representative Methods

STORM

: N

Human Image Generation: A Comprehensive Survey
|-- Introduction
| |-- Definition of Human Image Generation
| |-- Importance and Applications
| +-- Overview of Current Technologies
|-- Historical Background
|-- Early Techniques
|-- Traditional Artistic Methods
+-- Early Photography
|-- Evolution of Technology
|-- Digital Revolution
+-- Rise of Computational Techniques
+-- Key Milestones
|-- Notable Projects and Innovations
+-- Influential Figures in the Field
-- Methods of Human Image Generation
|-- Traditional Methods
|-- Manual Drawing and Painting
+-- Photography and Digital Manipulation
-- Computational Methods
|-- Procedural Generation
|-- Generative Adversarial Networks (GANs)
|-- Neural Networks
+-- Variational Autoencoders (VAEs)
+-- Hybrid Approaches
+-- Combining Traditional and Computational Techniques
-- Applications

|-- Entertainment and Media
|-- Video Games
|-- Movies and Animation
+-- Virtual Influencers and Digital Celebrities
|-- Fashion and Advertising
|-- Digital Fashion Design
+-- Personalized Marketing
|-- Medical and Scientific Visualization
|-- Anatomical Visualization
+-- Simulation in Medical Training
|-- Art and Creative Expression
|-- Digital Art Communities
+-- Interactive Art Installations
+-- Other Emerging Applications
|-- Education and Training
+-- Social Media and Content Creation
- Challenges and Limitations
|-- Technical Challenges
|-- Quality and Realism
+-- Computational Resources
|-- Ethical Concerns
|-- Copyright and Ownership
+-- Representation and Bias
+-- Legal Issues
|-- Privacy Considerations
+-- Regulation of Al-generated Content
- Future Trends

| |-- Advances in Al and Machine Learning
| |-- Improved Algorithms and Techniques
| +-- Accessibility of Image Generation Tools
| |-- Integration with Augmented and Virtual Reality
| |-- Enhanced User Experiences
| +-- New Platforms for Creativity
| +-- Potential Impact on Society
| |-- Implications for Employment and Industry
| +-- Cultural Shifts in Art and Media
+-- Conclusion
|-- Final Thoughts on the Future of Human Image Generation
|-- Academic Journals
|-- Books
|-- Online Resources
|-- Related Organizations
+-- Notable Conferences and Workshops

.

/

Figure 6: A comparison of a gold standard taxonomy tree and a generated taxonomy tree using STORM.
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Knowledge Slices +
Prompting

A comprehensive review and new taxonomy

on superpixel segmentation

[-- BASIC CONCEPTS AND OVERVIEW

| |-- Definition and Purpose of Superpixels

| |- Role in Computer Vision Tasks

| |-- Challenges and Trade-offs

[-- SUPERPIXEL SEGMENTATION ALGORITHMS

|-- SLIC and Variants

| |-- Simple Linear Iterative Clustering (SLIC)
| |-- Enhanced SLIC Methods

| |- Adaptive SLIC

|-- Graph-based Methods

| |- Image Foresting Transform (IFT) and Variants
| |-- Differential Image Foresting Transform (DIFT)
| |-- Oriented Image Foresting Transform (OIFT)
| | |-- Recursive Iterative Spanning Forest (RISF)
| |-- Normalized Cuts and Related Techniques
| -- Linear Spectral Clustering (LSC)

| -- Graph-based Semi-supervised Framework
|-- Watershed Transformation-based Methods
| |-- Standard Watershed Transform

| |- Modified Watershed Transform

|-- Clustering-based Methods

| |-- k-means and Variants

|

|

|

=

|

|

I

|-- Gaussian Mixture Models (GMM)
|-- Density Peak Clustering
-- DBSCAN and Merging Strategies
Convolutional Neural Network (CNN) Approaches
|-- End-to-end CNN for Superpixel Segmentation
|-- CNN with Edge-aware Terms
|-- CNN for Weakly Supervised Segmentation
- ADVANCED CONCEPTS AND APPLICATIONS
|-- Hierarchical Superpixel Segmentation
-- Superpixel Segmentation in Stereo Images
|-- Dual-Attention Fusion Networks
|-- Stereo Superpixel Segmentation Algorithms
|-- Superpixel Segmentation for Anomaly Detection
|-- Superpixel-based Dual Window RX (SPDWRX)
|-- Entropy Rate Superpixels
|-- Superpixels in Deep Learning
[-- Integration of Superpixels with CNNs
|-- Superpixel-based De li ling Schemes
|-- Superpixels for Stereo Matching
- EVALUATION AND COMPARISONS
Standard Evaluation Metrics
-- Boundary Adherence
-- Compactness
-- Undersegmentation Error
-- Explained Variation (EV)
-- Similarity between Image and Reconstruction
from Superpixels (SIRS)
Benchmark Datasets
|-- Berkeley Segmentation Dataset (BSD)
|-- KITTI Dataset
|-- DRIVE and STARE Datasets (Retinal Images)
Trade-offs and Optimization Techniques
|-- Controlling Compactness and Boundary Recall
|-- Efficient Superpixel Generation Algorithms
-- FUTURE DIRECTIONS AND OPEN PROBLEMS
|-- Incorporation of Semantic Information
| |-- Semantic Information-driven Superpixel Segmentation
| |-- Superpixels and Conditional Random Fields
-
I

- Handling Complex Scenes and Data Modalities
|-- Multitask Learning-Based Superpixel
Generation Network (ML-SGN)
|-- Sparse Subset Selection and Convex Models
|-- Superpixel Segmentation for SAR Images
-- Enhancing Deep Learning Approaches
|-- End-to-end Differentiable Clustering Algorithms
|-- Boundary Detection Networks
|-- Superpixel-aware Architectures for Dense Prediction Tasks
-- CASE STUDIES AND APPLICATIONS
|-~ Superpixel Segmentation in Computer Vision Tasks
-- Object Recognition
-- Segmentation
-- Depth Estimation
-- Body Model Estimation
-- Vessel Segmentation in Retinal Images
-- Anomaly Detection in Images
|-- Superpixel Segmentation in Industrial Applications
-- Segmentation in SAR Tmages
-- Background Subtraction Algorithms
-- METHODOLOGICAL INSIGHTS AND IMPROVEMENTS
|-- Graph Construction and Matroids
|-- Convex Locality-constrained Subspace Clustering

|- Efficient Alternating Direction Method of Multipliers (ADMM) Solvers

uperpixel Compactness Metrics and Trade-offs
eed-based and Boundary-oriented Methods

Knowledge Slices +
Taxonomy Verbalization

A comprehensive review and new taxonomy

on superpixel segmentation

|-- GMM AND CLUSTERING BASED METHODS

| |-- GMM Based Methods

| +-- Other Clustering Methods

|-- GRAPH BASED METHODS

| |- Graph Cut Methods

| |-- Greedy Methods

| +-- Other Graph Based Methods

|-- OTHER METHODS

| |- Hybrid Methods

| |-- Knowledge Driven Methods

| |-- Markov Random Fields Based Methods

| |-- Random Walk Based Methods

| +-- Watershed Based Methods

+-- SUPERPIXEL EVALUATION AND BENCHMARKS
|-- Evaluation Metrics
+-- Superpixel Benchmarks

Knowledge Slices +

- Taxonomy Verbalization + N

Taxonomy Refinement

A comprehensive review and new taxonomy

on superpixel segmentation

|-- GMM AND CLUSTERING BASED METHODS

| |-- GMM Based Methods

| |-- K-Means Based Methods

| +-- Other Clustering Methods

|-- GRAPH BASED METHODS

| |-~ Graph Cut Methods

| |-- Greedy Methods

| +-- Recursive Iterative Spanning Forest

|-- HYBRID AND SEMANTIC METHODS

| |-- Deep Learning Approaches

| |-- Knowledge Driven Methods

| |- Markov Random Fields Based Methods

| |-- Random Walk Based Methods

| +-- Watershed Based Methods

+-- SUPERPIXEL EVALUATION AND BENCHMARKS
|-- Evaluation Metrics
+-- Superpixel Benchmarks

N /

Figure 7: A comparison of the results at the end of each stage of the TAXOALIGN pipeline for the topic "A
comprehensive review and new taxonomy on super-pixel segmentation". The generated taxonomy shown here uses
Mistral-7B-Instruct-v0.3 for creation of knowledge slices and Llama-3.1-Tiilu-3-8B for the taxonomy verbalization
component and GPT-4o0-mini for refining the generated taxonomy.
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