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Abstract

Sparse Autoencoders (SAEs) provide potentials
for uncovering structured, human-interpretable
representations in Large Language Models
(LLMs), making them a crucial tool for trans-
parent and controllable Al systems. We sys-
tematically analyze SAE for interpretable fea-
ture extraction from LLMs in safety-critical
classification tasks'. Our framework evaluates
(1) model-layer selection and scaling proper-
ties, (2) SAE architectural configurations, in-
cluding width and pooling strategies, and (3)
the effect of binarizing continuous SAE activa-
tions. SAE-derived features achieve macro F1 >
0.8, outperforming hidden-state and BoW base-
lines while demonstrating cross-model transfer
from Gemma 2 2B to 9B-IT models. These
features generalize in a zero-shot manner to
cross-lingual toxicity detection and visual clas-
sification tasks. Our analysis highlights the
significant impact of pooling strategies and bi-
narization thresholds, showing that binarization
offers an efficient alternative to traditional fea-
ture selection while maintaining or improving
performance. These findings establish new best
practices for SAE-based interpretability and en-
able scalable, transparent deployment of LLMs
in real-world applications.

1 Introduction

Large language models (LLMs) have transformed
natural language processing (NLP), demonstrat-
ing impressive performance on diverse tasks and
languages, even in knowledge-intensive and safety-
sensitive scenarios (Hendrycks et al., 2023; Ngo
et al., 2022; Cammarata et al., 2021). However,
the internal decision-making processes of LLMs
remain largely opaque (Cammarata et al., 2021),
raising concerns about trustworthiness and over-
sight, especially given the potential for deceptive
or unintended behaviors. Mechanistic interpretabil-
ity (MI), the study of the internal processes and

'Full repo: https://github.com/shan23chen/MOSAIC
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Figure 1: Multilingual performance comparison across
three feature selection methods under varying training
data sampling rates. Solid bars represent models trained
on native language data, while hatched bars show perfor-
mance with English transfer learning. Binarized SAE
features demonstrate robustness across different training
data constraints.

representations that drive a model’s outputs, offers
a promising approach to address this challenge (El-
hage et al., 2022; Wang et al., 2022). However, de-
spite its potential, applying MI to real-world tasks
presents significant challenges.

Sparse Autoencoders (SAEs) have recently
emerged as a promising technique within MI for
understanding LLLMs. SAEs generally work by
learning a compressed, sparse representation of
the LLM’s internal activations. This is achieved
by up-projecting the dense hidden state of the
LLM to a sparser, ideally monosemantic, repre-
sentation (Bricken et al., 2023; Cunningham et al.,
2023). Identifying semantically meaningful fea-
tures within LLMs using SAEs allows for deploy-
ing these features into explainable classification
pipelines. This has the potential to boost perfor-
mance and detect harmful biases or spurious corre-
lations before they manifest in downstream tasks
(Anthropic Interpretability Team, 2024). The abil-
ity to employ SAE features for classification across
diverse settings, ranging from toxicity detection
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Figure 2: Diagram explaining our approaches to evaluating token-level pooling and aggregation of SAE features.

to user intent, offers a scalable form of "model in-
sight" (Bowman et al., 2022), which is crucial for
building trust, safety, and accountability in high-
stakes domains like medicine and law (Abdulaal
etal., 2024).

Despite the promise of SAEs for M1, surprisingly
few systematic studies have provided practical guid-
ance on their use for classification. While promis-
ing results have been reported across various tasks
(Elhage et al., 2024; Kantamneni et al., 2024; Chen
et al., 2024), inconsistent experimental protocols, a
lack of standardized benchmarks, and limited ex-
ploration of key architectural decisions hinder com-
parability and the development of best practices.
Although tools like Transformer Lens (Nanda and
Bloom, 2022) and SAE Lens (Joseph Bloom and
Chanin, 2024) have improved standardization in
sampling activations, critical questions about op-
timal configurations for diverse tasks, particularly
in multilingual and multimodal settings, remain
unanswered. This makes it challenging to establish
the robustness and generalizability of SAE-based
classification approaches.

This work directly addresses these limitations by
providing a comprehensive and systematic investi-
gation of SAE-based classification for LLMs. We

introduce a reproducible pipeline for large-scale
activation extraction and classification, enabling
robust and generalizable conclusions. Specifically,
we explore critical methodological choices, evalu-
ate performance across diverse datasets and tasks,
and investigate the potential for SAEs to facilitate
model introspection and oversight (Figure 2).

Summary of Contributions
1. Systematic Classification Benchmarks (Sec-
tion 4, Part 1 ): We introduce a robust method-
ology to evaluate and select SAE-based fea-
tures in safety-critical classification tasks and
show superior performance overall.

2. Multilingual Transfer Analysis (Section 5,
Part 2): We analyze the cross-lingual transfer-
ability of SAE features in multilingual toxicity
detection and show SAE features outperform
everything in-domain and demonstrate poten-
tial on cross-lingual feature generalization.

3. Behavioral Analysis and Model Oversight
(Section 6, Part 3): We extend SAE-based
features to model introspection tasks, investi-
gating whether LLMs can predict their own
correctness and that of larger models, showing
the potential of scalable model oversight.
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2 Related Work

2.1 Interpretable Feature Extraction

MI has evolved from neuron-level analysis to so-
phisticated feature extraction frameworks (Olah
et al., 2020; Rajamanoharan et al., 2024). Early ap-
proaches targeting individual neurons encountered
fundamental limitations due to polysemanticity,
where activation patterns span multiple, often unre-
lated concepts (Bolukbasi et al., 2021; Elhage et al.,
2022). While techniques like activation patching
(Meng et al., 2022) and attribution patching (Syed
et al., 2023) offered insights into component-level
contributions, they highlighted the need for more
comprehensive representational frameworks.

SAEs address these limitations by providing
more interpretable feature sets (Bricken et al., 2023;
Cunningham et al., 2023). Recent scaling efforts
have demonstrated SAE viability across LLMs
from Claude 3 Sonnet (Templeton et al., 2024)
to GPT-4 (Gao et al., 2024) with extensions to
multimodal architectures like CLIP (Bhalla et al.,
2024). Although these studies have revealed in-
terpretable feature dimensions and computational
circuits (Marks et al., 2024; Zhao et al., 2024),
they focus mainly on descriptive feature discovery
rather than systematic evaluation of their down-
stream applications. Our work bridges this gap by
providing standardized evaluation frameworks for
SAE-based classification and cross-modal transfer,
establishing quantitative metrics and methods for
feature utility across diverse tasks.

2.2 SAE-Based Classification and its
Limitations

Reports have demonstrated that SAE-derived fea-
tures can outperform traditional hidden-state prob-
ing for classification, particularly in scenarios with
noisy or limited data with closed datasets (An-
thropic Interpretability Team, 2024) or simplified
tasks (Kantamneni et al., 2024). However, more re-
cent studies, such as Wu et al. (2025), suggest that
SAEs may not be superior, particularly for model
steering (instead of classification). These seem-
ingly conflicting results highlight a critical gap in
the current understanding of SAE-based classifica-
tion: a lack of systematic exploration of how hy-
perparameters, feature aggregation strategies, and
other methodological choices impact performance.

Existing evaluations often focus on narrow set-
tings, making it unclear whether discrepancies arise
from task differences, dataset choices, or specific

configurations. This work addresses this gap by
systematically evaluating SAE-based classification.
We examine key hyperparameters and methodolog-
ical choices like feature pooling, layer selection,
and SAE width across diverse datasets and tasks,
ensuring a fair comparison with established base-
lines.

3 Preliminaries

Experimental Setup Rationale: Our primary
goal is to evaluate pre-trained SAE features for in-
terpretable, zero-shot classification tasks. Accord-
ingly, we selected the Gemma 2 SAE suite as it was
the only publicly available family offering matched
model backbones (2B, 9B, 9B-IT) with identical
training settings and systematic layer and width
pairings. We compare against two standard inter-
pretable baselines: linear probes on hidden-state
activations and TF-IDF on a bag-of-words represen-
tation. We deliberately exclude fine-tuned models,
as they operate under a different, less-interpretable
paradigm and fall outside our zero-shot evaluation
scope. The TF-IDF baseline serves as a strong,
classic non-neural benchmark for interpretability
and performance.

Notation and Setup: Let M be a pretrained
LLM with hidden dimension d. When M processes
an input sequence of tokens of length n, it produces
hidden representations {hy, ho, ..., h,} for each
layer, where each h; € R?. We consider three
versions of Gemma 2 models (Team et al., 2024) in
this work, the 2B, 9B and instruction-tuned variant,
9B-IT.

SAE-Based Activation Extraction: We use
pretrained SAEs provided by Gemma Scope
(Lieberum et al., 2024), choosing the SAE with L
loss closest to 100. We extract each token’s resid-
ual stream activations from layers that have been
instrumented with the SAELens (Joseph Bloom and
Chanin, 2024) tool. Specifically for the 2B model,
we extract SAE features from layers 5, 12, 19 (early,
middle, late) where 9B & 9B-IT models with layers
9, 20, and 31 from the residual stream.

Each SAE has a designated width (i.e., number
of feature directions). We evaluate 16K and 65K
widths for the 2B model, and 16K and 131K for 9B
and 9B-IT 2, following the pretrained SAEs made
available in Gemma Scope (Lieberum et al., 2024).

2we choose 131k for 9B and 65k for 2B models due to
their same expansion ratio to original model hidden states
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Note: we do not train any SAEs ourselves; our
workflow involves only extracting the hidden states
and the corresponding pretrained SAE activations.

Pooling and Binarization Since SAEs generate
token-level feature activations, an essential step in
classification is aggregating these activations into a
fixed-size sequence representation. Without pool-
ing, the model lacks a structured way to combine
token-level representations. Previous NLP works
have explored various pooling strategies for feature
aggregation in neural representations (Shen et al.,
2018). However, it remains unclear which pooling
method is most effective for LLMs’ SAE features.
We systematically evaluate different pooling ap-
proaches (displayed in 2, considering (1) Top-N
feature selection per token 3 and (2) summation-
based aggregation® which collapses token-level
activations into a single sequence vector:

F-Yf, (1)
t=1

where fi € R™ is the SAE feature vector of
dimension m for token ¢. The summation method
aggregates all token activations, while top-n selects
the strongest activations per token. Further details
are provided in A.1.

Beyond pooling, we investigate binarization to
enhance interpretability and efficiency. This trans-
formation converts F into a binary vector Fyj,, acti-
vating only the dimensions that exceed a threshold:

. ]-7
Fbinm = {0

Binarization provides multiple advantages: (1)
it produces compact, memory-efficient represen-
tations, (2) it acts as a non-linear activation akin
to ReLU (Agarap, 2019), and (3) it serves as an
implicit feature selection mechanism, highlighting
only the most salient SAE activations. By thresh-
olding weaker activations, this approach enhances
the robustness and interpretability of extracted fea-
tures in downstream classification tasks.

if Fli] > 1,

otherwise.

2

Classification with Logistic Regression: To
measure how informative these SAE-derived fea-
tures are for various tasks, we train a logistic regres-
sion (LR) classifier. In all experiments, LR models

3Token-level top-N where n=0 indicates the absence of
max pooling. (Karvonen et al., 2025)

“this approach is also adopted by parallel research
(Brinkmann et al., 2025).

are evaluated using 5-fold cross-validation. This
is the only learned component of our pipeline;

Baselines: We compare against:

* TF-IDF: Classic bag-of-words variation with-
out neural representations (Spirck Jones,
1972).

* Hidden State: Like prior studies (Elhage
et al., 2024), we did compare to last-token
hidden state probing as well.

Code and Reproducibility: All code for data
loading, activation extraction, pooling, detailed
hyper-parameters and classification results is pro-
vided in a public repository. A simple YAML con-
figuration file controls model scale, layer indices,
SAE width, and huggingface dataset paths, en-
abling reproducible workflows with Apache 2 li-
cense. All our experiments are conducted on three
Nvidia A6000 GPUs with CUDA version 12.4.

4 Classification Tasks, Multimodal
Transfer, and Hyperparameter Analysis

Here, we investigate best practices for using Gem-
maScope SAE features in classification tasks across
model scale, SAE width, layer depth, pooling
strategies, and binarization. We also briefly touch
upon the cross-modal applicability of text-trained
SAE features to a PaliGemma 2 vision-language
model.

Datasets: We targeted scalable, safety-relevant
binary classification tasks—jailbreak detection,
harmful-prompt screening, and multilingual tox-
icity—to stress-test generality while keeping eval-
uation simple and comparable. Concretely, we
selected publicly available datasets drawn from
MTEB and other widely used classification cor-
pora to ensure reproducibility and sufficient scale
(Muennighoff et al., 2023). We prioritized (i) clear
binary labels, (ii) coverage across multiple lan-
guages, and (iii) permissive licensing. At the time
of experimentation, the pool of multilingual binary
datasets was limited, so we focused on these three
tasks; broadening the task set is an important direc-
tion for future work. Detailed dataset characteris-
tics are in Appendix A.2.

4.1 Impact of Layer Depth and Model Scale

We evaluate gemma-2-2b, 9b, and 9b-it, using
their early, middle, and late layers, with SAE
widths of 16K/65K for gemma-2-2b and 16K/131K
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(a) Layer-wise classification performance for each model scale.
The dotted black line indicates a TF-IDF baseline, while the
red dashed line indicates a last token hidden-state probe base-
line. SAE-based methods (colored violin plots) often sur-
pass these baselines, with middle-layer SAE features typically
achieving the highest scores.
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(b) Token level top-IV vs. full binarized features. Token level
top-N improves with larger values of NV, and binarization
can worsen this performance. However, binarization of all
tokenwise activations reached the best performance of Token
level top-N whilst removing the need to compute top-N val-
ues, which would be important as N scales, offering a more
efficient alternative.

Figure 3: Analysis of model performance across differ-
ent layers and pooling strategies. A strong baseline is
established by averaging the optimal performance per
task across the hidden states across three models.

for gemma-2-9b and 9b-1it, using different pooling
strategies.

We extract token-level SAE features and train
LR classifiers, comparing the results to TF-IDF
and final-layer hidden-state baselines . Figure 3(a)
depicts the layer-wise performance for the three
model scales across our text-based classification
tasks. We observe:

* Layer Influence: Middle-layer activations
typically produce slightly higher F1 scores
than early- or late-layer features, indicating
that mid-level representations strike a useful

Swe did not benchmark against mean-diff here because that
required task to be binary classification

balance between semantic and syntactic infor-
mation for classification tasks.

* Model Scale: Larger models (9B, 9B-IT)
achieve consistently higher mean performance
(above 0.85 F1) compared to the 2B model.
This aligns with larger hidden dimension in
these models having richer representations.

* SAE Outperforms Baselines: SAE based
features often exceed the performance of the
TF-IDF baseline (dotted black line) and final-
hidden-state probe (red dashed line)

4.2 Pooling Strategies and Binarization

We next examine pooling and binarization strate-
gies. Token level max activation pooling methods
included no max pooling (top-0), top-20, and top-
50 features per token. Binarization is applied after
token aggregation. Figure 3(b) compares two fea-
ture selection strategies: (1) no max pooling with
summation of all SAE features, and (2) selecting
the top-/V token level activations (here, 20 and 50),
with and without binarization. LR classifiers are
trained on the resulting features with L2 regulariza-
tion.

* Binarization: Binarized and no max pooling
of SAE features outperform both hidden-state
probes and bag-of-words (dotted lines in Fig-
ure 3(b)). This indicates the effectiveness
of SAE features, particularly when combined
with binarization, for capturing relevant infor-
mation.

* Token level top-N Selection: Can outper-
form the binarized and no max pooling ap-
proach in certain settings, especially when N
increases, and not binarized. However, the
margin is typically small, and top-/NV selection
demands additional computation to identify
discriminative features.

These observations motivate our decision to
adopt binarized and no max pooling as a default
due to theoretical reduced computational overhead
whilst maintaining performance, while acknowl-
edging that token-level top-/N might excel for cer-
tain tasks.

Interpretability and Layer-Wise Insights: We
find that middle-layer SAE features often produce
the highest accuracy across tasks. This trend echoes
prior work suggesting that intermediate layers en-
code richer, more compositional representations
than either early or late layers. Crucially, we find
that binarizing the full set of SAE features offers a
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robust one-size-fits-all approach, whereas selecting
a top-/N subset can yield slightly higher perfor-
mance but requires additional computational steps.
From an interpretability perspective, the binariza-
tion strategy also grants a straightforward notion of
“feature activation”: whether or not a feature dimen-
sion was triggered above zero. Such a threshold-
ing approach can facilitate more useful and usable
feature-level analyses and potential explanations
for model decisions.

4.3 Cross-Modal Transfer of Text-Trained
SAE Features

Finally, we conduct a preliminary investigation
into the cross-modal applicability of SAE features
trained on text. Specifically, we tested whether
features useful for text classification could also be
beneficial in a vision-language setting.

Experimental Setup: Instead of using text-based
Gemma models directly, we use a Gemma-based
LLaVa model (PaliGemma 2) (Liu et al., 2023),
which processes both image and text inputs. Activa-
tions from image-text pairs were fed into a Gemma-
based SAE of equivalent size to assess whether a
text-trained SAE could extract meaningful features
from multimodal representations. We then clas-
sified images from CIFAR-100 (Krizhevsky and
Hinton, 2009), Indian food (Rajistics, 2023), and
Oxford Flowers (Nilsback and Zisserman, 2008)
using SAE-derived features.

SAE Features Transfer Modalities Effectively:
The results of these cross-modal experiments are
detailed in Appendix A.4. We found that the bi-
narization and no max pooling strategy, effective
for text-only tasks, remained effective with SAE
features derived from PaliGemma 2 processing par-
tial textual inputs in a vision-language environment.
While these initial findings are promising, a more
comprehensive study tailored for multimodal anal-
ysis is needed to fully explore the benefits and lim-
itations of transferring text-trained SAE features to
vision-language tasks.

5 Multilingual Classification and
Transferability

This section evaluates the cross-lingual robustness
of SAE features. We investigate whether features
extracted from multilingual datasets are consistent
with those found in monolingual contexts and ex-
plore the correlation between SAE feature transfer-

F1 Score

. . - .
0.8 -
0.6 N
0.4+
0.2+
0.0 T T T T T
EN ES RU DE ZH

Test Language

Native SAE EN SAE Transfer B Translated SAE Transfer

Figure 4: Multilingual toxicity detection results (middle-
layer features): Native SAE Training (pink) consis-
tently achieves the best F1 scores. Transferring from
English (gold) or using translated inputs (green) leads to
moderate performance declines. 9B-IT models show a
similar trend, with slightly improved cross-lingual gen-
eralization in some language pairs.

ability and cross-lingual prediction performance.
We conduct three primary experiments: (1) compar-
ing native and cross-lingual transfer, (2) evaluating
different feature selection methods, and (3) assess-
ing the impact of training data sampling.

Dataset: We use the multilingual toxicity detec-
tion dataset (Dementieva et al., 2024), which con-
tains text in five languages labeled with a binary
toxicity label: English (EN), Chinese (ZH), French
(FR), Spanish (ES), and Russian (RU).

5.1 Native vs. Cross-Lingual Transfer

We first investigate the performance of SAE fea-
tures when training and testing on the same lan-
guage (native) versus training on one language and
testing on another (cross-lingual).

Experimental Setup: Following the best config-
urations from previous Section, we extract SAE
features from gemma-2-9b and 9b-it (widths of
16K or 131K). We train linear classifiers on one
language’s data and test on the same or a differ-
ent language. We also compare against a simpler
SAE feature selection approach, the fop-n mean-
difference baseline (Mean-Diff) (Kantamneni et al.,
2024), to determine if the entire feature set is nec-
essary.

Results and Discussion: Figure 4 presents the F1
scores. Pink bars show native SAE training, gold
bars show English-trained models tested on other
languages, and green bars show English-translated
models tested on translated inputs:
* Native Training Superiority: Native training
consistently yields the highest F1 scores (e.g.,
EN — EN can reach over 0.99 F1).
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Figure 5: Comparison of average F1 scores by different
feature selection methods on the Multilingual Classifi-
cation and Transfer task. The boxes represent the mean
=+ standard deviation, and the whiskers indicate the in-
terquartile range (IQR).

* English Transfer Effectiveness: Transfer-
ring SAE features trained on English (gold
bars) achieves reasonable performance on ES,
RU, and DE, but with a 15-20% F1 score de-
crease compared to native training. This indi-
cates some cross-lingual features generaliza-
tion internally inside of the models.

¢ Direct Transfer Outperforms Translation:
Translating foreign language inputs into En-
glish before classification does not outper-
form direct training on the original language
data. Native language signals can be effec-
tively transferred into a shared SAE feature
space, proving valuable even without explicit
translation.

These results suggest that SAE-based representa-
tions have cross-lingual potential, but native train-
ing remains superior. Instruction tuning (9B-IT)
yields modest gains, implying distributional shifts
from instruction tuning may improve adaptability.
Notably, an English-trained SAE performs well in
related languages, even better than translations.

5.2 Feature Selection Methods: Full SAE vs.
Hidden States vs. Mean-Diff

Experimental Setup: We compare feature selec-
tion methods on gemma-2-9b and 9b-1it, analyzing
performance across different layers using: all SAE
features (with binarization), last token hidden-state
probing (baseline), and the top-N mean-difference
(Mean-Diff) approach.

Results and Discussion: Figure 5 shows the av-
erage F1 scores across layers.® SAE features
achieve the highest macro F1 scores but ex-
hibit greater variance, particularly due to DE —
ZH transfer. Despite this, they remain the most
preferable choice due to their superior peak per-
formance. Hidden-state probing performs com-
petitively with lower variance but does not reach
the highest scores, making it a more stable alter-
native. Meanwhile, Mean-Diff top-/V selection
(Top-10, Top-20, Top-50) consistently lags behind
SAE features and hidden states, offering similar
variance but lower effectiveness, reinforcing the
benefit of using the full SAE feature set.’
However, when considering average rather than
peak performance, Mean-Diff top-N selection actu-
ally outperforms SAE features, providing a higher
mean F1 score and lower variance. This suggests
it may be preferable in scenarios where stability
across tasks is prioritized over peak performance.
We then examine the robustness of SAE feature
extraction with varying amounts of training data.

Experimental Setup: We assess performance
across training set sampling rates (0.1-1.0), com-
paring native language training and English trans-
fer. For each, we evaluate SAE binarized features,
hidden states, and Mean-Diff top-N selection.

Results and Discussion: Figure 1 shows the per-
formance across sampling rates. Key findings:

* Native Outperforms Transfer: Native lan-
guage training consistently outperforms En-
glish transfer across all sampling rates.

* SAE Features are Superior: Our full bina-
rized SAE features achieve superior F1 scores
(0.85-0.90) compared to both hidden states
(0.80-0.85) and top-N selection (0.75-0.80).

* Stable Performance Gap: The performance
difference between native and transfer settings
remains relatively stable even with limited
data. This shows that our feature extraction
method is robust even when data is scarce.

Clarifying differences from (Kantamneni et al.,
2024) The use of L1 sparsity methods to per-
form feature selection, mean-difference approach

®Large variance of the box plot here are caused by transfer
across 5 languages and 3 layer settings within 2 models.

"These different methods also utilize different important
features to do classification which results in performance dif-
ferences as shown in Appendix A.7.

29934



of (Kantamneni et al., 2024), demonstrates strong
performance and that a small number of features
can contain most of the task-relevant information.
However, for the specific task of our multilin-
gual toxicity detection, the aggregated binarisa-
tion method from all features appears to preserve
a stronger signal and greater transferability across
languages in native and translated settings. This
is in contrast to Kantamneni et al. (2025), and
therefore, future work is needed to clarify the task
sensitivity of the divergent findings. Major differ-
ences on feature selection methods may also drive
differences and future work will focus on under-
standing the impact of different methods on varied
interpretability approaches.

6 Behavioral (Action) Prediction

This section examines whether smaller models can
predict the output correctness ("action") of larger,
instruction-tuned models in knowledge-intensive
QA tasks. This relates to scalable oversight, where
a smaller, interpretable model monitors a more ca-
pable system. We focus on predicting the 9B-IT
model’s behavior using features from smaller mod-
els and assess the impact of context fidelity.

Goal and Motivation: We aim to determine
whether smaller and/or base models (Gemma 2-2B,
9B) can predict their own behavior or that of a larger
and/or fine-tuned model (9B-IT) on knowledge-
based QA tasks, based on correct or incorrect fac-
tual information. This aligns with a scalable over-
sight scenario, where a smaller model monitors a
more capable system when they share the same
corpus and architecture.

Datasets: We use the entity-based knowledge
conflicts in question answering dataset (Longpre
et al., 2022), which provides binary correctness la-
bels for model responses. Open-ended generation
is performed with viim (Kwon et al., 2023), and
answers are scored using inspect ai (Al Safety In-
stitute) with GPT-40-mini as the grader.

Experimental Design and Results: We focus
on predicting 9B-IT’s output correctness. For a
given model M (2B, 9B, 9B-IT): 1) We generate
open-ended answers to prompts using the model. 2)
We use GPT-40-mini-0718 to label each answer
as correct or incorrect. 3) We extract pretrained
SAE activations from the input question, with and
without provided contexts. 4) We train a logistic
regression model to predict the binary correctness

LLM Classifier
0.85 2b

— = 9b

0.80 9b it

— Hidden States Baseline

Average Linear Macro F1 Score

Original Question Subject

Swap Swap
Datasets

Figure 6: Action prediction performance for 9B-IT
across different context manipulations (Original, Ques-
tion Swap, Subject Swap). Each bar represents a differ-
ent LLM extracted features trained into classifiers (2B,
9B, 9B-IT) using SAE features; the black horizontal
lines indicate the hidden-states baseline. High predictive
power is observed with the correct context, dropping
significantly with context manipulations. 2B-based fea-
tures are competitive in predicting 9B-IT’s behaviors.

label from these extracted features.

We also perform cross-model prediction (e.g.,
2B predicting 9B’s correctness), similar to (Binder
et al.,, 2024). We fix the SAE width to 16K
and compare the quality of predictions using full
SAE binarized approach to those using the Top-
N mean difference feature method, and analyze
auto-interpretable descriptions of features to un-
derstand if similar explanations are shared in the
top features across models. Figure 6 summarizes
the macro F1 scores across several conditions from
the NO-Swap and inspect_evals datasets: Original
context, Question Swap, and Subject Swap. Key
findings:

* Context Fidelity is Crucial: Providing the
correct context ("Original" setting) yields the
highest F1 scores (above 80%). Removing
or swapping the context causes a significant
drop (20%), underscoring the importance of
reliable response prediction across contexts.

* Inter-Model Prediction is Effective: Sur-
prisingly, 2B-based SAE features can predict
9B-IT’s correctness nearly as well as, and
sometimes better than, 9B-1T’s own features.
This is a key result for scalable oversight.

* SAE Features Outperform Hidden States:
Hidden-state baselines (black lines) generally
perform worse than the binarized SAE feature
sets, reinforcing the utility of the SAE-based
approach for this "behavior prediction" task.
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Implications for Scalable Oversight: These
findings highlight the promise of using smaller
SAE:s to interpret or predict the actions of more
powerful LMs. Although context consistency is
critical, the ability to forecast a larger model’s deci-
sions has significant implications for Al safety and
governance, especially in risk-sensitive domains.
In summary, our results demonstrate that:

1. SAE-based features consistently outperform
hidden-state and TF-IDF baselines across clas-
sification tasks, especially when using sum-
mation + binarization.

2. For multilingual toxicity detection, native
training outperforms cross-lingual transfer,
though instruction-tuned models (e.g., 9B-IT)
may exhibit modestly better transfer as you
can see in Appendix A.8 and A.9.

3. Smaller LMs can leverage SAE features
to accurately predict the behavior of larger
instruction-tuned models, suggesting a scal-
able mechanism for oversight and auditing.

7 Conclusion

We present a comprehensive study of SAE features
across multiple model scales, tasks, languages,
and modalities, highlighting both their practical
strengths and interpretive advantages. Specifically,
summation-then-binarization of SAE features sur-
passed hidden-state probes and bag-of-words base-
lines in most tasks, while demonstrating cross-
lingual transferability. Moreover, we showed that
smaller LLMs equipped with SAE features can ef-
fectively predict the actions of larger models, point-
ing to a potential mechanism for scalable oversight
and auditing. Taken together, these results rein-
force the idea that learning (or adopting) a sparse,
disentangled representation of internal activations
can yield significant performance benefits and sup-
port interpretability objectives.

We hope this work will serve as a foundation
for future studies that exploit SAEs in broader
multimodal, diverse languages, and complex real-
world workflows where trust and accountability are
paramount. By marrying strong classification per-
formance with clearer feature-level insights, SAE-
based methods represent a promising path toward
safer and more transparent LLM applications.

8 Limitations

While our study demonstrates the effectiveness of
SAE features for classification and transferability,

several limitations remain.

Dependence on Gemma 2 Pretrained-SAEs
Our primary analysis is restricted to SAEs trained
with Jump ReL U activation on Gemma 2 models
as they were the only open-source models available
that provided SAE’s across varying layers, widths,
and model sizes. This could potentially limit gener-
alizability to other model architectures and training
paradigms. Future work should explore diverse
SAE training strategies and model sources.

Limited Multimodal and Cross-Lingual Evalu-
ation Our cross-modal experiments are prelim-
inary, and further research is needed to validate
SAE generalization across different modalities and
low-resource languages.

Sensitivity to Task and Data Distribution SAE
performance varies across datasets, and its robust-
ness under adversarial conditions or domain shifts
needs further study.

Interpretability Challenges Despite improved
feature transparency, the semantic alignment of
SAE features with human-interpretable concepts
remains an open question.

Potential Risks The toxicity or other safety-
related open-sourced data we use contained offen-
sive language, which we have not shown in the
manuscript. And the auto-interp features are fully
Al generated by neuronpedia.org.

Future Work: Robustness under Domain Shift
A crucial next step is to investigate how SAE-
derived features behave when the input distribu-
tion changes. This includes examining covari-
ate, subpopulation, and temporal shifts by train-
ing probes on one domain and evaluating on
held-out domains (e.g., news—social media; for-
mal—informal), measuring activation drift and the
stability of feature—label associations. This evalua-
tion will clarify whether the observed transferabil-
ity reflects domain-agnostic structure or domain-
specific correlations.

Beyond robustness, there is a need to expand the
task set beyond safety-oriented binary classifica-
tion to include multilabel and non-safety tasks and
additional multilingual benchmarks.
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A Appendix

A.1 Details on Pooling Methods
Top-N Feature Selection per Token
In our approach, the top-V feature selection per token is performed as follows:

Step 1 For each token ¢ in a sequence, we consider its corresponding SAE activation vector:
freR™ t=1,2,....,n,
where m is the SAE dimension and 7 is the sequence length.

Step 2 For each token-level activation vector f;, we keep only the top /N largest activation values, setting
all other activations to zero:

i {ft [i], if fi[i] is among the top N values in fy,
t|1 =

0, otherwise.

Step 3 We then aggregate these sparse vectors across all tokens by summation to obtain a fixed-size
sequence-level representation F':
n
P=Y
t=1

Thus, the selection is performed per token independently (not across the entire dataset at once).
This ensures each token contributes its most salient features, and then we aggregate token-level sparse
activations into a sequence-level vector.

Top-N Mean-Difference Selection

The top-N mean-difference selection method is a supervised feature selection approach performed at the
dataset level, as follows:

Step 1 For each SAE dimension ¢, compute the absolute difference between the mean activation for the
positive class CT and the negative class C~ over the entire training set:

1 , 1 .
di = o] Z Fo(i) — | ZFz(l),

zeCt zeC—
where F),(7) is the aggregated activation of dimension 4 for instance x.

Step 2 Select the top N SAE dimensions with the largest d; values. This selection is done once at the
dataset level using the training data.

Step 3 For subsequent classification, keep only these top N dimensions for all instances.
In other words, the mean-difference selection is computed using activations aggregated across all tokens
and all instances in the training dataset to identify globally discriminative SAE dimensions.

A.2 Models and Dataset Information

Table 1 describes the configurations of the Gemma 2 models under study, including which layers are
analyzed, the width of our SAE, and whether the model is base or instruction-tuned. These particular
layers were selected based on availability of SAE widths across model sizes, and to reflect progression
throughout the model.

Table 2 outlines each dataset used, specifying the type of task, a brief description, and the corresponding
number of classes. These datasets focus on safety based tasks such as toxicity detection, and the
multimodal datasets use the vision task such as CIFAR-100. Our goal was to test each model’s robustness
across both domain (language vs. vision) and complexity (binary vs. multi-class classification), thereby
evaluating classifiers applicability.
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Table 1: Model Configurations and SAE Specifications. We analyze select intermediate layers (see Layers Analyzed)
to extract representations for the Stacked Autoencoder, whose width is indicated.

Model Layers Analyzed SAE Width Model Type
Gemma 2 2B 5,12, 19 214 916 Base

Gemma 2 9B 9,20, 31 214 9l7 Base

Gemma 2 9B-IT 9, 20, 31 o4 917 Instruction-tuned

Table 2: Dataset Specifications, Task Descriptions, and Class Information. Each dataset is evaluated based on its
primary task and class distribution. V) noted for vision tasks otherwise are pure text classification tasks

Dataset Description Classes
Multilingual Toxicity (Dementieva et al., 2024)  Cross-lingual toxicity detection 2
Election Questions (Anthropic, 2023) Classify election-related claims 2
Reject Prompts (Arditi et al., 2024) Detect unsafe instructions 2
Jailbreak Classification (Hao, 2023) Detect model jailbreak attempts 2
MASSIVE Intent (FitzGerald et al., 2023) Massive intent classification 60
MASSIVE Scenario (FitzGerald et al., 2023) Massive scenario classification 18
Banking77 (Casanueva et al., 2020) Banking-related queries intent 77
classification
TweetEval Stance Abortion (SetFit, 2023) Stances on abortion: favor, 3
against, neutral
NQ-Swap-original (Longpre et al., 2022) Robustness testing with correct 2
or incorrect factual information
swapped QA
V) CIFAR-100 (Krizhevsky and Hinton, 2009)  General image classification 100
V) Oxford Flowers (Nelorth, 2023) Classification of 102 flower types 102
V) Indian Food Images (Rajistics, 2023) Classification of Indian dishes 20

A.3 Performance variation on the width

We conduct an analysis of the effect of width scaling on full SAE features among our safety text
classification tasks. The evaluation compares models with and without max pooling, as well as binarized
and non-binarized activations, to determine their impact on classification performance. Consistently
increasing the width results in decline in the mean score across all configurations, with the steepest
drop observed in non-binarized cases, which is surprisingly different from Kantamneni et al. (2024)
demonstrate the opposite using mean-diff feature SAE selection. A complete table of our results across
variations are available at the following anonymous link https://docs.google.com/spreadsheets/d/
1zUTXBdsorzthBLWMUoXNBP-X51rUysnNLOiLYdBZ1HU/edit?usp=sharing.
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Figure 7: Performance evaluation of SAE feature transfer across different model widths for Gemma-2 models.
Results are presented under different binarization and pooling settings, demonstrating a decline in mean score as
width increases. The observed trends indicate that larger widths may reduce feature discriminability, particularly in
non-binarized settings.

A.4 Multimodal performance

We also implemented an unsupervised approach and analyzed the retrieved features to evaluate whether
meaningful features could be identified through this transfer method among other models and pretrained
SAEs. Initially, features were cleaned to remove those overrepresented across instances, which could add
noise or reduce interpretability.

Considering the CIFAR-100 dataset again, which comprises 100 labels with 100 instances per label, the
expected maximum occurrence of any feature under uniform distribution is approximately 100. To address
potential anomalies, a higher threshold of 1000 occurrences was selected as the cutoff for identifying and
excluding overrepresented features. This conservative threshold ensured that dominant, potentially less
informative features were removed while retaining those likely to contribute meaningfully to the analysis.

In this study, we also tried the Intel Gemma-2B LLaVA 1.5-based model (Intel/llava-gemma-2b) (Hinck
et al., 2024) as the foundation for our experiments. For feature extraction, we incorporate pre-trained
SAEs from jbloom/Gemma-2b-Residual-Stream-SAEs (RELU-based), trained on the Gemma-1-2B model.
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Figure 8: Performance of SAE features from gemmascope being utilised on activations derived from Peligemma 2
models. Token-n = 0 and binarization yielded overall best performance. These results also demonstrate the promise
on direct SAE transfer in multimodal settings.

These SAEs include 16,384 features (an expansion factor of 8 x 2048) and are designed to capture sparse
and interpretable representations.

After cleaning, we examined the retrieved features across different model layers (0—12 of 19 layers).
We found that deeper layers exhibited increasingly useful/relevant features.

Below, we provide some examples of retrieved features from both high-performing and underperforming
classes, demonstrating the range of interpretability outcomes.

A.5 Top retrieved features

Category Layer Top 2 Features (Occurrences)
Dolphin Layer 0 Technical information related to cooking
recipes and server deployment (30/100)
Continued on next page
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— Continued from previous page —

Category Layer Top 2 Features (Occurrences)
References to international topics or content
(26/100)
Dolphin Layer 6 Phrases related to a specific book title: The
Blue Zones (25/100)
Mentions of water-related activities and re-
sources in a community context (17/100)
Dolphin Layer 10 | Terms related to underwater animals and ma-
rine research (88/100)
Actions involving immersion, dipping, or sub-
merging in water (61/100)
Dolphin Layer 12 | Terms related to oceanic fauna and their habi-
tats (77/100)
References to the ocean (53/100)
Dolphin | Layer 12-it | Mentions of the ocean (60/100)
Terms related to maritime activities, such as
ships, sea, and naval battles (40/100)
Skyscraper | Layer 0 Information related to real estate listings and
office spaces (11/100)
References to sports teams and community
organizations (7/100)
Skyscraper | Layer 6 | Details related to magnification and inspec-
tion, especially for physical objects and im-
ages (32/100)
Especially for physical objects and images
(28/100)
Skyscraper | Layer 10 | References to physical structures or buildings
(68/100)
Character names and references to narrative
elements in storytelling (62/100)
Skyscraper | Layer 12 | References to buildings and structures
(87/100)
Locations and facilities related to sports and
recreation (61/100)
Skyscraper | Layer 12-it | Terms related to architecture and specific
buildings (78/100)
References to the sun (57/100)
Boy Layer 0 | References to sports teams and community
organizations (17/100)
Words related to communication and sharing
of information (10/100)
Boy Layer 6 Phrases related to interior design elements,
specifically focusing on color and furnishings
(52/100)
Hair styling instructions and descriptions
(25/100)
Boy Layer 10 | Descriptions of attire related to cultural or tra-

ditional clothing (87/100)

Continued on next page
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— Continued from previous page —

Category

Layer

Top 2 Features (Occurrences)

References to familial relationships, partic-
ularly focusing on children and parenting
(83/100)

Boy

Layer 12

Words associated with clothing and apparel
products (89/100)

Phrases related to parental guidance and in-
volvement (60/100)

Boy

Layer 12-it

Patterns related to monitoring and parental
care (88/100)

Descriptions related to political issues and per-
sonal beliefs (67/100)

Cloud

Layer 0

Possessive pronouns referring to one’s own
or someone else’s belongings or relationships
(4/100)

References to sports teams and community
organizations (3/100)

Cloud

Layer 6

Descriptive words related to weather condi-
tions (24/100)

Mentions of astronomical events and celestial
bodies (21/100)

Cloud

Layer 10

Terms related to aerial activities and opera-
tions (62/100)

References and descriptions of skin aging or
skin conditions (59/100)

Cloud

Layer 12

Themes related to divine creation and celestial
glory (92/100)

Terms related to cloud computing and infras-
tructure (89/100)

Cloud

Layer 12-it

The word "cloud" in various contexts (80/100)
References to the sun (47/100)
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A.6 Performance Tables

Below we present the full results for evaluating our multilingual toxicity classification experiments,
focusing on different feature extraction methods, top-n feature selection, and the overall experimental
design.

Table 4: Multilingual Toxicity Classification Performance Comparison

Model Transfer SAE Features Hidden States
Layer9 20 31 Layer9 20 31

Gemma?2 - 9B Original 0.759 0.794 0.766 0.772 0.792 0.765
Translated 0.763  0.798 0.771 0.771  0.794 0.766
Gemma?2 - 9B IT  Original 0.754 0.784 0.751 0.755 0.770 0.755
Translated  0.761  0.778 0.753  0.761  0.776  0.747

SAE Features vs. Hidden States. Table 4 reports macro F1 scores for two Gemma2 9B model variants
(base and instruction-tuned), comparing:

1. SAE Features: Representations learned by a Sparse Autoencoder at specific layers.
2. Hidden States: Direct residual stream outputs/hidden states from the same transformer layers.

We evaluate both Original (multilingual) and Translated (All translated to English) test sets. Across most
settings, SAE-based features at layer 20 or 31 produce competitive (often superior) results, suggesting
that deeper layers encode richer semantic information for toxicity detection. The instruction-tuned model
(Gemma?2 - 9B IT) also benefits from SAE features, although its absolute scores are slightly lower than
the base model’s best results, surprisingly, on both using full SAE features and hidden states.

Table 5: Comparison of F1 scores across different layers and top-N token selections. top-/V indicates evaluation on
the top 10, 20, or 50 mean top-diff SAE features. Original refers to the original input language, while Translated
corresponds to translated input to English. Bold values highlight the highest scores for each row.

Transfer Top 10 Top 20 Top 50
Model Setting L9 L20 L31 L9 L20 L31 L9 L20 L31

Original 072 076 0.79 0.72 076 0.79 0.72 0.76 0.79
Translated 0.72 0.76 0.78 0.72 0.76 0.78 0.72 0.76 0.78

Original 072 074 0.77 072 074 0.77 072 0.74 0.77
Translated 0.72 0.73 0.76 0.72 0.73 0.76 0.72 0.73 0.76

Gemma? - 9B

Gemma?2 - 9B IT

In the table above, we investigate selecting only the top 10, 20, or 50 most salient SAE features.
Interestingly, reduced features can maintain or sometimes even slightly improve macro F1 performance.

A.7 Cross Lingual Transfer of Feature Activations

A more detailed set of visualizations are provided below showing how feature extraction methods perform
when transferring across different languages. We first show a high-level summary of cross-lingual transfer
via a heatmap (Figure 9), then we provide a series of line plots (Figures 10—13) illustrating performance
versus sampling rate for five target languages. These plots compare Native SAE Training with English SAE
Transfer under three feature extraction strategies: full SAE features, hidden states, and mean difference
top-n SAE features.

29946



Multilingual Transfer Heatmap for mean-diff top_n=20
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Figure 9: Average F1 scores for each training language (y-axis) versus test language (x-axis). We compare hidden
states, SAE features, and top-n feature selection. The top row shows models trained on native-language datasets;
the bottom row uses English-translated data for training. Darker cells indicate higher F1 performance.

Analysis of Feature Overlap. Table 6 compares F1 scores for different training approaches (English
Transfer, Native, and Translated SAE) across five languages (DE, EN, ES, RU, ZH). The Overlap columns
indicate how many of the top 20 SAE features are shared with each respective training scheme. As
expected, each model has a complete overlap (1.000) with its own native features. In contrast, cross-
lingual overlaps (e.g., Overlap English for Spanish or Chinese) are comparatively low (often around
0.06-0.26). Top 20 features were stored for each model trained on a language. Overlaps were calculated
as standard jaccard similarities measures between train and test language sites, where we compare the
features from the training set of one language to that of the top 20 features derived during training on the
test language. For example, English-Spanish overlap is calculated using the top 20 SAE features derived
from logistic regression training on the English dataset, and the top 20 features derived from logistic
regression training on the Spanish Dataset. We then compute the similarity metric between the two.

Despite relatively small overlaps in top features, the English Transfer and Translated SAE configurations
can still yield competitive F1 scores (e.g., RU with English Transfer at 0.888 or 0.903 for instruction-
tuned). This suggests that, although the top features in one language are not strictly identical to those in
another, a significant subset of high-impact features appears useful across languages. At the same time,
the strongest performance generally occurs under Native training.

A.7.1 Full SAE learns classifiers find different features than Mean-diff top-N features

As we have seen in Figure 10-13, our Full SAE learns features outperform the Mean-diff Top-20 features.
This makes sense because our features are learned through supervision, while the other method is done by
naive clustering. You can also see that the top-20 "useful features" found by two different method from
9B-IT model is different in Figure 14. As we use more data, the overlap fully got washed out.
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Table 6: F1 Scores and Overlap for Models and Test Languages. F1 scores are reported for three evaluation
strategies: F1 (EN-T): Trained on English SAE features and tested on other languages (Transfer), F1 (N): Trained
and tested natively, F1 (Tr-SAE): Trained on translated inputs with extracted SAE features. Overlap measures
indicate representation similarity: Ovlp (EN): Overlap with English Transfer, Ovlp (Tr): Overlap with Translated

SAE.
Model Lang F1(EN-T) F1(N) F1(Tr-SAE) Ovlp (EN) Ovlp (Tr)
9b DE 0.710 0.945 0.708 0.098 0.099
9b EN - 0.969 - - -
9b ES 0.768 0.926 0.771 0.212 0.200
9b RU 0.888 0.973 0.886 0.237 0.221
9b ZH 0.592 0.856 0.593 0.061 0.064
9b it DE 0.722 0.941 0.723 0.093 0.089
9b it EN - 0.969 - - -
9b it ES 0.792 0.928 0.790 0.207 0.209
9b it RU 0.903 0.973 0.903 0.263 0.253
9b it ZH 0.599 0.858 0.602 0.086 0.071
17.5 Language
/ EN
15.0} ES
—eo— RU
—eo— DE
€125 —*- ZH
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E- 10.0
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Figure 14: Feature overlap count between Full SAE Top-20 and Mean-Difference Top-20 feature selection across
sampling rates among native-language trained SAEs (from 9B-IT, layer 31). Higher overlap suggests greater
consistency in feature selection between the two methods.
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A.8 Action prediction

below we show the disaggregated performance of SAE features vs. hidden states ability to predict a model’s
actions or behaviors across multiple task scenarios. Specifically, we focus on the 9B instruction-tuned
model (9b if) under three dataset conditions:

1. Original questions without context: Queries posed directly with no additional background.

2. Questions with correct context: Queries augmented by relevant information aligned with the true
scenario.

3. Questions with incorrect context: Queries intentionally combined with misleading or contradictory
statements.

Figure 15 presents a paired bar plot that compares hidden states (gold bars) and SAE features (pink
bars) for predicting whether the model will respond with a particular action or behavior. Each subplot
corresponds to a different dataset, illustrating how these features perform under various context conditions.
Notably, the SAE-based classifier often achieves performance levels on par with or superior to the raw
hidden-state baseline, suggesting that SAE features may help isolate key aspects of the model’s decision-
making process. This pattern holds across original questions (no context) as well as questions provided
with correct or incorrect context, indicating that SAE features can enhance interpretability and robustness
in action prediction tasks.

A.9 Action Features

To further investigate how these learned representations drive action prediction, we highlight in the tables
below the top classifier features for the original and no context scenario in the middle layer setting,
reflecting the core layers from which features are extracted.

The goal would be to identify if similar concepts are activated across model sizes e.g. are features from
the 2b similar to the concepts on the 9b-it that is trying to predict its own behaviour? These tables help
reveal whether similar conceptual features emerge across different context conditions (e.g., No Context vs.
original) or whether the model learns context-specific indicators tied to the question setup.

Table 7: Feature Comparison for Dataset: No Context, Layer: middle

Feature (Model

emma-2-2b) Feature (Model googl

emma-2-9b) Feature (Model google/gemma-2-9b-it)

languages 11: terms related to comps

10: terms related
444: phrases ind

on and ranking 319: phrases that denc
y or lack of something 3143: expressions of pride and accomplishments 1513: phrases related

arts of a whole

ising awareness and advocacy for various social issues

632: car dealership and financing-related terminology 4152: technical terms and concepts related to data streaming and manipulation 2032: topics related to societal norms and expectations

1373: conjunctive phrases that express relationships or connections between multiple elements 4316: authenticity and sincerity in relationships and choices 7597: references to publishers and publication details

4214: phrases relating to economic inequality and socio-political commentary 4771 terms related to the emission of light and radiation in various contexts 8568: legal terminology and concepts related to administrative and tax liability

5593: terms related to switching or transitions 8741 instances of the verb "p: 9520: references to applications, their requirements, and the processes involved in their submission and approval

10177: references to procedur
10316: terms related to study
13181: phrases that refer to ta
15360: periods at the end of sente

otoc

9153: phrases related to a
ind data analysis methods 12185: references to sanc
naintaining control or responsibility 13192: references to bibl
13510: code-related terminol

9912: elements and methods related to API request handling and asynchronous processing
12025: references to meetings and discussions
themes related to prophecy and divine intervention  13586: common phrases or templates in written dialogues

‘oncepts in programming languages 14004: occurrences of specific events and their frequency in a legal or conversational context
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Figure 15: Paired bar plot for hidden state compared to SAE feature performance for behavior prediction across
datasets.
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Table 8: Feature Comparison for Dataset: Original, Layer: middle

dtoc ag
ted 1o function and

ated to program
programming lang

d notations
2 markers typical in academic citations
ind their configurations in neural networks

it
od definitions 6729: mathematic
res and their definitions 7656: punctu
raries, and frameworks related to system and web development 7926: terms
9384: terms related to

ode 9708 te
13547

High-Level Consistencies Across Models. Across the tables comparing 2B, 9B, and 9B-IT, we see
frequent mentions of programming-related features (e.g., code syntax, function definitions, data structures).
Such technical elements dominate many of the top features identified by our autointerpretable definitions.
However, we also observe several non-programming references (e.g., legal terminology, societal or
economic concepts) shared across models—particularly at middle or late layers.

An example we observe is the presence of Economic and Socio-Political Commentary across models.
The 2B model identifies phrases relating to “economic inequality and socio-political commentary” (Feature
4214), whereas 9B-IT surfaces “legal terminology and concepts related to administrative and tax liability”
(Feature 8568). Both target broader sociopolitical or legal contexts.

It is important to note that our similarity claims are constrained by the level of granularity in autointer-
pretable annotations. Different feature IDs may describe related or overlapping real-world concepts, even
if they are not labeled identically. At a high level, these tables suggest that all three Gemma-2 variants
(2B, 9B, and 9B-IT) learn to capture similar domains, with broad thematic parallels (legal frameworks,
social dynamics, etc.) emerging beyond mere code-based patterns. Thus, even though the precise feature
names differ, it appears plausible that many of these salient features reflect similar underlying concepts.
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