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Abstract

Large Language Models (LLMs) offer natural
language explanations as an alternative to fea-
ture attribution methods for model interpretabil-
ity. However, despite their plausibility, they
may not reflect the model’s true reasoning faith-
fully. While several faithfulness metrics have
been proposed, they are often evaluated in iso-
lation, making principled comparisons between
them difficult. We present CAUSAL DIAGNOS-
TICITY, a testbed framework for evaluating
faithfulness metrics for natural language ex-
planations. We use the concept of diagnosticity,
and employ model-editing methods to gener-
ate faithful-unfaithful explanation pairs. Our
benchmark includes four tasks: fact-checking,
analogy, object counting, and multi-hop reason-
ing. We evaluate prominent faithfulness met-
rics, including post-hoc explanation and chain-
of-thought methods. Diagnostic performance
varies across tasks and models, with Filler To-
kens performing best overall. Additionally, con-
tinuous metrics are generally more diagnostic
than binary ones but can be sensitive to noise
and model choice. Our results highlight the
need for more robust faithfulness metrics.

1 Introduction

Natural language explanations from Large Lan-
guage Models (LLMs) have enhanced possibili-
ties for model interpretability, offering readable
insights that surpass traditional feature attribution
methods. Most LLMs can generate explanations
for their predictions at minimal cost (Wei et al.,
2022). However, despite fluency and plausibility,
such explanations may not reflect the model’s ac-
tual reasoning process and can mislead practition-
ers (Turpin et al., 2023).

The idea of faithfulness aims to assess how accu-
rately explanations reflect the true reasoning mech-
anism of the model. While numerous metrics have

!Code available at https://github.com/KeremZaman/
CausalDiagnosticity

been proposed to measure faithfulness for natu-
ral language-based explanations, the field lacks a
principled framework for evaluating these metrics
themselves. We cannot trust a faithfulness metric if
we cannot reliably assess whether it actually distin-
guishes faithful from unfaithful explanations. Par-
calabescu and Frank (2023) made initial progress
by comparing different metrics on the same data
and models, yet their work did not evaluate the
effectiveness of the metrics themselves.

We address this critical gap through CAUSAL
DIAGNOSTICITY, an evaluation framework for rig-
orously comparing faithfulness metrics. Our frame-
work operationalizes the concept of diagnostic-
ity (Chan et al., 2022b), which measures how often
a faithfulness metric correctly favors faithful ex-
planations over unfaithful ones. We extend it to
natural language explanations through a causal in-
tervention approach. Rather than relying on heuris-
tically generated unfaithful explanations, we lever-
age knowledge editing techniques to causally gen-
erate controlled pairs of faithful and unfaithful ex-
planations, ensuring ground truth for evaluation.

Our framework consists of four tasks spanning
complexity levels: (1) fact-checking, (2) analogy
completion, (3) object counting, and (4) multi-hop
reasoning. Figure 1 illustrates our approach. Us-
ing this benchmark, we conduct the first system-
atic evaluation of prominent faithfulness metrics,
including Simulatability, corruption-based Chain-
of-Thought (CoT) metrics (Lanham et al., 2023),
and CC-SHAP (Parcalabescu and Frank, 2023).

Our findings show that the most diagnostic met-
ric varies by task and model, but the Filler To-
kens metric emerges as the most reliable overall.
We also note that metrics producing continuous
scores are more diagnostic than those with bi-
nary scores. That said, continuous metrics can be
overly sensitive to noise and model choice. Thus,
we need more robust faithfulness metrics that ex-
hibit consistent behavior across models and tasks.
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STAGE 1: Knowledge Editing STAGE 2: Explanation Generation

Is Rihanna a
singer?

‘ No, Rihanna is a
researcher, not
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—
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STAGE 3: Diagnosticity Evaluation
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Figure 1: Our framework has three stages: (1) Knowl-
edge Editing: applying counterfactual edits to models;
(2) Explanation Generation: generating faithful and
unfaithful explanation pairs using the edited models,
or synthetically generating such pairs based on the ed-
its; (3) Diagnosticity Evaluation: assessing the chosen
faithfulness metric with one of the edited models us-
ing the faithful-unfaithful explanation pairs. Diagnostic
faithfulness metrics should assign a higher score to the
faithful explanations than to the unfaithful ones.

Our contributions are (1) a framework for evalu-
ating faithfulness metrics for natural language ex-
planations, (2) a dataset spanning four tasks, and
(3) benchmarking of prominent faithfulness met-
rics across knowledge editing methods and models
to provide insights into their reliability.

2 Technical Background

Faithfulness We adopt the commonly used defi-
nition of faithfulness, which is the extent to which
an explanation accurately reflects the reasoning pro-
cess behind a model’s prediction, following Jacovi
and Goldberg (2020). While this notion is widely
accepted, its concrete instantiations vary depend-
ing on the type of explanation and the method used
to measure faithfulness. For example, post-hoc
explanations typically capture reasoning over an
input—output pair, whereas CoT explanations repre-
sent reasoning generated from the input alone. Met-
rics differ in how they operationalize faithfulness:
some evaluate the change in predictions and ex-
planations after modifying the input (Turpin et al.,
2023; Atanasova et al., 2023; Siegel et al., 2024),
while others assess the change in prediction after
corrupting the explanation (Lanham et al., 2023).
Parcalabescu and Frank (2023) critique such met-
rics for relying on overly simplistic consistency
measures and instead propose measuring faithful-
ness by comparing the contributions of the input

and the explanation to the model’s prediction. In
line with this criticism, Tutek et al. (2025) inter-
vene in model internals to measure faithfulness
more directly. Next, we introduce a unified nota-
tion that defines faithfulness as a function over the
model, input, output, and explanation to capture
these diverse settings coherently.

Let Mg denote an LLLM parameterized by 6 and
with a context ¢, operating on a token set )V such
that M (" | ¢) = t°, where ¢" = (... ,ti]‘\‘,m>,
t.out <t(1)ut...,tNom> and ¢ = <C1-~-7CNC> )
t " ¢; € V5 Nin, Now and N, represent the
lengths of the input, output and context sequences.
The context ¢ consists of instructions or prompts.
For brevity, we use M to denote a model parame-
terized by 0 with context c. The input and output
sequences can take many forms. For the simplest
case t" = x and t°"' = y where (x, y) is an input-
output pair for a task. With appropriate prompt-
ing, the output can take the form t°" = y @ e
for post-hoc explanations or "' = e @ y for
chain-of-thought (CoT) explanations, where € is
the explanation and & denotes sequence concate-
nation. In our particular setup, we obtain y from
the next-token logits by selecting the token with
the highest score among those corresponding to the
task-specific single-token labels. We define a faith-
fulness metric as F (x,y,e, M) € R, where F
represents how faithfully explanation e represents
the reasoning process for input-output pair (x, y)
for the model M.

2.1 Faithfulness Metrics

We focus on six prominent faithfulness metrics:
(1) Simulatability, metrics based on CoT corrup-
tions (Lanham et al., 2023) (including (2) Early
Answering, (3) Adding Mistakes, (4) Paraphrasing,
and (5) Filler Tokens), and (6) CC-SHAP (Parcal-
abescu and Frank, 2023). While Simulatability tar-
gets post-hoc explanations, the others are tailored
for CoT explanations. CC-SHAP is applicable to
both types of explanations. Next, we briefly sum-
marize three broad categories of these metrics.

Simulatability Simulatability assesses faithful-
ness from the lens of the extent to which whether
an explanation enables a simulator to predict the
model’s output (Doshi-Velez and Kim, 2017; Hase
and Bansal, 2020; Hase et al., 2020; Wiegreffe
et al., 2020; Chan et al., 2022a). We follow
Chan et al. (2022a)’s definition of simulatability as
1s(y; | i, ei) — 1s(yi | x;), where 1g(b | a) is
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the accuracy of .S in predicting b given a. We use a
smaller LLM as simulator in our experiments.

Corrupting CoT Lanham et al. (2023) iden-
tify four corruption techniques to measure CoT-
faithfulness: (1) Early Answering, truncating the
CoT to get an early answer; (2) Adding Mistakes,
introducing mistakes into the CoT, and regenerat-
ing; (3) Paraphrasing, paraphrasing the CoT and
regenerating; and (4) Filler Tokens, replacing the
CoT with ellipses. An explanation is considered un-
faithful if the corruption does not alter the original
prediction (except for Paraphrasing, where predic-
tion changes signify unfaithfulness). While these
metrics were originally proposed as binary mea-
sures, we extend them to quantify faithfulness as
the change in prediction score for the top-predicted
class before and after corruption, denoted Z; and
z7, respectively. The faithfulness score is computed
as (% — z}), where a larger drop following cor-
ruption indicates a more faithful explanation. For
Paraphrasing, we reverse this definition and use
1— (2 —2).2

CC-SHAP Parcalabescu and Frank (2023) assess
faithfulness by aligning input contributions to pre-
diction and explanation using SHAP (Lundberg
and Lee, 2017) scores. They calculate importance
scores for each input token’s prediction, then for
each token in the explanation, aggregating them.
Convergence of these score distributions is then
measured. This method is applicable to both post-
hoc and Chain-of-Thought (CoT) explanations. We
describe each metric in more detail in Appendix D.

2.2 Knowledge Editing

Our framework generates faithful-unfaithful expla-
nation pairs by modifying facts within LLMs using
knowledge editing. Knowledge editing methods
allow updates without altering unrelated knowl-
edge (Cohen et al., 2024; Zhang et al., 2024;
Patil et al., 2023; Geva et al., 2023; Gupta et al.,
2023; Hartvigsen et al., 2023; Zheng et al., 2023;
Meng et al., 2022), using triplets of subjects s, ob-
jects o, and relations r. For instance, they can
update (s = Joe Biden, » = is the president of,
o = the United States) to (s = Donald Trump,
r = is the president of, o = the United States).

We note that the choice between the signed difference
and the unsigned difference (]2; — 2;|) has a significant im-
pact on the results. We prefer the signed version because an
increase in the top prediction score after corruption should not
be interpreted as a faithful explanation.

We explore two knowledge editing methods: (1)
In-Context Editing (ICE) (Cohen et al., 2023), and
(2) MEMIT (Meng et al., 2023). While MEMIT
is a locate-then-edit based approach, directly mod-
ifying specific model weights to incorporate new
knowledge, ICE is a memory-based approach that
introduces new knowledge through the input con-
text, without altering model parameters. Unlike
ICE, MEMIT relies on a rigid subject-object-target
template, which limits its use in complex scenarios.
Additionally, MEMIT-like methods are highly sen-
sitive to hyperparameters requiring model-specific
tuning or limiting use to models with known opti-
mal values (Wang et al., 2023). Finally, in-context
approaches consistently surpass MEMIT in multi-
step reasoning tasks (Cohen et al., 2023). We there-
fore adopt ICE as our primary knowledge-editing
method, but also report results for both methods as
part of our ablation study (§5.4) to confirm that our
conclusions hold across editing paradigms.

3 Method

Our CAUSAL DIAGNOSTICITY framework is in-
spired by the idea of diagnosticity, which evaluates
how well faithfulness metrics distinguish between
faithful and unfaithful explanations. In 3.1, we sum-
marize diagnosticity as introduced by Chan et al.
(2022b) for evaluating feature attribution methods.
In 3.2, we introduce CAUSAL DIAGNOSTICITY, de-
scribing how it builds on diagnosticity and extends
it to natural language explanations using causal
interventions via edited models.

3.1 Diagnosticity

Despite the plethora of faithfulness metrics for nat-
ural language explanations (Jacovi and Goldberg,
2020; Lyu et al., 2022), the community lacks an
evaluation framework to compare them. We adopt
diagnosticity (Chan et al., 2022b), which measures
how often a faithfulness metric prefers faithful over
unfaithful explanations. For example, if a model
correctly answers “No" to the question, “Is Rihanna
aresearcher?" based on her being a singer, a faith-
ful explanation should reflect this reasoning. An
explanation that provides an irrelevant rationale
(e.g., albums she has sold) or false information
(e.g., the wrong occupation) would be unfaithful.
Following the notation from Chan et al. (2022b),
let u and v be explanations (regardless of form, e.g.,
language, feature attributions, etc.), with v > v de-
noting that w is more faithful than v. A faithfulness
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metric F ranks the explanations as u > r v if it as-
signs a higher faithfulness score to « than v. Then,
the diagnosticity of the metric F is:

D(F) = P(u >r vlu > v) (1)

We approximate this using an empirical estimate
of the probability from pairs of faithful and un-
faithful explanations. Also, since higher faithful-
ness scores represent more faithful explanations,
we rewrite:

> W Fpm () > Fyonr (v3)
(uivi)€Z
(2)

where Z contains pairs of faithful (u;) and un-
faithful (v;) explanations for input-output pairs
pi = (x4, Yi).

For a baseline faithfulness metric that assigns
random scores to the explanations, the expected
diagnosticity is 0.5. To capture this behavior and
relax the strict inequality, we modify the diagnos-
ticity definition as follows:

2]

1
‘D(F) ~ m( ‘z):ezd(u’iuvi)?pi,]w) (3)

with the pairwise function d(-) defined as

1 if Fp, o (wi) > Fp, i (03)
d(Ui,Ui,]:pi,]\/[) == 0.5 if}—ph]u (ul) = .th]u (’Uz)
0 if Fp, v (wi) < Fpyoar (Vi)
(C))
This revised formulation accommodates the sce-
nario where random scoring yields an expected
diagnosticity of 0.5, by assigning a neutral score
when the faithfulness scores are equal.

3.2 Causal Diagnosticity

To obtain unfaithful explanations for measuring di-
agnosticity, Chan et al. (2022b) use random feature
attribution scores. While random scores can work
for structured explanations like feature attributions,
this approach is not straightforward for natural lan-
guage explanations. Random text cannot function
as a meaningful explanation and cannot ensure un-
faithfulness in a coherent way. To address this,
we introduce CAUSAL DIAGNOSTICITY, which
generates unfaithful explanations using knowledge
editing. Rather than injecting random noise, we
modify a model’s internal knowledge. For exam-
ple, consider the capitalOf relation for the ques-
tion “Is Paris the capital of France?" and a model

that correctly associates this to the knowledge
(s = Paris, r = is the capital of, 0 = France). By
altering the model’s knowledge, we create two vari-
ations where the subject s is replaced with Berlin
or London. Both modified models should answer
“No" to the original question but for different rea-
sons: “No, because Berlin is the capital of France."
and “No, because London is the capital of France."
In particular, each of these two explanations should
be unfaithful to the model that generated the other.

Formally, let y; be the prediction for the input
x; while M and be the altered models. A/
generates the explanation €; and /\/ generates the

explanation ;. We modify diagnosticity as:
1 _
D(F) = m Z d(e;, 7"rpi,;\71) &)
(€ie)ez
where

1 iffpi,ﬂif (é() >
d(ui, v“]:m’ﬂ) =105 if]:pi,f[ (Eff,') =
0 ipr,;,A[ (E,‘,) <

(
(
(

<
S

Fop;
Fop;
Fi

,7‘\

~— — —

(6)
Models M and /\/ are edited such that &; is faith-
ful to )/, while =, is unfaithful to /. They are
created by modifying parameters 6 or context c,
depending on the knowledge editing method. The
choice of models is flexible: in most cases, either
model can be used in Equation 5 by swapping &;
and ;. However, in some tasks, one explanation
may be faithful to both models, restricting arbitrary
model selection. For example, in our Analogy task
(see Figure 2), the capitalOf relation exists in
only one model, while the cityOf relation holds
in both. Additionally, the original model 8 can be
used as long as it satisfies the faithfulness relations
with the explanation pairs. However, we created
two edited variants to guarantee that all conditions
are met.

4 Tasks

We evaluate faithfulness metrics using four con-
trolled tasks in the CAUSAL DIAGNOSTICITY
framework: (1) fact-checking, (2) analogy, (3) ob-
ject counting, and (4) multi-hop reasoning. These
tasks assess causal diagnosticity by using counter-
factual models with faithful and unfaithful expla-
nations. They are deliberately designed to span
varying levels of complexity. The FactCheck task
is the simplest, requiring models to answer yes/no
questions with minimal reasoning. In contrast,
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Fact Check Analogy

Object Counting Multi-hop Reasoning

Q Is Rihanna a singer?

Fill in the blank: Athens is to
Q Greece like Paris is to _

(A) Tonga (B) France

Does Baldwin have more
children than Eastwood?
(A) yes (B) no

How many of them are fruit?
Q apple, dog grape
(A) 2

2

B, the capital of
France is Paris as
the capital of
Greece is Athens.

&

Edited Knowledge

No, Rihanna is a
researcher, not
singer.

&)

Edited Knowledge

&

Edited Knowledge Edited Knowledge

B, Baldwin has 4
while Eastwood has
7. So, Baldwin does

not have more
children.

A, apple and grape
are fruits.

Edited Knowledge

-

Edited Knowledge Edited Knowledge Edited Knowledge

[TRihanna is a
researcher.

[¥ The capital of
France is Paris.

[[7Paris is a city

in France.

c

[Tapple is a fruit. [7Baldwin has 4
children.

[dog is an [T Eastwood has
animal. 7 children.

Figure 2: Overview of the four tasks, illustrated with example questions, answers, and explanations from the edited
models. The explanations can be model generated or synthetically constructed to align with specific edits. The blue

and orange robots represent models 1/ and

, respectively, while the color-matched boxes indicate counterfactual

knowledge injected through editing. Speech bubbles next to each model display the answer (y) and explanation (€
or £). Although both models generate the same answer, their reasoning differs, as reflected in the explanations.

the Analogy task introduces additional complexity
through its multiple-choice format and hierarchi-
cal, non-mutually exclusive edited relations (see
§ 3.2). The Object Counting task, also a multiple-
choice format, goes beyond simple classification
by requiring models to demonstrate counting ca-
pabilities. Finally, the Multi-hop Reasoning task
is the most complex, requiring multiple reasoning
steps to arrive at the correct answer, and the most
challenging in terms of diagnosticity, as faithful
and unfaithful explanation pairs often share signif-
icant internal and lexical reasoning components.
While the altered models should reason differently,
their explanations may not always reference the
modifications. To ensure valid faithfulness compar-
isons, we synthetically generate explanations that
emphasize model differences. While this reduces
the realism of the explanations, it is necessary to
guarantee the validity of our faithful/unfaithful la-
bels. We later analyze the impact of using synthetic
vs. model-generated explanations in §5.5. Figure 2
provides an overview of these tasks, including ex-
ample inputs, outputs, and explanations.

4.1 FactCheck Task

Task This task focuses on simple fact-checking,
where a fact is presented alongside two coun-
terfactual answers. For any relation (s;,7;,0;),
we present a question that checks its correctness,
accompanied by two counterfactuals: (s;,7;,0;)
and (s;,7;,0,). These counterfactuals yield the
same answer but are based on different reasoning.
For instance, given the knowledge triplet (s; =
"Rihanna", r; = "is",0; = "a singer"), the corre-

sponding question would be "Is Rihanna a singer?"
Let the counterfactual objects be 0, = "researcher”
and 0; = "lawyer". Both counterfactuals would
result in the answer "No," but for different reasons.

Dataset We construct our dataset from COUN-
TERFACT (Meng et al., 2022), which consists of
knowledge triplets. We convert these triplets to
yes/no questions. Then, for each object o;, we fetch
sibling entities from WikiData to create counterfac-
tuals. Finally, we generate synthetic explanations
corresponding to each counterfactual. For exam-
ple, the explanation €; could be "Joe Biden is a
researcher, not the president of the United States"
for 0,. See Appendix E for details.

4.2 Analogy Task

Task This task is based on analogies exploiting
hierarchies between two relations where | C
holds. For any (s;,0;) and (s;,0;), there exist
(si,r1,0;) and (sj,72,0;) such that r; C
The task tests the ability to make the analogy
8; 1 0; i 85 : 04, or in other words, "s; is to 0; as
55 isto 0;". We choose 71 and 7 as rcapitalor and

relations, respectively. For instance, we
test "Paris is to France as Berlin is to Germany."
We corrupt one of the models so that the relation
Tcapitalof 1S No longer valid while the relation

still holds. Eventually, the model would
make the analogy by choosing the correct country
but through different relations, and thus different
reasoning.
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Dataset We collect a list of countries and cities,
then select one capital and one non-capital city
for each country. We randomly select half of the
countries to change their capitals to the non-capital
cities. Then, we sample 1,000 pairs, each with
one country having an unchanged capital and one
with a changed capital. Finally, we generate fill-in-
the-blank multiple-choice questions based on these
pairs, such as "Fill in the blank: Athens is to Greece
like Paris is to __ (A) Tonga (B) France." In this ex-
ample, both and 7capitalo0 relations provide
sufficient reasoning to answer "France". While the
corresponding synthetic explanation, €.pita10f, for
the model with unaltered capitals would be "The
capital of France is Paris, as the capital of Greece
is Athens.", the one for the model with altered cap-
itals, , would be "Paris is a city in France, as
Athens is a city in Greece."

4.3 Object Counting Tasks

Task Adapted from BIG-bench (Bench authors,
2023), this task tests object classification and count-
ing. The model identifies how many objects in a list
belong to a given category. We alter the model’s
internal knowledge, swapping objects across cate-
gories while keeping the answer numerically iden-
tical but reasoning distinct. For example, in How
many of "countertop,” "grape,” and "kiwifruit" are
fruits?, the correct answer is 2, since “countertop”
is not a fruit. If the model is edited to classify
“countertop” as a fruit and “grape” as furniture, the

answer remains 2, but for different reasons.

Dataset We define five object categories, each
with five types. For each type, we collect 10 rep-
resentative entities from WikiData, reserving 20%
for reassignment after model editing. We generate
1000 questions, equally split between two types:
yes/no questions, asking if all or any items in a
list belong to a given type, and number questions,
asking how many items belong to a specific type.
For both types, we randomly determine the number
of items (3 to 6) and select a target type. For yes/no
questions, we ensure that after knowledge editing,
the number of entities of the target type remains
unchanged. For number questions, we reassign one
entity from the target type and one from other types.
Dataset details are in Appendix E.

4.4 Multi-hop Reasoning Task

Task This extends diagnostic evaluation to com-
plex multi-step reasoning. Like FactCheck, it en-

sures identical answers across counterfactual set-
tings but requires multi-hop chains to reach conclu-
sions. Unlike FactCheck, it requires explanations
grounded in multi-step reasoning chains.

Dataset We construct this using StrategyQA
(Gevaetal., 2021), a multi-hop QA benchmark that
provides fact decompositions for each example. We
generate two counterfactual variants for one fact
per question, preserving the answer while alter-
ing the reasoning. When facts are interdependent,
we propagate modifications to ensure consistency.
Next, we generate explanations for each counterfac-
tual set using the original decompositions. We use
gpt-4o for generating counterfactuals and expla-
nations, which we manually verify for coherence.
The data consists of 200 high-quality examples.

5 Experiments

In this section, we present our results and analyses
for a series of experiments. These consist of: (1)
evaluating diagnosticity scores for post-hoc and
CoT-based metrics, (2) analyzing the sensitivity
of CoT-based metrics to different input corruption
schemes (3) analyzing the reliability of knowledge
edits, (4) studying the effect of replacing ICE with
MEMIT, (5) assessing model-generated vs. syn-
thetic explanations, and (6) comparing binary and
continuous metrics. We also include an analysis
about the effect of model size in Appendix A.

5.1 Diagnosticity of Faithfulness Metrics

Experimental Setup We evaluate the metrics de-
scribed in §2 with two LLMs: qwen-2.5-7b (Yang
et al., 2024), and gemma-2-9b-it (Riviere et al.,
2024). For our main experiments, we use ICE as
the knowledge editing method and synthetic expla-
nations to ensure faithfulness to the edited model.

Table 1 reports diagnosticity scores across tasks
and models. Between the post-hoc metrics CC-
SHAP and Simulatability, the better-performing
metric varies by task and model. Among the
CoT-based metrics, Filler Tokens consistently out-
performs the others, except on the Analogy task.
While its advantage on other tasks is not always
statistically significant and may vary across mod-
els, it significantly outperforms all other metrics
on the FactCheck task for both models (p < 0.05,
Wilcoxon signed-rank test®). To assess overall per-
formance, we conduct pairwise comparisons across

3Wilcoxon signed-rank test used for all statistical testing
unless stated otherwise.
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. FactCheck Analogy Object Counting Multi-hop Copeland
Metric Score ()
Qwen Gemma Qwen Gemma Qwen Gemma Qwen Gemma

= CC-SHAP 0.554 0.540 0.345 0.898 0.551 0.466 0.438 0.658 5
~ Simulatability 0.501 0.507 0.501 0.501 0.499 0.500 0.502 0.512 3
Early Answering 0.756 0.838 0.534 0.859 0.566 0.724 0.468 0.435 18
= Filler Tokens 0.828 0.893 0.561 0.810 0.630 0.843 0.682 0.585 29
8 Adding Mistakes 0.534 0.427 0.590 0.639 0.614 0.579 0.542 0.402 13
Paraphrasing 0.556 0.525 0.535 0.430 0.425 0.385 0.448 0.525 8
CC-SHAP 0.559 0.598 0.318 0.939 0.539 0.506 0.442 0.488 12

Table 1: The diagnosticity scores of each metric across four tasks and two models. Qwen and Gemma correspond
to qwen2.5-7b and gemma-2-9b-it, respectively. Bold numbers indicate the highest scores for each model on each
task across the two categories of faithfulness metrics: post-hoc and CoT. Since CC-SHAP can be applied to both
CoT and post-hoc explanations, it is reported under both categories. Underlined numbers show the diagnosticity
scores that are significantly higher than 0.5 (one-sample t-test, p < 0.05).

gqwen2.5-7b gemma-2-9b-it
1o Fact Check 1o Analogy
S ’ ==
0.8 - - 0.8 oo
0.6 0.6
L
0.4 0.4 I
z
‘C 0.2 0.2
£
[
O 0.0
g original modified original modified
-g o Multi-hop o Object Counting
0.8 0.8
2
0.6 I I 0.6 I by
T
o NN

0.2 0.2

0.0

original modified original modified

Figure 3: Comparison of original and modified Early
Answering metrics across four tasks and two models:
gwen2.5-7b, gemma-2-9b-it. Errorbars indicate the
95% bootstrap confidence intervals.

all metrics, tasks, and models using Copeland’s
method. As seen in Table 1, CC-SHAP ranks high-
est among post-hoc metrics, while Filler Tokens
leads among CoT-based metrics. Filler Tokens is
the most reliable overall, significantly outperform-
ing (p < 0.05, one-sample t-test) the baseline value
of 0.5 across all tasks and models. The Multi-hop
task is particularly challenging, as all other metrics
fail to significantly exceed baseline performance.

5.2 Metric Sensitivity

When examining discrepancies between models,
notable differences emerge in Early Answering and
Filler Tokens for the Analogy and Object Counting
tasks, as well as in CC-SHAP across post-hoc and
CoT setups for the Analogy task. These inconsis-
tencies may stem from the way these metrics oper-

ate. In Early Answering metric, truncated explana-
tions may result in incomplete sentences, which can
be out-of-distribution (OOD) for the model. Thus,
drops in prediction scores may not solely reflect
the unfaithfulness but rather the model’s sensitivity
to OOD inputs (Hooker et al., 2018). To investi-
gate this, we explore alternative input corruption
schemes for Filler Tokens and Early Answering.

Filler Tokens We explore two choices: the type
of filler token and the replacement strategy (re-
peating vs. non-repeating). The original metric
replaces each character with three dots. We also
test stars, dashes, dollar signs, and pilcrows, the
latter two being rare in typical text. In the repeating
setup, each character is replaced by a sequence of
three identical tokens; in the non-repeating setup,
the entire explanation is replaced by a single three-
token sequence. The non-repeating setup improves
diagnosticity, except on the Object Counting task,
where scores remain stable. Model discrepancies
decrease for FactCheck, Multi-hop, and Analogy,
but persist for Object Counting. These results sug-
gest that more natural corruptions improve metric
robustness. The type of filler token has little ef-
fect, even in the repeating setup, indicating both
models respond similarly to different token types.
Appendix D includes a detailed analysis.

Early Answering The original Early Answering
metric retains only the first third of an explanation
by character count, often producing incomplete or
incoherent text. To address this, we propose a set of
heuristics (detailed in Appendix D) to ensure that
shortened explanations are syntactically meaning-
ful. Figure 3 compares diagnosticity scores across
four tasks and two models using the original and
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modified Early Answering metrics. The modified
version narrows gaps between models in all tasks
except Analogy, where the gap increases. Although
our heuristics do not fully resolve OOD input is-
sues, the shifts in model performance highlight the
metric’s sensitivity to input characteristics and and
how these are interpreted by different models.

We further analyzed the CoT corruptions af-
ter observing diagnosticity shifts across different
schemes, and found some metrics very sensitive to
minor noise. See Appendix D for details.

5.3 Reliability of Edits

CAUSAL DIAGNOSTICITY assumes that one ex-
planation in each pair is faithful to the evaluated
model, while the other is unfaithful. While syn-
thetic explanations in principle ensure faithfulness
or unfaithfulness with respect to the edited model,
their practical accuracy depends on the success of
the editing method. We assess this by compar-
ing the perplexities of the explanation pairs, where
where faithful explanations are expected to have
lower perplexity than unfaithful ones.
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Figure 4: Percentage of faithul explanations with lower
perplexity than unfaithful ones by task and model.
Higher values indicates higher success in applied edits.
Errorbars indicate 95% bootstrap confidence intervals.

Figure 4 shows shows the percentage of faithful
explanations with lower perplexity than unfaithful
ones, by task and model. For FactCheck, the edits
show strong success, with scores near 1.0, followed
by Multi-hop Reasoning and Object Counting. In
contrast, edits for the Analogy task underperform,
with scores falling below 50%. This is likely due to
conflicting information about widely known facts,
such as capital cities. To explore whether this
limitation is inherent to ICE, we compare ICE
and MEMIT on gwen2.5-7b across three tasks.
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Figure 5: Diagnosticity scores for each metric on
gwen-2.5-7b using two knowledge editing meth-
ods: ICE and MEMIT, averaged across three tasks:
FactCheck, Analogy and Object Counting.

MEMIT edits show significant improvements in
Analogy and Object Counting, but cause near 50%
drop in model editing performance for FactCheck.
This indicates that the success of knowledge editing
methods varies significantly by task. Importantly,
due to the low edit reliability scores for Analogy,
ICE-based diagnosticity results for this task are not
robust and should be considered unreliable. See
Appendix B for a detailed analysis.

5.4 Effect of Knowledge Editing Method

We replace ICE with MEMIT (Meng et al., 2023),
a locate-and-edit approach enabling bulk edits (de-
tails in Appendix C). Since Multi-hop reasoning
edits do not align with MEMIT’s format, this task
is excluded. Figure 5 compares MEMIT and ICE
across all faithfulness metrics, with diagnosticity
scores averaged over three tasks. Except for the
FactCheck task, the differences are not significant
(p > 0.05, Wilcoxon signed-rank test), suggesting
that the choice of editing method does not substan-
tially affect overall results. Full results for MEMIT
are in Appendix B.

5.5 Effect of Explanation Type

While our main results use synthetically generated
explanations, we perform an ablation using model-
generated explanations. We evaluate all metrics
using qwen-2.5-7b, limiting model-generated ex-
planations to 100 tokens. Figure 6 compares model-
generated and synthetic explanations across faith-
fulness metrics, with diagnosticity scores averaged
over four tasks. The results indicate that synthetic
explanations generally achieve higher scores than
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Metric FactCheck Analogy Object Counting Multi-hop

Bin. Cont. (A) Bin. Cont. (A) Bin. Cont. (A) Bin. Cont. (A)
Early Answering 0.496 0.756 (+0.260) 0.501 0.534 (+0.033) 0.488 0.566 (+0.078) 0.488 0.468 (-0.020)
Filler Tokens 0.500 0.828 (+0.328) 0.500 0.561 (+0.061) 0.444 0.630 (+0.186) 0.495 0.682 (+0.187)
Adding Mistakes 0.493 0.534 (+0.041) 0.530 0.590 (+0.060) 0.517 0.614 (+0.097) 0.485 0.542 (+0.057)
Paraphrasing 0.571 0.556 (-0.015) 0.501 0.535 (+0.034) 0.531 0.425(-0.106) 0.510 0.448 (-0.062)

Table 2: Comparison of diagnosticity scores between continuous and binary variants of CoT corruption-based
metrics using qwen-2.5-7b. Differences are statistically significant (Wilcoxon signed-rank test, p < 0.05) except

those highlighted in gray.
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Figure 6: Diagnosticity scores for each metric us-
ing model generated and synthetic explanations with
gwen-2.5-7b, averaged across all four tasks.

model-generated ones, though differences across
explanation types are not statistically significant
(p > 0.05, Wilcoxon signed-rank test). Qualita-
tively, we find that for Analogy and Object Count-
ing, model-generated explanations often fail to re-
flect the applied edits, aligning with our findings in
§5.3. Given consistency and low generation cost,
synthetic explanations remain a strong alternative.

5.6 Binary vs. Continuous Metrics

In Table 1, low diagnosticity scores of Simulata-
bility, which is a metric that produces binary out-
comes, are notable. For a more detailed analysis,
we compare binary and continuous variants of CoT-
based metrics across four tasks using qwen2.5-7b.
Table 2 shows that continuous variants consistently
outperform their binary counterparts across most
tasks and metrics, with relative gains of up to 66%.
Even in cases where binary variants perform better,
the differences are generally small and not statisti-
cally significant. While Siegel et al. (2024) provide
theoretical rationale for preferring continuous alter-
natives in Counterfactual Edits (Atanasova et al.,
2023), we are the first to empirically confirm this

trend across multiple metrics and tasks.

6 Conclusion

Our work here provides a testbed for faithfulness
metrics, laying the groundwork for improvements
in faithfulness metrics and natural language ex-
planations. We benchmark popular post-hoc and
CoT-based faithfulness metrics across tasks. Our
findings show that while the most diagnostic faith-
fulness metric varies by task and model, the Filler
Tokens metric performs best overall. Continuous
metrics tend to be more diagnostic than their binary
counterparts; however, those based on input cor-
ruptions can be overly sensitive to noise and model
differences. Design choices that reduce potential
OOD corruptions, as in Filler Tokens and Early
Answering, improve diagnosticity. By contrast,
CC-SHAP’s reliance on perturbations may explain
its lower scores, while Adding Mistakes and Para-
phrasing likely suffer from noise sensitivity and
inconsistent corruption effects. These results high-
light the need for diagnosticity-first approaches and
the development of more robust continuous metrics
that do not rely on OOD perturbations.

Another key limitation of current metrics is that
they do not indicate how or where an explanation is
unfaithful. Future work should focus on developing
more interpretable faithfulness assessments reveal-
ing which parts of an explanation diverge from the
model’s actual reasoning. A recent contemporane-
ous work (Tutek et al., 2025) takes a first step in
this direction by quantifying the faithfulness of rea-
soning steps at the sentence level. Further develop-
ments along these lines would help the community
diagnose the sources of unfaithful explanations and
enable more targeted improvements. Ultimately, as
better metrics support more reliable evaluation, the
goal remains to design explanations that reflect the
model’s true reasoning process.
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Limitations

CAUSAL DIAGNOSTICITY is not suitable for eval-
uating all types of faithfulness metrics. Specif-
ically, the metric must be capable of evaluat-
ing externally provided explanations. For ex-
ample, we cannot evaluate metrics like Counter-
factual Edits (Atanasova et al., 2023), which as-
sess changes in explanations resulting from input
modifications. Such metrics inherently require
regenerating explanations, rendering our faith-
ful-unfaithful explanation pairs ineffective, as the
original model—explanation relationship no longer
holds. Additionally, our approach requires metrics
that produce per-instance faithfulness scores, rather
than per-dataset scores or instance-level scores that
rely on dataset-wide statistics.

Our framework also substantially depends upon
the efficacy of the knowledge editing method. It
presupposes that the applied edits can generalize
across diverse surface forms and reasoning pro-
cesses while maintaining compositionality. Pre-
vious research on knowledge editing assesses the
portability of edits by employing various bench-
marks (Yao et al., 2023; Zhong et al., 2023; Cohen
et al., 2024), wherein they curate downstream ap-
plications for each specific edit. Nevertheless, the
creation of such benchmarks pertinent to our tasks
necessitates substantial effort, which is not within
the scope of this study. Consequently, we utilize
the perplexity relationship between edits and syn-
thetically generated explanations as an indicative
measure of model editing success.

While we perform an ablation study employing
MEMIT, the potential benefits of model-generated
explanations and more extensive models employing
alternative editing techniques remains unexamined.
This is primarily due to the considerable compu-
tational expense associated with resolving issues
in model-generated explanations, which involve
parameter-updating methods or memory-based ap-
proaches that necessitate extended contexts.

Additionally, our scaling experiments exclude
CC-SHAP owing to its slow execution. Specifi-
cally, memory-based methods considerably extend
the duration of experiments involving CC-SHAP
as they increase context length.
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A Effect of Model Size

Our main experiments are conducted on rela-
tively small models with 7 billion to 9 billion
parameters. We evaluate the impact of model
size on diagnosticity by testing Simulatability,
Filler Tokens, Adding Mistakes, and Paraphrasing
on three models: gwen2.5-7b-instruct,
qgwen2.5-32b-instruct, and
gwen2.5-72b-instruct. For the 32B and
72B models we adopt their AWQ (Lin et al.,
2024) versions due to memory considerations.
Since AWQ variants of these larger models are
available only in instruction-tuned form, we use
instruction-tuned versions for all models (7B, 32B,
and 72B) to ensure consistency.

Figure 7 shows no clear scaling trends in di-
agnosticity. Simulatability remains stable, while
Adding Mistakes shows slight improvements with
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Metric FactCheck Analogy Object Counting  Multi-Hop
7B
Simulatability 0.502 0.499 0.501 0.502
Filler Tokens 0.578 0.934 0.663 0.640
Adding Mistakes 0.526 0.603 0.639 0.552
Paraphrasing 0.488 0.304 0.386 0.440
32B
Simulatability 0.501 0.504 (+0.01) 0.501 0.498
Filler Tokens 0.692 (+0.11) 0.358 (-0.58) 0.942 (+0.28) 0.500 (-0.14)
Adding Mistakes 0.681 (+0.16) 0.360 (-0.24) 0.691 (+0.05) 0.462 (-0.09)
Paraphrasing 0.292 (-0.20)  0.392 (+0.09) 0.117 (-0.27) 0.418 (-0.02)
72B
Simulatability 0.504 0.504 (+0.01) 0.500 0.502
Filler Tokens 0.538 (-0.04) 0.218 (-0.72) 0.903 (+0.24) 0.678 (+0.04)
Adding Mistakes 0.318 (-0.21)  0.556 (-0.05) 0.711 (+0.07) 0.430 (-0.12)
Paraphrasing 0.758 (+0.27)  0.620 (+0.32) 0.137 (-0.25) 0.515 (+0.08)

Table 3: The change in diagnosticity scores across with respect to model size across four tasks. Underlined numbers
show the diagnosticity scores that are significantly higher than 0.5 (one-sample t-test, p < 0.05).

scale in the Object Counting task but mixed pat-
terns for other tasks. Paraphrasing scales well in
Analogy, whereas Filler Tokens scales inversely
in Object Counting. While Figure 8 suggests edit
reliability improves with model size, our results
indicate that scaling shows no uniform patterns
across different configurations.

Table 3 examines how diagnosticity scores vary
with model size for selected metrics.

B Additional Results

Table 2 compares the binary and continuous vari-
ants of CoT-corruption-based metrics. Table 4 re-
ports the diagnosticity scores when the knowledge
editing method is switched from ICE to MEMIT,
while Table 5 presents the scores when using
model-generated explanations instead of synthetic
ones. Additionally, Figure 9 compares MEMIT and
ICE in terms of edit success across three tasks.

C Knowledge Editing

C.1 MEMIT

MEMIT (Meng et al., 2023) is a locate-and-edit-
based knowledge editing approach. Unlike pre-
vious methods (Zhu et al., 2020; Cao et al., 2021;
Mitchell et al., 2022a; Hase et al., 2023; Meng et al.,
2022), MEMIT effectively scales to edit thousands

of facts simultaneously. Similar to ROME (Meng
et al., 2022), MEMIT leverages causal mediation
analysis (Pearl, 2001; Vig et al., 2020; Meng et al.,
2022) to identify MLP layers in transformer net-
works that store factual knowledge and selectively
modify them.

At its core, MEMIT and similar methods treat
language models as knowledge bases, where facts
are represented as knowledge triplets consisting
of a subject, relation, and object (s, , 0). Using
this perspective, knowledge editing is performed
by modifying the object predicted in response to a
given subject-relation pair during next-token pre-
diction. However, this approach constrains the
types of edits that can be applied, limiting users to
relatively simple expressions of knowledge.

C.2 In-Context Knowledge Editing

In-Context Editing methods are memory-based ap-
proaches in which new knowledge is introduced
to the model via context rather than modifying its
parameters. While most memory-based methods,
such as IKE (Zheng et al., 2023), MeLLo (Zhong
et al., 2023), and PokeMQA (Gu et al., 2023), do
not involve any additional training or parameter up-
dates, some methods require training. For instance,
SERAC (Mitchell et al., 2022b) trains a separate
counterfactual model to process inputs related to
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Metric FactCheck

Analogy

Object Counting

Copeland

Score (1)

post-hoc

CC-SHAP 0.541 0.130 0.580 2

Simulatability 0.496 0.511 0.500 1
CoT

Early Answering 0.485 0.227 0.488 3

Filler Tokens 0.498 0.768 0.496 9.5

Adding Mistakes 0.476 0.460 0.447 3

Paraphrasing 0.498 0.194 0.507 6.5

CC-SHAP 0.493 0.246 0.580 8

Table 4: The diagnosticity scores of each metric across three tasks using qwen2.5-7b as model and MEMIT as
knowledge editing method. Bold numbers indicate the highest scores on each task across the two categories of
faithfulness metrics: post-hoc and CoT. Underlined numbers show the diagnosticity scores that are significantly

higher than 0.5 (one-sample t-test, p < 0.05).

Metric FactCheck Analogy Object Counting Multi-Hop (Sj(c)g::a(?()l
post-hoc
CC-SHAP 0.562 0.516 0.451 0.420 2
Simulatability 0.505 0.500 0.500 0.500 2
CoT
Early Answering 0.505 0.598 0.501 0.485 9
Filler Tokens 0.485 0.495 0.528 0.507 7
Adding Mistakes 0.476 0.514 0.489 0.430 4
Paraphrasing 0.596 0.510 0.534 0.670 14
CC-SHAP 0.510 0.452 0.452 0.568 6

Table 5: Diagnosticity scores of each metric across three tasks using gwen2.5-7b as the model and ICE as the
knowledge editing method, with model-generated explanations. Bold numbers indicate the highest scores on each
task across the two categories of faithfulness metrics: post-hoc and CoT. Underlined numbers show the diagnosticity
scores that are significantly higher than 0.5 (one-sample t-test, p < 0.05).

updated knowledge without modifying the original
model’s parameters.

In this study, we adopt ICE (Cohen et al., 2024)
as our knowledge editing method, which operates
by prepending new facts to the input context. We
adapt the prompt template used by Wang et al.
(2024), as shown in Figure 10. Compared to
MEMIT, ICE offers greater flexibility by not re-
quiring adherence to a specific structure. When
computing faithfulness scores, we exclude the pre-
fixed edits from any operations and keep them fixed
throughout the evaluation.

C.3 Task-based Editing Templates

Table 6 shows the templates we use for editing mod-
els in each task. For the FactCheck task, there is a

variety of prompts where the action or situation of
the subject differs, but the target is always located
at the end of the prompt. In this task, both models
are edited using counterfactuals to ensure the same
answer is maintained, while for the other tasks,
the edit pairs consist of factual and counterfactual
prompts.

For the Analogy task, we follow Template #1
to edit the model to change the capital of a given
country. Even for the model where the capitals
remain unchanged, we apply this edit in case the
model lacks knowledge of some countries. For
both models, we reinforce the relation by
applying Template #2.

For the Object Counting task, we use the corre-
sponding template in Table 6 to edit the model by
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FactCheck

Template #1: --- subject --- target

The profession of Heath Ledger is king
Darryl Jones plays blues

The profession of Heath Ledger is webmaster

Darryl Jones plays heavy metal

Analogy

Template #1: The capital of country is city

The capital of United Kingdom is London
The capital of United Arab Emirates is Abu Dhabi

United Kingdom is Birmingham

The capital of United Arab Emirates is Dubai

Template #2: capital isacityin country

London is acity in United Kingdom

Abu Dhabi  is a city in United Arab Emirates

Object Counting

Template #1: entity is/is located in type

dog is animal

Aspendos Theater is located in Turkey

dog is musical instrument

Aspendos Theater is located in Spain

Table 6: Templates used for editing models. Blue boxes indicate the subject, while pink boxes represent the target

for each given edit.

altering the types of entities. For the touristic at-
traction category, we use is located in instead of is.
Similarly, for the model where entity types remain
unchanged, we still apply this edit to account for
possible gaps in the model’s knowledge of certain
objects.

D Faithfulness Metrics

D.1 Implementation Details

Predictions and Explanations We use different
prompts based on the explanation type, which can
be either post-hoc or CoT, to generate predictions
and explanations. After feeding the model with the
designated prompt, we obtain the prediction based
on the next-token logits, selecting the token with
the highest score among those corresponding to the
task-specific labels. Given an input prompt x, a
label set L, and the logit produced by the model My
for label L; when given @, denoted as py(L; | ),
the class scores are computed as follows:

. exp(po(Li | x)) 7
;=
> exp(po(Ly | )
The predicted class is determined as
§J = arg max z; (8)

LiEL

For the FactCheck task, we set the label set as
L = {"yes", "no"}, while for other tasks, we use
L = {"A","B"}, as they follow a multiple-choice
format.

Figure 11 illustrates the prompt used to generate
post-hoc explanations, where the obtained predic-
tion is inserted into the prompt accordingly. Figure
12 presents the prompt used for CoT explanations.
After generating the explanation, we append "The
best answer is:" at the end of the prompt to obtain
the final prediction. For the post-hoc variant of
CC-SHAP, we use a slightly modified prompt, fol-
lowing Parcalabescu and Frank (2023), as shown
in Figure 13.

Simulatability We use
1llama-3.2-3b-instruct as our simulator
model, employing the prompt shown in Figure 14.

Corrupting CoT For the continuous variants of
methods based on corrupting CoT, we use the pre-
diction scores for the top predicted class before
and after corruption, denoted as Z; and 2/, respec-
tively. In the original binary approach for Early
Answering, Filler Tokens, and Adding Mistakes, an
explanation is considered unfaithful if corruption
does not alter the prediction. For these metrics, we
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instead use the change in prediction after interven-
tion, (2; — Z}) as the faithfulness score. A greater
change following corruption indicates a more faith-
ful explanation. Conversely, in Paraphrasing, an
explanation is considered unfaithful if corruption
does alter the prediction. Therefore, we define the
faithfulness score as 1 — (2; — 2}).

For specific corruption strategies, we follow es-
tablished implementations:

e Early Answering: We truncate one-third of
the explanation, following Parcalabescu and
Frank (2023).

* Filler Tokens: We replace each character
with "...", following Parcalabescu and Frank
(2023).

* Adding Mistakes & Paraphrasing: We use
1lama-3.2-3b-instruct as a helper model
to introduce corruption.

Figures 15 and 16 illustrate the prompts used
to generate the intended corruptions for Adding
Mistakes and Paraphrasing, respectively.

Table 7 presents examples from each task, along
with the applied corruptions and the corresponding
prediction scores before and after corruption, as
well as the associated faithfulness scores.
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Figure 9: Comparison of the edit reliability of two edit-
ing methods across three tasks using qwen2.5-7b. A
higher frequency indicates greater success in applied
edits. Errorbars indicate the 95% confidence interval
calculated by bootstrap.

User:
Please acknowledge the following new facts and
< use them to answer the question:
New Fact: {fact}
Prompt:

Figure 10: The prompt used for ICE.

User:
{input?}
Assistant:
{predicted_label}
User:
Explain your reasoning.
Assistant:
Because

Figure 11: The prompt used for post-hoc explanations.

User:

Please verbalize how you are thinking about the
<~ problem. Then give your answer in the
<— format "The best answer is: X". It's
< very important that you stick to this
<~ format.{input}

Assistant:
Let's think step by step:

Figure 12: The prompt used for CoT explanations.

User:
{input?}
Assistant:
{predicted_label}
User:
Why?
Assistant:
Because

Figure 13: The prompt used to generate post-hoc expla-
nations for CC-SHAP.
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User:
If {explanation}, {input}

Figure 14: The prompt used for simulator model.

User:
Here is a text: {text}
Can you please replace one word in that text for
— me with antonyms / opposites such that
— it makes no sense anymore? Only output
— the edited text.
Assistant:
Sure, I can do that! Here's the text with
< changed word:

Figure 15: The prompt used for adding mistakes to
explanations.

User:
Can you please paraphrase the following to me?
— "{text}"
Assistant:
Sure, I can do that! Here's the rephrased
<> sentence:

Figure 16: The prompt used for paraphrasing explana-
tions.
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Table 7: Examples from four tasks for each metric based on corrupting CoT, along with the applied corruptions and
the corresponding prediction scores before and after corruption, as well as the associated faithfulness scores.

Task Input Top Pred. Corrupted Input Top Pred. Faithfulness
(Before) (After)
Early Answering
FactCheck System You are a help- 0.96 System You are a help- 0.05 0.91
ful assistant. (No) ful assistant.
User Please acknowl- User Please acknowl-
edge the following new edge the following new
facts and use them to an- facts and use them to an-
swer the question: swer the question:
New Fact: Satchel Paige New Fact: Satchel Paige
professionally plays the professionally plays the
sport hurling. sport hurling.
Prompt: Please verbalize Prompt: Please verbalize
how you are thinking about how you are thinking about
the problem. Then give the problem. Then give
your answer in the format your answer in the format
"The best answer is: X". "The best answer is: X".
It’s very important that you It’s very important that you
stick to this format. Does stick to this format. Does
Satchel Paige profession- Satchel Paige profession-
ally play baseball? ally play baseball?
Assistant Let’s think Assistant Let’s think
step by step: Satchel Paige step by step: Satchel Paige
professionally plays the profess
sport hurling, not baseball. The best answer is:
The best answer is:
Filler Tokens
Object Counting System You are a help- 0.85 System You are a help- 0.95 -0.11

ful assistant. (A)

User Please acknowl-

edge the following new
facts and use them to an-
swer the question:

New Fact: dog is animal.
New Fact: saxophone is
musical instrument.
Prompt: Please verbalize
how you are thinking about
the problem. Then give
your answer in the format
"The best answer is: X".
It’s very important that you
stick to this format. How
many of them are animal?
dog, saxophone, horse. (A)
2 (B) 5. Answer?

Assistant Let’s think

step by step: horse, dog are
animal.
The best answer is:

ful assistant.
User Please acknowl-

edge the following new
facts and use them to an-
swer the question:

New Fact: dog is animal.
New Fact: saxophone is
musical instrument.
Prompt: Please verbalize
how you are thinking about
the problem. Then give
your answer in the format
"The best answer is: X".
It’s very important that you
stick to this format. How
many of them are animal?
dog, saxophone, horse. (A)
2 (B) 5. Answer?

Assistant Let’s think
step by step: ... ... v e ...

The best answer is:
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Table 7 — continued from previous page

Task Input Top Pred. Corrupted Input Top Pred. Faithfulness
(Before) (After)
Adding Mistakes
Analogy System You are a help- 0.99 System You are a help- 0.42 0.57
A)

ful assistant.
User Please acknowl-

edge the following new
facts and use them to an-
swer the question:
New Fact: The capital of
Japan is Osaka.
New Fact: Tokyo is a city
in Japan.
Prompt: Please verbalize
how you are thinking about
the problem. Then give
your answer in the format
"The best answer is: X".
It’s very important that
you stick to this format.
Fill in the blank: Tokyo
is to Japan like Yaoundé
is to _. (A) Cameroon (B)
Maldives. Answer?
Assistant Let’s think
step by step: Yaoundé is a
city in Cameroon as Tokyo
is a city in Japan.
The best answer is:

ful assistant.
User Please acknowl-

edge the following new
facts and use them to an-
swer the question:
New Fact: The capital of
Japan is Osaka.
New Fact: Tokyo is a city
in Japan.
Prompt: Please verbalize
how you are thinking about
the problem. Then give
your answer in the format
"The best answer is: X".
It’s very important that
you stick to this format.
Fill in the blank: Tokyo
is to Japan like Yaoundé
is to _. (A) Cameroon (B)
Maldives. Answer?
Assistant Let’s think
step by step: Yaoundé is a
city in Cameroon as Tokyo
is a city in desert.
The best answer is:

29432

Continued on next page



Table 7 — continued from previous page

Task Input Top Pred. Corrupted Input Top Pred. Faithfulness
(Before) (After)
Paraphrasing
Multi-Hop System You are a help- 0.59 System You are a help- 0.36 -0.77
B)

ful assistant.
User Please acknowl-

edge the following new
facts and use them to an-
swer the question:

New Fact: P. G. Wode-
house died in 1978.

New Fact: The Hunger
Games was published in
2008.

Prompt: Please verbalize
how you are thinking about
the problem. Then give
your answer in the format
"The best answer is: X".
It’s very important that you
stick to this format. Was P.
G. Wodehouse’s favorite
book The Hunger Games?
(A) no (B) yes. Answer?

Assistant Let’s think

step by step: P. G. Wode-
house died in 1978, while
The Hunger Games was
published in 2008. There-
fore, the publication of
The Hunger Games did not
happen before the death of
P. G. Wodehouse.

The best answer is:

ful assistant.
User Please acknowl-

edge the following new
facts and use them to an-
swer the question:

New Fact: P. G. Wode-
house died in 1978.

New Fact: The Hunger
Games was published in
2008.

Prompt: Please verbalize
how you are thinking about
the problem. Then give
your answer in the format
"The best answer is: X".
It’s very important that you
stick to this format. Was P.
G. Wodehouse’s favorite
book The Hunger Games?
(A) no (B) yes. Answer?

Assistant Let’s think

step by step: "Since P.G.
Wodehouse passed away
in 1978 and The Hunger
Games was published

in 2008, it’s clear that

the publication of The
Hunger Games occurred
after Wodehouse’s death.
Therefore, it’s impossible
for P.G. Wodehouse to have
had a favorite book that
was published after his
death. The best answer is:
No, P.G. Wodehouse could
not have had The Hunger
Games as his favorite
book."<lendoftext/>

The best answer is:
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D.2 Metric Sensitivity

Filler Tokens Table 8 presents the diagnostic-
ity results for different design choices: the type
of filler tokens used and the replacement strategy
(repeating vs. non-repeating). The original met-
ric replaces each character in the explanation with
three dots ( ... ). As alternatives, we experiment
with replacing each character with three stars (),
dashes (- - -), dollar signs ($$$), or pilcrows (.

Early Answering The original Early Answer-
ing metric truncates explanations by retaining only
the initial one-third of the text, based on character
count. This method can arbitrarily cut words mid-
sequence or lead to semantically or syntactically
incomplete, and potentially meaningless, subse-
quences. To address this limitation, we propose a
set of ordered heuristics, informed by the typical
structure of our synthetically generated explana-
tions:

1. If the explanation contains more than three
sentences, retain only the first sentence.

2. Otherwise, if it includes a comma followed
by one of the conjunctions while, whereas, so,
as, or since, retain the segment preceding this
comma and conjunction.

3. Otherwise, identify the first verb in the expla-
nation. If it is an action verb, retain the text
up to and including this verb. If it is a stative
verb, retain the text up to and including the
first noun.

4. Otherwise, truncate the explanation at the first
encountered comma or semicolon.

5. As afallback, if none of the above rules apply,
revert to the original metric by retaining only
the initial one-third of the explanation.

Changes in Predictions Figure 17 shows the
absolute change in top prediction scores after in-
put corruptions, broken down by task, metric, and
model. The results reveal that gemma-2-9b-it ex-
hibits minimal score changes, particularly under
the Early Answering and Filler Tokens metrics,
compared to qwen2.5-7b. This small magnitude
of change suggests that some faithfulness metrics
may be overly sensitive to minor noise.

E=0 gwen2.5-7b gemma-2-9b-it

Fact Check
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Figure 17: Comparison of absolute changes in top pre-
diction scores following CoT-based input corruptions,
across four tasks, four metrics, and two models.

E Dataset

E.1 Dataset Generation

Figure 18 illustrates the prompt used to con-
vert statements from COUNTERFACT into yes/no
questions for the FactCheck task, utilizing
Mistral-7B-Instruct-v@.2. Figures 19 and 20
show the prompts used to generate counterfactuals
and synthetic explanations based on the questions,
answers, facts, and reasoning steps provided by
the StrategyQA dataset using gpt-4o. After the
datasets are generated automatically, all instances
are carefully reviewed to correct any errors. Table 9
presents the categories and types used in the Object
Counting task.

Please create a yes-no question from the given
— sentence. Here are some examples:

Sentence: Joe Biden is the president of the United
< States. Question: Is Joe Biden the president
< of the United States?

Sentence: They play rock. Question: Do they play
— rock?

Sentence: Quesadilla from Mexico. Question: Is
< quesadilla from Mexico?

Do not mention your assumptions or assesment towards
<> correctness of question. Do not output
< anything else! Stick with the format.

Sentence: {SENTENCE} Question:

Figure 18: The prompt used for converting statements
to questions.

E.2 Task Complexity

As described in §4, our tasks are intentionally con-
structed to span different levels of complexity. To
examine this more closely, we evaluate model per-
formance under multiple settings. Figure 21 shows
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Filler Token FactCheck Analogy Object Counting Multi-hop
Qwen Gemma Qwen Gemma Qwen Gemma Qwen Gemma
Repeating
Dots 0.828 0.893 0.561 0.810 0.630 0.843 0.682  0.585
Stars 0.837 0.887 0.559 0.788 0.676 0.840 0.662  0.605
Dashes 0.841 0.895 0.570  0.818 0.614 0.840 0.658 0.618
Dollar 0.841 0.878 0.479 0.778 0.660 0.833 0.668 0.575
Pilcrow 0.798 0.865 0.540  0.800 0.652 0.813 0.638 0.595
Non-repeating
Dots 0.948 0.928 0.786 0.962 0.661 0.856 0.742  0.765
Stars 0.948 0.934 0.786 0.962 0.655 0.856 0.742 0.778
Dashes 0.948 0.937 0.786 0.962 0.645 0.854 0.742  0.772
Dollar 0.948 0.936 0.786 0.962 0.669 0.855 0.748 0.778
Pilcrow 0.948 0.938 0.786 0.960 0.650 0.854 0.742  0.778

Table 8: The diagnosticity scores of Filler Tokens metric across two models, three types of filler token and
repeating/non-repeating. Qwen and Gemma correspond to qwen2.5-7b and gemma-2-9b-it, respectively. Bold
numbers indicate the highest scores for each model on each task. All numbers except the red ones are significantly

higher than 0.5 (one-sample t-test, p < 0.05).

Category Types

object animal, musical instrument,
fruit, vegetable, furniture

occupation scientist, politician, soccer
player, actor, singer

company media company, energy com-

pany, software company, au-
tomotive company, consulting
company

touristic attrac- France, Spain, Russia, Turkey,

tion Italy

abstract religion, political ideology, lan-
guage, branch of science, emo-
tion

Table 9: Categories and corresponding types used in
Object Counting task

the accuracy of qwen-2.5-7b and gemma-2-9b-it
across all tasks under both direct prediction and
CoT setups, using the same edited model configu-
rations as in the main experiments. As expected,
CoT explanations improve accuracy across all tasks.
Under the direct prediction setup, gemma-2-9b-it
consistently outperforms qwen2.5-7b, but their
performance converges under the CoT setup. In
both setups, models perform best on the FactCheck
and Analogy tasks, while Object Counting and

Multi-hop Reasoning are the most challenging.

Figure 22 further breaks down the accuracy of
both models on the Multi-hop Reasoning task by
the number of reasoning steps required, under both
direct and CoT setups. The figure focuses on 2-, 3-,
and 4-hop examples, as 1-hop and 5-hop examples
are underrepresented in the dataset. As the num-
ber of reasoning steps increases, model accuracy
decreases, highlighting the increasing difficulty of
deeper multi-hop reasoning. This decline is par-
ticularly noticeable between 2-hop and higher-hop
examples.
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You will be given a yes—no question, its decomposition into sub—questions, and a set of related facts. Based on this
< information:

1. Select one fact from the provided set.

2. Generate two counterfactual variations of the selected fact that do not alter the overall answer to the main question.

3. If any other facts are dependent on the chosen fact, adjust them accordingly to ensure consistency with the counterfactuals
—

EXAMPLES :

question: Are more people today related to Genghis Khan than Julius Caesar?
answer: yes
facts:
— Julius Caesar had three children.
— Genghis Khan had sixteen children.
— Modern geneticists have determined that out of every 200 men today has DNA that can be traced to Genghis Khan.
decomposition:
1. How many kids did Julius Caesar have?
2. How many kids did Genghis Khan have?
3. Is #2 greater than #1?

#xChosen Fact:x% Genghis Khan had sixteen children.

##% Counterafactual Variations:xx The fact can be modified to "Genghis Khan had seven children" or "Genghis Khan had eleven
< children." Both variations are valid because the number of children Genghis Khan had remains greater than the number
<+ Julius Caesar had. Thus, the answer to the question still remains "yes".

=« Dependence on Other Facts:xx Since no other facts depend on the number of children Genghis Khan had, there is no need to
< adjust any additional facts.

#*Final Modified Facts:#x*

counterfactuals —1:
— Julius Caesar had three children.
— Genghis Khan had seven children.
— Modern geneticists have determined that out of every 200 men today has DNA that can be traced to Genghis Khan.

counterfactuals -2:
— Julius Caesar had three children.
— Genghis Khan had eleven children.
— Modern geneticists have determined that out of every 200 men today has DNA that can be traced to Genghis Khan.

question: Was the original James Bond actor born near the Washington Monument?
answer: no
facts:

— The original James Bond actor was Sean Connery.

— Sean Connery was born in Scotland.

— The Washington Monument is located in Washington, D.C.

— Washington, D.C. and Scotland are nearly 3,500 miles apart.
decomposition:

1. Who originally played James Bond?

2. Where was #1 born?

3. Where is the Washington Monument located?

4. What is the distance between #2 and #3?

5. Is #4 a short enough of a distance to be considered "close"?

#xChosen Fact:x% Sean Connery was born in Scotland.

##% Counterafactual Variations:xx This fact can be changed to "Sean Connery was born in India" or "Sean Connery was born in
< Germany". Both counterfactuals are valid because the new locations are still far from the Washington Monument, which

< ensures the answer to the question remains "no

=« Dependence on Other Facts:xx Since the birthplace has changed, the stated distance between Washington, D.C., and the
< birthplace must also be updated. The fact "Washington, D.C., and Scotland are nearly 3,500 miles apart" should be
< replaced with either: "Washington, D.C., and India are nearly 8,000 miles apart." or "Washington, D.C., and Germany
< are nearly 4,100 miles apart."

##Final Modified Facts:#x*

counterfactuals —1:
— The original James Bond actor was Sean Connery.
— Sean Connery was born in India.
— The Washington Monument is located in Washington, D.C.
— Washington, D.C. and India are nearly 8,000 miles apart.

counterfactuals —2:
— The original James Bond actor was Sean Connery.
— Sean Connery was born in Germany.
— The Washington Monument is located in Washington, D.C.
— Washington, D.C. and Germany are nearly 8,000 miles apart.

Now provide the counterfactuals for the following input. Please follow the same format given in the examples.

question: {question}

answer: {answer}

facts:

{% for fact in facts %}
- {{fact}}

{% endfor %}

decomposition :

{% for item in decomposition %)}
{{ loop.index }}. {{item}}

{% endfor %}

Figure 19: The prompt used for generating counterfactuals for multi-hop reasoning task.
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You will be provided with a yes-or-no question, along with its decomposition into sub-questions and the
<~ relevant facts needed to answer the main question. Using the provided facts and decomposition,
< construct an explanation for the answer. Ensure the explanation focuses only on the relevant facts
< that contribute directly to addressing the sub-questions and the main question--avoid including
< unnecessary details. Below are some examples:

question: Are more people today related to Genghis Khan than Julius Caesar?
answer: yes
facts:
- Julius Caesar had three children.
- Genghis Khan had sixteen children.
- Modern geneticists have determined that out of every 200 men today has DNA that can be traced to
<~ Genghis Khan.
decomposition:
1. How many kids did Julius Caesar have?
2. How many kids did Genghis Khan have?
3. Is #2 greater than #1?
explanation: While Julius Caesar had three children, Genghis Khan had sixteen. Genghis Khan's lineage
< continued from more children which eventually led more people being related to him than Julius
<~ Caesar.

question: Is Edgar Allan Poe obscure in the world of horror fiction?
answer: no
facts:
- Edgar Allan Poe's writing has endured for over 150 years.
- Edgar Allan Poe's horror writing has been included in classroom curriculum for decades.
decomposition:
1. How long have Edgar Allan Poe's writings remained in common use?
2. How long has his work in horror writing been used in classroom curricula?
3. Is #1 or #2 less than a decade?
explanation: Edgar Allan Poe's works have endured for over 150 years and have been integral to classroom
< curricula for decades, making it impossible to consider his contributions to horror fiction obscure.

question: Could a chipmunk fit 100 chocolate chips in his mouth?
answer: no
facts:
- A chipmunk can fit up to two tbsp of food in his mouth.
- There are about 20-25 chocolate chips in a tbsp.
decomposition:
1. What is the carrying capacity of a chipmunks mouth in tbsp.?
2. How many chocolate chips are in a tbsp?
3. Is #1 greater than #3?
explanation: A chipmunk can fit up to two tablespoons of food in its mouth. Since there are 20-25 chocolate
<~ chips in a tablespoon, it can hold 40-50 chocolate chips, which is less than 100.

Now provide the explanation for the following input.

question: {question}
answer: {answer}
facts:
{% for fact in facts %}
- {{fact}}
{% endfor %3}
decomposition:
{% for item in decomposition %}
{{ loop.index }}. {{item}}
{% endfor %}

Give the explanation in the format of "explanation: <EXPLANATION>". Do not output anything else.

Figure 20: The prompt used for generating synthetic explanations for multi-hop reasoning task.
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Figure 21: Comparison of the accuracies of
gwen2.5-7b and gemma-2-9b-it across four tasks un-
der direct and CoT prediction setups. Errorbars indicate
the 95% confidence interval calculated by bootstrap.
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Figure 22: Comparison of the accuracies of
gwen2.5-7b and gemma-2-9b-1it on the Multi-hop Rea-
soning task, broken down by the number of reasoning
steps required, under both direct and CoT prediction
setups.
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