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Abstract

Understanding user intentions in multi-turn di-
alogues is critical for conversational AI, yet ex-
isting approaches—relying on rigid slot-value
structures or unstructured free-text—fail to
fully capture conversational complexity. In this
paper, we propose IntentionFrame, a semi-
structured framework inspired by psychologi-
cal and cognitive intention theories, which or-
ganizes conversational intents into four interre-
lated aspects: situation, emotion, action, and
knowledge. This design not only retains in-
terpretability but also provides LLMs with a
rich context to accurately parse and respond to
nuanced user inputs. To efficiently scale Inten-
tionFrame annotations, we introduce a Weakly-
supervised Reinforced Generation (WeRG)
method that leverages a small set of high-
quality human annotations in conjunction with
abundant coarsely labeled data. By apply-
ing reinforcement learning to balance these di-
verse signals, WeRG aims to effectively gener-
ate reliable IntentionFrame annotations, which
serve as essential grounding for downstream
tasks—leading to substantial improvements in
response generation and task completion. Our
experiments, supported by both automatic met-
rics and human evaluations, show that integrat-
ing IntentionFrame with WeRG significantly
improves LLMs’ conversational understanding
and sets a new benchmark for intent analysis1.

1 Introduction

Recent years have witnessed a surge of interest in
developing conversational systems for social sup-
port and functional services, such as conversational
recommendation (Kang et al., 2019) and emotional
support (Liu et al., 2021a; Zheng et al., 2023). At
the core of these systems lies Conversational Un-
derstanding (CU), which entails the accurate inter-

*This work was done during an internship at SMU.
1Dataset and code are available in https://github.com/

liangjinggui/IntentionFame

IntentionFrame

Jacky Cheung's achievements 
and recognition in music and film

[Knowledge]

Shares knowledge about Jacky 
Cheung

[Action]

Expresses admiration

[Emotion]

Pressure at work

[Situation]

Action: Chat about stars
Topic: Jacky Cheung

Traditional Interpretation

I‘m just plain stressed out from my job.

Then you can listen to music to relax. I 
recommend the song The Best Voice …

Let’s talk about the singer of the song, 
Jacky Cheung.

Of course, Jacky Cheung, the God of Songs 
in Hong Kong, is a hard-working man.

I don't want to listen to music for the time 
being …

OK, I like him very much. Do you know a lot 
about him?

Besides, he is the most popular Asian artist 
of Channel V, and won World …

What other information do you 
know about Jacky Cheung?

Conversations

Speaking of Jacky Cheung, I 
recommend his film Kung Fu Panda …

…

Figure 1: A comparison of existing structured interpre-
tations and the proposed IntentionFrame framework.

pretation of user inputs across multiple dimensions
(Chen et al., 2022b; Wang et al., 2023b).

Traditional CU approaches typically employ
fixed ontologies with predefined intent classes and
slot-value pairs (Casanueva et al., 2020; Tang et al.,
2023). Yet, conversational systems may encounter
rapidly evolving user needs and diverse expres-
sions in real-world interactions. Thus, these static
CU methods inevitably fall short of capturing such
dynamics and dialogue nuances, leading to shal-
low or fragmented interpretations. (Zhang et al.,
2021b; Liang et al., 2024b,a). An alternative line of
work summarizes conversational content into free-
form texts (Liu et al., 2019; Wu et al., 2021; Yang
and Zhu, 2023), which offers greater flexibility to
preserve nuanced details without rigid ontological
constraints. Yet, unstructured summaries can eas-
ily become unfocused or inconsistent, making it
difficult to model training and evaluation.

Meanwhile, the advent LLMs (OpenAI, 2023)
has dramatically expanded the ability of conversa-
tional agents to handle complex contexts and sub-
tle cues. Yet, prevailing CU paradigms—whether
based on rigid schemas or free-text descrip-
tions—have not kept pace with this progress and
fail to fully leverage LLMs’ potential. Structured
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frames are too brittle to accommodate the fluid,
open-ended nature of real dialogues, whereas un-
constrained text representations lack clear focus
and consistency. This discrepancy calls for a new
approach to modeling conversational intentions that
is both richly detailed and grounded in structure.

To fill this gap, we introduce IntentionFrame—
a novel semi-structured framework for CU that
offers a comprehensive, multi-aspect representa-
tion of user intents. Inspired by psychological and
cognitive intention theories (Schröder et al., 2014),
IntentionFrame decomposes user intentions into
four key aspects: situation (conversational con-
text), emotion (user’s psychological state), action
(intended behaviors), and knowledge (evolving di-
alogue information). As illustrated in Figure 1, a
traditional interpretation might only identify an in-
tent like “chat about a celebrity” with a topic slot
(e.g., “Jacky Cheung”), whereas IntentionFrame
additionally encodes the user’s circumstance (e.g.,
feeling stressed at work), emotional attitude, and
the evolving knowledge context. Unlike rigid CU
interpretations, this structured yet adaptable format
enables LLMs to capture a richer, more nuanced
understanding of user queries, making it particu-
larly well-suited for boosting the performance of
downstream tasks like response generation.

To facilitate the large-scale adoption of Intention-
Frame, we propose Weakly-supervised Reinforced
Generation (WeRG), a method that utilizes a small
set of high-quality human annotations in combina-
tion with abundant coarsely labeled data, includ-
ing a large proportion of existing ontology-based
intents and LLM-annotated intentions. WeRG em-
ploys reinforcement learning to dynamically bal-
ance these diverse signals, assigning higher rewards
to the high-quality annotations while still benefit-
ing from the extensive coverage provided by the
coarser labels. This approach enables the training
of a conditional policy model that generates reli-
able and rich IntentionFrame annotations. Exten-
sive evaluations show that the high-fidelity annota-
tions produced by WeRG not only enhance LLMs’
understanding of user intentions but also lead to
significant improvements in downstream tasks such
as response generation and task completion.

To sum up, our contributions are as follows:
• We formulate a semi-structured intention

framework for effectively capturing the multi-
faceted nature of human dialogues.

• We introduce the WeRG method for efficiently

generating high-quality IntentionFrame anno-
tations by integrating diverse supervision sig-
nals through reinforcement learning.

• Extensive experiments demonstrate significant
improvements in CU and downstream conver-
sation tasks, thereby highlighting the adapt-
ability and robustness of IntentionFrame.

2 Related Works

Conversational Understanding. CU aims to
accurately analyze user utterances in a conver-
sation by delivering precise semantic interpreta-
tions (Chen et al., 2022b; Liu et al., 2023; Liang
et al., 2024c). Prior CU studies primarily relied
on static and structured conversational ontologies,
delving into the individual tasks of intent detec-
tion and slot filling (Ravuri and Stolcke, 2015; Ku-
rata et al., 2016; Xia et al., 2018; Lee and Jha,
2019; Casanueva et al., 2020; Zhang et al., 2023;
Li et al., 2023; Mullick et al., 2024). Considering
the close correlation between these tasks, recent
efforts shifted toward joint intent-slot recognition,
which employs a unified model to predict intents
and slot sequences simultaneously (Zhang et al.,
2019; Qin et al., 2021; Weld et al., 2023; Mirza
et al., 2024; Yin et al., 2024; Pham and Nguyen,
2024). While these methods have shown progress,
their reliance on static ontologies limits their appli-
cability in real-world scenarios, where unforeseen
user needs continually evolve.

Addressing this, recent CU studies also explore
discovering new intents, slots, and values beyond
the scope of static and structured ontologies. In-
novations have developed techniques like unsuper-
vised learning methods (Yang et al., 2017; Zhang
et al., 2021a; Yu et al., 2022; De Raedt et al., 2023;
Nguyen et al., 2023) and semi-supervised learn-
ing methods (Hsu et al., 2019; Zhang et al., 2021b,
2022; Zhou et al., 2023; Liang and Liao, 2023;
Liang et al., 2024b,a; Wu et al., 2024). Extending
beyond the inherently structured semantic interpre-
tations, alternative methods (Liu et al., 2019; Wu
et al., 2021; Chen et al., 2021, 2022a; Yang and
Zhu, 2023) summarize conversation content into
concise, free-form texts, offering greater flexibil-
ity for capturing conversational nuances without
the constraints of rigid ontologies. Yet, the chal-
lenge remains in the lack of an effective framework
that balances grasping in-depth conversational in-
formation with guiding the focus on producing ac-
curate semantic interpretations—a gap this work
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addresses by introducing the semi-structured Inten-
tionFrame framework to CU.

Leveraging Diverse Annotations for Fine-tuning.
In recent years, fine-tuning LLMs has been a key
paradigm for improving their general performance
and capabilities on unseen tasks (Wei et al., 2022;
Ding et al., 2023). Generally, fine-tuning meth-
ods on LLMs can be broadly divided into two
ways. The first focuses on Supervised Fine-Tuning
(SFT) (Ding et al., 2023; Xu et al., 2024), which
directly updates the LLM parameters using well-
crafted SFT data with supervised learning objec-
tives. Along this line, some studies (Chiang et al.,
2023; Geng et al., 2023; Xu et al., 2024) have
delved into designing high-quality data to facili-
tate the SFT process. Recent efforts also explore
Parameter-Efficient Fine-Tuning (PEFT) methods
(Lester et al., 2021; Hu et al., 2022; Zhang et al.,
2024) and selecting high-quality data from vary-
ing quality supervision signals (Li et al., 2024) to
balance the quality and efficiency of SFT.

The second fine-tuning method is Reinforcement
Learning Fine-Tuning (RLFT), which employs a
reward model trained on human preference data to
fine-tune LLMs with RL objectives (Ouyang et al.,
2022; Korbak et al., 2022; Rafailov et al., 2023;
Wu et al., 2023; Wang et al., 2024). Recently, as
LLMs evolve to be capable of supervising other
models, RL from AI Feedback (RLAIF) has gained
traction (Bai et al., 2022). RLAIF utilizes LLM-
generated feedback to refine task instructions, opti-
mizing LLMs to be harmless and detoxified (Shinn
et al., 2023; Madaan et al., 2023; Hao et al., 2023).
Inspired by this, some studies also explore using
LLM-generated feedback combined with self-play
mechanisms to enhance the abilities of the LLMs
themselves (Chen et al., 2024b).

However, collecting high-quality supervision or
reward signals to enhance LLM fine-tuning can be
financially costly and prone to yielding substandard
data, leading to compromised fine-tuning perfor-
mance. This work addresses this with the WeRG
method, which synergizes coarse-to-fine annota-
tion data as weak supervision signals to facilitate
the RLFT process.

3 Methodology

3.1 Preliminaries
Here, we study the CU problem formulated as
follows: Let c = {(x1, y1), . . . , (xT , yT )} repre-
sent a conversation, where xt denotes the user’s

utterance at the t-th turn, yt is the correspond-
ing response, and T is the total number of dia-
logue turns. At each turn t, given the user utter-
ance xt and its associated dialogue history ht =
{(x1, y1), . . . , (xt−1, yt−1)}, the primary objective
is to learn a model M to generate the appropriate
IntentionFrame data ot using weak supervision sig-
nals from various data resources:

fM : (ht, xt) → ot, (1)

where ot = ⟨st, et, at, kt⟩, comprising spans of
defined situation, emotion, action, and knowledge.

3.2 IntentionFrame Framework
We present our framework for enhanced conver-
sational understanding in Figure 2. Conventional
CU approaches typically interpret user utterances
through rigid, structured elements such as intents
and slot-value pairs. However, these simplified rep-
resentations often overlook the rich and nuanced
information inherent in the conversational con-
text—including aspects like conversational dynam-
ics, emotional states, behavioral cues, and evolving
contextual knowledge.

Motivated by these limitations, we introduce In-
tentionFrame, a semi-structured framework that
provides a fine-grained, multidimensional represen-
tation of user intentions. IntentionFrame draws in-
spiration from intention theories in psychology and
cognitive science (Eliasmith, 2013; Blouw et al.,
2016) to encapsulate the nature of intentions and
their decomposition in dialogue contexts. Specifi-
cally, Schröder et al. (2014) proposed a neural the-
ory of intention as a brain process that functions as
semantic pointers—binding together information
about situations, emotional evaluations, actions,
and sometimes also about self-knowledge.

Building upon this, we formalize IntentionFrame
through four key aspects—situation, emotion, ac-
tion, and knowledge—and elaborate on each as:

[Situation]: This aspect describes physical or situ-
ational features of the current conversation.
[Emotion]: This aspect captures any emotional
states or evaluations expressed by the user.
[Action]: This aspect refers to any actions the user
mentions taking to achieve within their utterances.
[Knowledge]: This aspect identifies entities and
relevant knowledge mentioned in the context.

With this design, we can break down user inputs
into four key aspects, gaining deeper insights into
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[Situation]

[Emotion]

[Action]

[Knowledge]

IntentionFrame

Coarse Mapping LLM Annotation Human Annotation

Data Pool

CU Model

Annotation Stage

𝑟𝑒𝑤𝑎𝑟𝑑coarse 𝑟𝑒𝑤𝑎𝑟𝑑mid 𝑟𝑒𝑤𝑎𝑟𝑑fine
WeRG Dataset

[SITUATION]: 𝑠𝑖
[EMOTION]: 𝑒𝑖
[ACTION]: 𝑎𝑖
[KNOWLEDGE]: 𝑘𝑖

Quality Level

Reward Hierarchy 

Model Optimization

IntentionFrame Output

Figure 2: An overview of the proposed IntentionFrame framework and WeRG mechanism, which leverages a small
set of high-quality human annotations together with abundant coarsely labeled data to train a better CU model.

the intentions behind their utterances. Additionally,
each aspect of the IntentionFrame can be expressed
in free-form natural language rather than being
limited to a predefined and static conversational
ontology, offering greater flexibility in accurately
understanding users’ evolving needs.

3.3 WeRG mechanism
After formulating the IntentionFrame framework
that is capable of capturing enriched and in-depth
information for understanding complex conversa-
tions, we need to acquire annotated IntentionFrame
data for evaluation and further downstream applica-
tions. To accomplish this, a straightforward method
involves directly employing human annotators to la-
bel high-quality IntentionFrame data, followed by
supervised fine-tuning to optimize LLMs for gen-
eration. Despite its effectiveness, this approach is
both labor-intensive and financially costly. Alterna-
tives include leveraging cost-effective LLMs as an-
notators or directly transforming existing simplistic
semantic interpretations—such as intents and slot-
value pairs—into IntentionFrame labels for super-
vising LLMs. However, the resulting annotations
are prone to noise and fail to cover the fine-grained
aspects defined in the IntentionFrame schema, ulti-
mately leading to degraded performance.

In light of the above considerations, we propose
an effective weakly-supervised reinforced genera-
tion mechanism to facilitate the scalable adoption
of IntentionFrame. Intuitively, WeRG is designed
to synergistically integrate multiple sources of an-
notation—ranging from coarse-grained labels to
fine-grained cues—as weak supervision signals. By
leveraging this coarse-to-fine supervision hierarchy,
WeRG enables efficient yet high-quality generation

of IntentionFrame annotations.

Weak Supervision Construction. To implement
WeRG mechanism, consider a conversation dataset
D = {(hi, xi, yi)}Ni=1, we first construct a fine-
tuning dataset, DWeRG = Dcoarse ∪Dmid ∪Dfine, by
employing a variety of annotation methods. Specif-
ically, Dcoarse uses hard mapping to transform exist-
ing structured interpretations into IntentionFrame
labels, yielding coarse-level labels. In contrast,
Dmid prompts cost-effective LLMs to annotate con-
versations within the IntentionFrame frame (details
in Appendix A.2). Since LLMs can extract more
nuanced information than existing structured inter-
pretations, Dmid is thus endowed with mid-level
labels. Unlike the above, Dfine employs human
annotators to create IntentionFrame data, provid-
ing high-quality fine-level labels. Notably, due to
the high cost of human annotation, the number of
examples in Dfine is significantly less than those
in Dmid and Dcoarse. Further details on these data
segments are discussed in Appendix B.

To effectively utilize the coarse-to-fine level sig-
nals within DWeRG, following Wang et al. (2024),
we further enhance DWeRG by incorporating weak
and tiered reward signals, which are meticulously
calibrated to account for the variations across dif-
ferent annotation methods. Specifically, the reward
is structured as a quadruple as follows:

rc(hi, xi, oi) = ⟨rcis , rcie , rcia , rcik ⟩, (2)

where ⟨rcis , rcie , rcia , rcik ⟩ are scalar rewards corre-
sponding to the aspects ⟨si, ei, ai, ki⟩ in oi, with
ci ∈ {coarse,mid,fine}. Unlike previous studies,
such as those described by Wang et al. (2024) that
treat the entire ground-truth sequence equally, this
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quadruple reward scheme allows for the allocation
of distinct reward components to each aspect of the
IntentionFrame. Notably, these reward signals are
directly assigned according to the level of informa-
tion provided by the annotations. By establishing
the reward hierarchy—rcoarse < rmid < rfine—to
reflect annotation quality, we can effectively guide
the fine-tuning of LLMs to favor higher-quality In-
tentionFrame data without relying on strictly pair-
wise or ranking-based supervision for RL training.

Quality Assurance. To enhance the practical ap-
plicability of the constructed DWeRG, it is crucial to
ensure the reliability and quality of the Intention-
Frame annotations. We tackle this by conducting a
human evaluation to assess their rationality across
the four key aspects defined in Section 3.2. Follow-
ing Cao et al. (2024), we adopt the Aspect Descrip-
tion Validity (ADV) criterion, which confirms that
the annotated IntentionFrame aspects are contex-
tually relevant, detailed, and accurate in capturing
user intentions throughout the conversation. Evalu-
ators are tasked with rating 200 randomly selected
annotations, scoring each aspect for quality on a
scale from 0 to 3. As shown in Table 1, the average
scores range from 2.74 to 2.83, with K indicating
a moderate to substantial level of inter-annotator
agreement. This reflects the high quality of the
IntentionFrame annotations collected in DWeRG.

Model Optimization. Given the constructed fine-
tuning dataset DWeRG and the reward information
rc(h, x, o), we optimize a KL-regularized RL ob-
jective to fine-tune an LLM policy πθ for efficiently
generating high-quality IntentionFrame data. This
widely used RL framework incorporates an addi-
tional KL penalty to constrain that the fine-tuned
policy πθ stays close to the base LLM, thereby
avoiding distribution collapse. The objective can
be formulated as follows:

JWeRG(θ) = EO∼πθ
[rc(h, x, o)]− βDKL(πθ, πw), (3)

where πw denotes the policy model augmented by
the weak supervision signals in DWeRG. As demon-
strated by previous works (Peters and Schaal, 2007;
Korbak et al., 2022; Rafailov et al., 2023; Wang
et al., 2024), the optimal solution π∗ for the Equa-
tion (3) can be described as follows:

π∗(o|h, x, c) = argmax
θ

JWeRG(θ)

∝ πw(o|h, x, c) exp
(
1

β
rc(h, x, o)

)
.

(4)

Situation Emotion Action Knowledge Ove.

DuRecDial

ADV 2.76 2.79 2.82 2.77 2.82
K 0.48 0.58 0.64 0.56 0.62

ESConv

ADV 2.75 2.83 2.80 2.74 2.79
K 0.50 0.63 0.56 0.55 0.56

Table 1: Human evaluation results. Scores (0 to 3) are
averaged across all samples rated by evaluators. Ove.
indicates overall performance across all four aspects,
and K denotes Fleiss’ Kappa (Fleiss, 1971) score.

Based on this optimal solution, the KL-regularized
RL objective can be cast as minimizing the KL
divergence between πθ and π∗ under the data dis-
tribution of DWeRG (Nair et al., 2020; Korbak et al.,
2022; Wang et al., 2024):

πθ = argmin
θ

E(h,x,c)∼DWeRG

[
DKL

(
π∗(·|h, x, c) ∥

πθ(·|h, x, c)
)]
.

(5)

With this WeRG approach, we can effectively uti-
lize weak supervision signals gathered from diverse
data sources with coarse-to-fine labels, thereby en-
abling the LLM policy model to optimally generate
IntentionFrame data.

4 Experiments

4.1 Datasets
We conduct experiments on two widely used con-
versational datasets: DuRecDial (Liu et al., 2021b)
and ESConv (Liu et al., 2021a). Detailed dataset
statistics are provided in Appendix A.1. We adhere
to the same train, development, and test splits as
prior studies (Dao et al., 2023; Deng et al., 2024;
He et al., 2024). Additional experimental details
can be found in Appendix A.2.

4.2 Evaluation Metrics
We employ both automatic and human evalua-
tions to evaluate the effectiveness of the Intention-
Frame framework and WeRG method. The auto-
matic metrics include: (1) Content-based metrics
(F1 and BLEU-1/2), which measure the lexical
overlap between generated outputs and ground-
truth IntentionFrames; (2) Similarity-based met-
rics (BERTScore and BARTScore), which eval-
uate semantic alignment with the reference Inten-
tionFrames; (3) LLM-as-a-Judge metric (Judge),
where a strong LLM is employed to assess the align-
ment of the generated outputs with the ground-truth
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Methods
DuRecDial ESConv

F1 ↑ BLEU1/2 ↑ BERT/BARTScore ↑ Judge ↑ F1 ↑ BLEU1/2 ↑ BERT/BARTScore ↑ Judge ↑
DP 0.4851 0.3824/0.2015 0.5373/-3.5680 2.56 0.5279 0.4090/0.2386 0.5631/-3.2760 2.72
w/ Examples 0.5187 0.4021/0.2258 0.5554/-3.2842 2.82 0.5632 0.4376/0.2658 0.5903/-2.7149 2.91

CoTP 0.5135 0.4077/0.2331 0.5484/-3.2474 2.94 0.5695 0.4437/0.2718 0.5997/-2.6782 3.08
w/ Examples 0.5519 0.4354/0.2662 0.5897/-2.7762 3.11 0.6068 0.4912/0.3105 0.6431/-2.1365 3.25

SRT 0.5019 0.3923/0.2137 0.5264/-3.7261 2.73 0.5220 0.4035/0.2290 0.5525/-3.4100 2.86
SPIN 0.5423 0.4412/0.2589 0.5923/-2.8102 3.26 0.6112 0.4876/0.3145 0.6401/-2.1892 3.32

Ours 0.5814 0.4715/0.2933 0.6232/-2.3652 3.65 0.6324 0.5127/0.3315 0.6721/-1.8863 3.74

Table 2: Automatic evaluation of IntentionFrame generation performance. Results in bold indicate significant
superiority over other methods. DP and CoTP represent baselines without examples.

IntentionFrames on a 0–4 scale; and (4) Dialogue-
based metrics (SR and AT), which assess the suc-
cess rate in guiding users to targets and the average
turns of conversations during response generation.
For human evaluation, we assess Informativeness
(Info.), Understanding (Und.), and Conciseness
(Con.). More details on these metrics are provided
in Appendix A.3

4.3 Baselines

We compare the proposed method with the follow-
ing baselines for generating IntentionFrame data:
Direct Prompting (DP) w/o and w/ Examples,
Chain-of-Thought Prompting (CoTP) w/o and w/
Examples, SRT (Li et al., 2024), and SPIN (Chen
et al., 2024b). More details of these baselines are
provided in Appendix A.4.

4.4 Main Results

4.4.1 Automatic Evaluation Results

To demonstrate the quality of the IntentionFrame
data generated via the proposed WeRG mechanism,
we compare our method against other baselines,
with results reported in Table 2.

Firstly, regarding the content-based evaluation
metrics, such as F1 and BLEU-1/2, our method
consistently surpasses all baselines by a notice-
able margin on both datasets. Among them, CoTP
w/o Examples demonstrates superior performance
compared to DP w/o Examples by enriching the
LLM prompts with more detailed task descriptions
and IntentionFrame explanations. CoTP w/ Exam-
ples further amplifies this superiority by incorpo-
rating manually crafted IntentionFrame examples,
showcasing the advantages of high-quality data in
facilitating IntentionFrame data generation. No-
tably, our method synergistically integrates various
sources of data annotated with coarse-to-fine labels

Methods
DuRecDial ESConv

Info. Und. Con. Info. Und. Con.

DP 2.88 3.74 2.55 2.52 3.17 2.75
w/ Examples 3.26 3.93 2.72 2.79 3.33 3.03

CoTP 3.31 4.05 2.83 2.76 3.40 2.97
w/ Examples 3.45 4.24 2.95 2.92 3.58 3.26

SRT 2.97 3.82 2.60 2.60 3.20 2.83
SPIN 3.38 4.12 2.88 2.85 3.47 3.15

Ours 3.71 4.38 3.62 3.55 4.06 3.78

K 0.47 0.42 0.45 0.39 0.49 0.42

Table 3: Human evaluation results for IntentionFrame
generation. Scores (0 to 5) are averaged across all sam-
ples rated by evaluators. K represents Fleiss’ Kappa
(Fleiss, 1971), indicating a moderate level of inter-
annotator agreement (0.2 < K < 0.6).

to perform RLFT, allowing for a more effective and
robust IntentionFrame model.

Secondly, in terms of similarity-based evaluation
metrics, our method excels at generating more de-
tailed and comprehensive content with broader in-
clusion of key information that semantically aligns
with each aspect defined in the IntentionFrame
schema. In contrast, the baseline methods—lacking
explicit guidance to prioritize high-quality Inten-
tionFrame data—struggle to yield outcomes that ad-
equately capture the depth and richness required by
the IntentionFrame framework. This suggests that
the quadruple reward structure and tiered reward
hierarchy implemented in the WeRG method en-
able LLMs to maximize the utility of high-quality
data while compensating for the limitations of the
substandard data during the fine-tuning process for
IntentionFrame data generation.

4.4.2 Human Evaluation Results
To complement automatic evaluation, we further
conduct human evaluations on the generated Inten-
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Methods
DuRecDial ESConv

F1 ↑ BLEU1 ↑ BLEU2 ↑ BERT/BARTScore ↑ F1 ↑ BLEU1 ↑ BLEU2 ↑ BERT/BARTScore ↑
Ours 0.5814 0.4715 0.2933 0.6232/-2.3652 0.6324 0.5127 0.3315 0.6721/-1.8863

- w/o Dcoarse 0.5744 0.4590 0.2811 0.6032/-2.6276 0.6231 0.5008 0.3197 0.6513/-2.1058
- w/o Dmid 0.2355 0.1486 0.0832 0.2253/-4.5094 0.2547 0.1654 0.0968 0.2456/-4.3762
- w/o Dfine 0.5488 0.4303 0.2622 0.5797/-2.8361 0.6015 0.4822 0.3035 0.6354/-2.2034
- w/o rc 0.5347 0.4172 0.2430 0.5526/-3.1249 0.5792 0.4630 0.2851 0.6127/-2.5047

Table 4: Ablation study results for IntentionFrame generation. w/o denotes the model fine-tuned without the
corresponding data source.

tionFrame examples with three student annotators.
For both the DuRecDial and ESConv datasets, we
randomly sampled 50 conversations from their re-
spective test sets for validation. The annotators
were asked to rate the performance of various meth-
ods. The evaluation results are reported in Table 3,
which intuitively reveals the following findings: (1)
It is evident that our proposed method consistently
outperforms the baseline methods across all three
human evaluation metrics, affirming the efficacy
and practicality of our approach in generating high-
quality IntentionFrame data. (2) We find that the
WeRG mechanism, by applying quadruple rewards
that separately emphasize different aspects as for-
mulated in the IntentionFrame framework, effec-
tively captures comprehensive information within
conversations, including emotional cues. This nu-
anced approach leads to notable improvements,
particularly in emotional support conversations,
where our method demonstrates the most signif-
icant performance enhancements. Overall, the hu-
man evaluation results are consistent with those
of the automatic evaluations, demonstrating that
our method adeptly fine-tunes LLMs to generate
IntentionFrame data of superior quality.

4.5 In-Depth Analysis

4.5.1 Ablation Studies

We conduct comprehensive ablation studies on
the essential designs in our method—specifically,
(1) the composition of weak supervision signals
DWeRG and (2) the reward module rc—to analyze
their individual contributions to overall generation
performance using the DuRecDial dataset. The
experimental results are detailed in Table 4. In
the first setting, we selectively remove three types
of supervision signals (Dcoarse, Dmid, and Dfine)
from the fine-tuning dataset, where w/o denotes
the configuration lacking the corresponding sig-
nals. As demonstrated in Table 4, excluding differ-
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Figure 3: The impact of the proportion of fine-annotated
data, ranging from 10% to 30%.

ent sources of supervision from DWeRG generally
degrades the generation performance across both
content-based and similarity-based evaluation met-
rics. In particular, the absence of supervision Dmid,
crucial for laying foundational insights into the
IntentionFrame data, leaves the fine-tuning phase
without essential guidance to extract the necessi-
tated information that aligns with the defined In-
tentionFrame framework, leading to the most sig-
nificant performance degradation. This suggests
the effectiveness of these supervision signals with
varying levels of annotated labels in supporting the
model to generate higher-quality IntentionFrame
data. In the second setting, we omit the quadru-
ple reward rc with its differential reward hierarchy
during the model fine-tuning, which results in a no-
table decrease in performance. We hypothesize this
can be attributed to the lack of explicit signals that
enable the model to discern between coarse-to-fine
annotated data without the differential rewards.

4.5.2 Impact of Annotated Data Proportion
We explore the effects of altering the proportion
of human annotations Dfine on model performance.
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Methods F1 ↑ BLEU1/2 ↑ SR ↑ AT ↓
Direct Prompt 0.4297 0.3716/0.2147 0.7686 4.97
CoT Prompt 0.4427 0.3815/0.2243 0.7952 3.86
PPDPP 0.4362 0.3766/0.2195 0.79 3.43
T-EPL 0.4520 0.3920/0.2340 0.8120 3.39

CoT IntentionFrame 0.4785 0.4107/0.3187 0.8537 3.37

Table 5: Automatic evaluation results for the response
generation task on the DuRecDial dataset, utilizing Chat-
GPT as the backbone generation model. CoT Inten-
tionFrame denotes the CoT Prompt enhanced by the
proposed IntentionFrame framework. PPDPP (Deng
et al., 2024) and T-EPL (Dao et al., 2024) are two SOTA
response generation methods.

In the standard experimental setting, we include
human annotations that comprise 10% of the total
dataset (i.e., |Dfine|/N = 10%), primarily due to
the costs associated with human annotators. Con-
sidering the pivotal role this high-quality data plays
in steering the fine-tuning process towards generat-
ing more comprehensive IntentionFrame data, we
experimentally increase this ratio to further exam-
ine its impact on model training using the DuRec-
Dial dataset. Table 3 illustrates the performance
trends across various ratios of fine-annotated Inten-
tionFrame data. Notably, as the proportion of Dfine
increases, the model performance improves with
stable gains. This suggests that while the quan-
tity of fine-annotated data Dfine is significantly less
than Dcoarse and Dmid, it provides detailed insights
into the human-preferred IntentionFrame data, con-
tinuously enhancing generation performance.

4.5.3 Effect on Downstream Applications

We further validate the effectiveness of applying
the IntentionFrame data generated by the WeRG
method to downstream conversational applica-
tions, specifically enhancing response generation
in target-driven scenarios. We conduct experiments
on the DuRecDial dataset by directly incorporat-
ing the IntentionFrame data into the inputs of the
response generation model to enhance its output
capabilities. Experimental results, detailing both
dialogue-level and turn-level automatic evaluations,
are presented in Table 5. By elucidating user ut-
terances into fine-grained aspect information, our
IntentionFrame framework markedly improves the
ability of downstream response generation mod-
els, demonstrating the advantages of interpreting
conversations in semi-structured natural language
forms. Leveraging IntentionFrame, these models
adeptly steer the flow of conversations by align-

Methods F1 ↑ BLEU1/2 ↑ SR ↑ AT ↓
DuRecDial

CoT IntentionFrame 0.4785 0.4107/0.3187 0.8537 3.37

- w/o [SITUATION] 0.4668 0.4012/0.3085 0.8404 3.48
- w/o [EMOTION] 0.4513 0.3908/0.2997 0.8309 3.60
- w/o [ACTION] 0.4321 0.3759/0.2904 0.8112 3.87
- w/o [KNOWLEDGE] 0.4365 0.3810/0.2952 0.8156 3.75

ESConv

CoT IntentionFrame 0.2979 0.2258/0.1370 0.8445 3.88

- w/o [SITUATION] 0.2904 0.2158/0.1265 0.8292 4.10
- w/o [EMOTION] 0.2284 0.1758/0.0865 0.7692 5.34
- w/o [ACTION] 0.2746 0.2090/0.1205 0.8023 4.45
- w/o [KNOWLEDGE] 0.2679 0.1988/0.1141 0.7923 4.25

Table 6: Automatic evaluation results for the response
generation task. w/o indicates the removal of the corre-
sponding fine-grained aspect from the IntentionFrame
during integration into generating responses.

ing subsequent turns with users’ needs, thereby
optimizing responses at each interaction to boost
user engagement and successful target completion.
Overall, the IntentionFrame framework lays a solid
foundation for developing more sophisticated and
effective conversational agents. More experimental
results examining the robustness and adaptability
of IntentionFrame across diverse dialogue scenar-
ios are presented in Appendix C.

4.5.4 Effect of Different Fine-grained Aspects

The proposed IntentionFrame framework primar-
ily establishes a multidimensional taxonomy, delv-
ing into aspects of situation, emotion, action, and
knowledge to facilitate a comprehensive and multi-
faceted understanding of user utterances. To assess
the individual contributions of these fine-grained
aspects, we conduct experiments on the ESConv
dataset by selectively omitting each of the four
distinct aspects when applying the IntentionFrame
framework to enhance downstream response gen-
eration. Results presented in Table 6 indicate a no-
ticeable drop in performance whenever any detailed
aspect is removed from the IntentionFrame frame-
work. Notably, within the context of emotional
support conversations, the removal of the [EMO-
TION] aspect—which is essential for revealing
users’ emotional cues throughout the conversation
process—leads to the most substantial decrease
in performance as the response generation model
lacks specific guidance to tailor responses to users’
emotional expectations. This underscores the po-
tential of the IntentionFrame framework to support
the customization of conversational agents for var-
ious real-world scenarios, aiding these agents in
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accurately grasping users’ diverse needs and deliv-
ering effective responses.

5 Conclusion

This work introduces the IntentionFrame, a novel
fine-grained and aspect-aware formalism for under-
standing user intentions in intricate conversations.
Building upon the semi-structured IntentionFrame
framework, we propose WeRG, a mechanism that
synergizes diverse sources of coarse-to-fine Inten-
tionFrame annotations as weak supervision sig-
nals. By assigning varying quadruple rewards
to each data source, WeRG facilitates the gener-
ation of high-quality IntentionFrame data. Overall,
our method not only advances the capabilities of
conversational agents in dialogue understanding
but also offers insights into effectively leveraging
coarse-to-fine supervision signals for generating
large-scale, high-quality data. Extensive experi-
ments validate the effectiveness of the Intention-
Frame framework and demonstrate the superiority
of the proposed WeRG approach. Consequently,
this is a significant step towards building sophisti-
cated conversational agents. Future research will
focus on refining the IntentionFrame generation
and validation process for even greater processing
efficiency and accuracy.

Limitations

Despite the effectiveness of the IntentionFrame
and the WeRG method, it is important to acknowl-
edge several limitations. (1) We consider the in-
troduced IntentionFrame to be a significant step
toward enhancing conversational understanding for
various downstream tasks that rely on robust di-
alogue comprehension. While we have explored
its application in target-driven and emotional sup-
port dialogue contexts, IntentionFrame is antici-
pated to be applied to broader scenarios, such as
harmful query detection and toxic behavior analy-
sis in conversational safety. (2) The construction
of weak supervision signals Dmid in DWeRG relies
on LLMs, making it susceptible to inherent issues
such as biases in the training data and the poten-
tial for hallucinated or inaccurate outputs. While
we have defined four well-structured dimensions
in IntentionFrame to guide LLMs toward more fo-
cused, aspect-aware annotations—and combined
Dmid with high-quality human annotations through
the deliberately designed WeRG method—it re-
mains a compelling direction for future work to

systematically investigate the nature and impact
of such issues in LLM-generated annotations. (3)
The assumption that data quality varies by source
might be overly simplistic, and the reward hierar-
chy could be refined to more precisely reflect the
true quality of each annotation.
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A Experimental Details

A.1 Dataset Statistics
In our experiments, we employ two commonly
used conversational datasets—DuRecDial (Liu
et al., 2021b) (recommendation dialogues) and ES-
Conv (Liu et al., 2021a) (emotional support dia-
logues)—to evaluate the proposed IntentionFrame
framework and WeRG mechanism. DuRecDial
is a conversational recommendation dataset that
contains 16.5K English-Chinese parallel dialogues
and approximately 255K natural language utter-
ances, spanning 14 goals and 646 topics. For our
experiments, we utilize the English version of the
dataset. ESConv is an emotional support conversa-
tion dataset consisting of 1,300 cases with 8 distinct
support strategies. Each case includes a specified
problem type, an emotion type, and a detailed situ-
ation description.

A.2 Implementation Details
For the construction of the dataset DWeRG, we em-
ploy gpt-3.5-turbo as the mid annotator to generate
Dmid in our experiments. To ensure deterministic
outputs during the acquisition of IntentionFrame
annotations, the temperature parameter is fixed at 0,
and the output is limited to a maximum of 1000 to-
kens. All other parameters are kept at their default
settings. The prompts are designed to guide the
LLMs, as detailed in Appendix D. For the dataset
Dfine, we randomly sample 10% of the conversa-
tions from the original dataset for fine-grained an-
notations.

For IntentionFrame policy model training, we
use llama-2-7b as the backbone model and apply
LoRA fine-tuning. The model is fine-tuned for 3
epochs on the constructed dataset DWeRG using the
AdamW optimizer, with a learning rate initialized
at 6.7 × 10−5 and 100 warm-up steps. The fine-
tuned parameters are saved every 1000 steps for
subsequent evaluations. For the LoRA configura-
tion, the rank is set to 8, the scaling factor to 16,
and the dropout rate to 0.05. In the few-shot base-
line setting, we utilize a one-shot demonstration
randomly selected from the manually annotated
dataset Dfine.

For the reward setting, since the reward weight
term in Equation (4)

(
exp

(
rc
β

))
remains constant

within each class, we simplify the process by align-
ing the weights with the reward hierarchy (rfine) >
rmid > rcoarse, assigning quadruple weights of
⟨1.0, 1.0, 1.0, 1.0⟩ to Dfine, ⟨0.5, 0.5, 0.5, 0.5⟩ to

Dmid, and ⟨0.1, 0.1, 0.1, 0.1⟩ to Dcoarse for the con-
versation recommendation scenario. For emotional
support conversations, we emphasize the emotion
aspect, assigning fine-grained aspect weights of
⟨0.9, 1.0, 0.9, 0.9⟩ to Dfine, ⟨0.4, 0.5, 0.4, 0.4⟩ to
Dmid, and ⟨0.05, 0.1, 0.05, 0.05⟩ to Dcoarse.

A.3 Evaluation Matrics

In this work, the primary goal is to evaluate the
quality of the IntentionFrame data generated via
the WeRG approach, specifically its capability to
capture the fine-grained aspect information as for-
mulated by the IntentionFrame framework. To
achieve this, we engage human annotators to label
the IntentionFrame labels for the test set, thereby
establishing the fundamental ground truth for the
quality evaluation. After acquiring the Intention-
Frame data, we also aim to validate its functionality
in downstream applications. To this end, we fur-
ther apply the generated IntentionFrame data to
target-driven conversation scenarios, evaluating its
effectiveness in enhancing the ability of conversa-
tional agents to respond to users and guide them
toward the ultimate targets. In light of the above
considerations, the evaluation protocols used in our
experiments can be broadly categorized as follows:

Automatic Evaluation Protocols. The acquisi-
tion of IntentionFrame data via the WeRG method
is fundamentally a generative process. In this sense,
with the ground-truth labels previously established,
most existing automatic generation metrics can be
applied to assess the quality of the generated In-
tentionFrame data. Specifically, we utilize word-
level F1 (F1) and BLEU-N (N=1, 2) metrics (Pa-
pineni et al., 2002) to compute the lexical over-
lap between the generated IntentionFrame data
and the ground-truth labels, offering a quantita-
tive measure of the precision and syntactic accu-
racy of the WeRG method. Additionally, we adopt
BERTScore (Zhang et al., 2020) and BARTScore
(Yuan et al., 2021) to measure the semantic sim-
ilarity, further evaluating how well the generated
data contextually aligns with the ground truth. To
provide more reliable results for the automatic eval-
uation at scale, we also utilize the LLM-as-a-Judge
(Judge) approach to assess the alignment of the
generated outputs with the ground-truth Intention-
Frames on a 0–4 scale. For validating the effec-
tiveness of the IntentionFrame data in downstream
tasks, we measure the dialogue-level Success Rate
(SR) and the Averaged number of conversation
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Data Segment # Dialogues Avg. Turns Avg. Sit. Len Avg. Emo. Len Avg. Act. Len Avg. Know. Len

Dcoarse 4154 8.0 6.87 1.0 2.1 2.72
Dmid 4154 8.0 4.7 1.7 5.6 8.0
Dfine 410 8.3 5.1 2.5 6.3 5.6

Table 7: Statistics of the annotated IntentionFrame data for the DuRecDial dataset.

Turns (AT) necessitated to successfully guide users
to targets (Lei et al., 2020a,b).

Human-centered Evaluation Protocols. Gen-
erally, the most effective method for evaluating
such texts is still human evaluation, wherein hu-
man annotators assess the quality of the generated
IntentionFrame data. This evaluation can be ap-
proached from various perspectives, and we sug-
gest several commonly used methodologies (Zheng
et al., 2024): (1) Informativeness (Info.): can the
IntentionFrame data capture the key information
throughout the conversation process? (2) Under-
standing (Und.): whether the IntentionFrame data
is clear and easy to understand in accurately de-
scribing users’ real intentions? (3) Conciseness
(Con.): does the IntentionFrame data effectively
communicate the necessary details without super-
fluous content? For these evaluations, we engaged
three students as annotators, each tasked with as-
sessing the IntentionFrame labels generated by vari-
ous methods in 50 randomly selected conversations
to ensure a comprehensive comparison.

A.4 Baselines

Direct Prompting (Brown et al., 2020): Di-
rectly provide LLMs with the necessary instruc-
tions as prompts to generate IntentionFrame data
that grasps user intentions throughout the conver-
sation process, including zero-shot and few-shot
settings. In particular, the few-shot demonstrations
are randomly selected from a set of manually con-
structed IntentionFrame examples.

Chain-of-Thought (CoT) Prompting: Building
upon manually created examples provided, equip
LLMs with detailed task descriptions and expla-
nations of the IntentionFrame framework, specify-
ing the criteria for generating IntentionFrame data
by referring to the CoT method (Yao et al., 2023;
Wang et al., 2023a), also including zero-shot and
few-shot settings similar to the Direct Prompt base-
line.

SRT (Li et al., 2024): A novel method synergizes
the reflection and introspection of a teacher LLM

Methods Recall@5 ↑ SR@3 ↑ SR@5 ↑
CLAM (Qu et al., 2018) 0.4950 0.5700 0.5933
ProCoT (Deng et al., 2023) 0.4950 0.6067 0.6233
STYLE (Chen et al., 2024a) 0.4956 0.6144 0.6511

STYLE w/ IntentionFrame 0.5014 0.6237 0.6667

Table 8: Evaluation of IntentionFrame’s effectiveness
on information-seeking dialogues.

with the data selection capabilities of a student
LLM to automatically refine existing instruction-
tuning data and improve data quality.

SPIN (Chen et al., 2024b): A new fine-tuning
method begins with a supervised fine-tuned model,
which leverages a self-play mechanism that allows
the LLM to refine its capabilities by playing against
instances of itself.

B Details of Data Collection

Table 7 presents the statistical overview of the anno-
tated IntentionFrame for the DuRecDial dataset. As
shown in the table, the proportion of different data
segments is: Dcoarse : Dmid : Dfine = 10 : 10 : 1.
This ratio is deliberately set to balance the cost-
effectiveness of annotating Dfine with the efficiency
of guiding model training.

Generally speaking, the average length of each
IntentionFrame-defined aspect indicates an increas-
ing trend across Dcoarse : Dmid : Dfine, showcasing
that higher-quality aspect annotations capture more
comprehensive and intention-relevant information.
Notably, the average lengths of situations in Dcoarse
and knowledge in Dmid deviate from this trend,
which can be attributed to potential redundancy in
these coarser annotations.

C Impact on Additional Downstream
Applications

Notably, IntentionFrame is designed to be domain-
agnostic. Its four aspects—Situation, Emotion, Ac-
tion, and Knowledge—are grounded in established
psychological and cognitive theories of intention,
enabling application across diverse dialogue con-
texts. To examine its generalization and adaptabil-
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ity, we additionally conduct an experiment on the
complex information-seeking dataset MSDialog
(Qu et al., 2018), with the corresponding results
reported in Table 8. It can be observed that incor-
porating IntentionFrame consistently improves per-
formance over the top-performing baselines (Kuhn
et al., 2022; Deng et al., 2023; Chen et al., 2024a),
highlighting the framework’s broad applicability
across domains.

D Prompt Details

In this section, we present the prompting details in
our experiments.

D.1 DP Prompt
The prompts used for implementing the Direct
Prompting baseline are presented in Table 9, in-
cluding Direct Prompt w/o Example and Direct
Prompt w/ Example.

D.2 CoTP Prompt
The prompts used for implementing the Chain-of-
Thought Prompting baseline are presented in Table
10, including CoTP w/o Example and CoTP w/
Example.

D.3 Prompt to Response Generation
The prompts used for implementing the down-
stream response generation model are presented
in Table 11.

E Case Study

Table 12 presents the cases of existing intention
interpretations and the IntentionFrame examples.
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DP Prompt

Please extract the conversational intentions based on the target-driven conversation provided below, where the {target_goal}
guides the conversation. The intentions should concisely capture the user’s focus conveyed in the [USER]-marked utter-
ances. For each user utterance, identify the four aspects of user intentions—[SITUATION], [EMOTION], [ACTION], and
[KNOWLEDGE]—and label them accordingly.
Please mark the input conversation according to the requirements and examples, ensuring each aspect is clearly addressed
and provided. The marked intention numbers must strictly correspond one-to-one with conversation turns, with no merging or
omissions allowed.
Here are some examples:
Conversation: ${Conversation}
IntentionFrame: ${IntentionFrame}
Input Conversation: ${Conversation}
IntentionFrame: [Provide the final output here]

Table 9: The prompt for implementing DP baseline.

CoTP Prompt

Description: I want you to apply your expertise in philosophy, psychology, and cognitive science to analyze and extract user
intentions from a target-driven conversation, where the AI aims to make a {target_goal} to the user. The conversation is
target-driven, meaning it strategically shifts towards the AI’s goal.
Requirements: User intentions should succinctly reflect the user’s focus conveyed within [USER]-marked utterances during
conversations. Below are the detailed definitions and marking requirements for four aspects of user intentions:
[SITUAION]: Describe any physical or situational context mentioned by the user. If not applicable, mark as [SITUATION]:
None.
[EMOTION]: Capture any emotional states or evaluations expressed by the user. If no emotions are expressed, mark as
[EMOTION]: None.
[ACTION]: List any actions the user mentions taking to achieve the goal. If no actions are taken, mark as [ACTION]: None.
[KNOWLEDGE]: Identify entities and relevant knowledge mentioned in the conversation. If no specific knowledge is
referenced, mark as [KNOWLEDGE]: None.
Please mark the input conversation according to the requirements and examples, ensuring each aspect is clearly addressed
and provided. The marked intention numbers must strictly correspond one-to-one with conversation turns, with no merging or
omissions allowed.
Here are some examples:
Conversation: ${Conversation}
IntentionFrame: ${IntentionFrame}
Input Conversation: ${Conversation}
IntentionFrame: [Provide the final output here]

Table 10: The prompt for implementing CoTP baseline.

Response Generation Prompt

Your task is to generate the next-turn response based on the provided IntentionFrame and Context. The Context is part of
a scenario conversation between a user and an AI agent. The AI’s goal is to guide the conversation toward achieving the
{target_goal}. Generate a dialogue with frequent topic changes to extend the conversation over multiple rounds. Throughout
the chat, smoothly switch topics back to the target goal, making the interaction feel like a natural, real-life conversation. Be
specific in your responses. In the example below, [User] and [SYS] indicate the speaker of each turn.
Here are some examples:
Target: $Target
Conversation: ${Conversation}
IntentionFrame: ${IntentionFrame}
Next-turn response: ${Response}
Input:
Target: $Target
Conversation: ${Conversation}
IntentionFrame: ${IntentionFrame}
Next-turn response: [Provide the final output here]

Table 11: The prompt for implementing response generation model.
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Example conversation

Target Music: Departing One
Conversations:
[SYS] Hello, Mr.Si! How are you doing?
[USR] 1. Hello! I’m good. It’s just that the work is very boring.
[SYS] You can do something to enrich your life when you are bored.
[USR] 2. OK, I will. Thank you for reminding me!
[SYS] You can go to see a movie when you are bored. The movie 1:99 Shorts is wonderful. Give it a try!
[USR] 3. Not really for movie at the moment
[SYS] It’s starred by Jacky Cheung who has won the Golden Horse Award for Best Actor.
[USR] 4. I like him very much.
[SYS] You’ve got good taste. He is a real singer.
[USR] 5. Thanks! The point is that he’s very excellent. That’s why I like him so much.
[SYS] Do you want to listen to Love You More Each Day by him? It’s a golden melody in Hong Kong. It’s very catchy.
[USR] 6. I’ve listened to it. Are there any other songs?
[SYS] Yes. How about Departing One? There are too many details. This brewer is gaudy but not pretentious.
[USR] 7. The name sounds so sad!
[SYS] You’ll know after listening. Everyone feels differently.
[USR] 8. OK, I’ll give it a try.

Existing Interpretations:

1. [Action] Greetings [Topic] None
2. [Action] Greetings [Topic] None
3. [Action] Movie recommendation [Topic] 1:99 Shorts
4. [Action] Chat about stars [Topic] Jacky Cheung
5. [Action] Chat about stars [Topic] Jacky Cheung
6. [Action] Music recommendation [Topic] Love You More Each Day
7. [Action] Music recommendation [Topic] Departing One
8. [Action] Music recommendation [Topic] Departing One

IntentionFrame:

Turn 1:
[Situation] Boring work. [Emotion] Neutral, but implies dissatisfaction with work. [Action] Describes current emotional
state regarding work. [Knowledge] None.
Turn 2:
[Situation] None. [Emotion] Agreeable. [Action] Acknowledges the assistant’s suggestion. [Knowledge] None.
Turn 3:
[Situation] None. [Emotion] Disinterest in movies at the moment. [Action] Declines the movie suggestion. [Knowledge]
The movie 1:99 Shorts.
Turn 4:
[Situation] None. [Emotion] Positive, expresses admiration. [Action] Expresses liking for Jacky Cheung. [Knowledge]
Jacky Cheung, Golden Horse Award for Best Actor.
Turn 5:
[Situation] None. [Emotion] Positive, expresses strong admiration. [Action] Explains the reason for liking Jacky Cheung.
[Knowledge] Jacky Cheung’s excellence.
Turn 6:
[Situation] None. [Emotion] None . [Action] Requests other song suggestions after acknowledging previous experience.
[Knowledge] The song Love You More Each Day.
Turn 7:
[Situation] None. [Emotion] Emotional anticipation, slight negativity due to the sad connotation of the song’s name.
[Action] Reacts to the name of the song. [Knowledge] The song Departing One.
Turn 8:
[Situation] None. [Emotion] Willingness to try. [Action] Agrees to try listening to the suggested song. [Knowledge] None.

Table 12: Example conversation with the existing CU interpretations and our IntentionFrame.
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