
Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing, pages 28044–28055
November 4-9, 2025 ©2025 Association for Computational Linguistics

Adapting Bias Evaluation to Domain Contexts using Generative Models

Tamara Quiroga1,2,3,4 Felipe Bravo-Marquez1,3,4 Valentin Barriere1,3
1Department of Computer Science, University of Chile.

2Department of Computer Science, Pontifical Catholic University of Chile
3National Center for Artificial Intelligence, Chile

4Millennium Institute for Foundational Research on Data, Chile
t.quiroga@uc.cl {fbravo,vbarriere}@dcc.uchile.cl

Abstract

Numerous datasets have been proposed to eval-
uate social bias in Natural Language Processing
(NLP) systems. However, assessing bias within
specific application domains remains challeng-
ing, as existing approaches often face limita-
tions in scalability and fidelity across domains.
In this work, we introduce a domain-adaptive
framework that utilizes prompting with Large
Language Models (LLMs) to automatically
transform template-based bias datasets into
domain-specific variants. We apply our method
to two widely used benchmarks—Equity Eval-
uation Corpus (EEC) and Identity Phrase Tem-
plates Test Set (IPTTS)—adapting them to the
Twitter and Wikipedia Talk data. Our results
show that the adapted datasets yield bias es-
timates more closely aligned with real-world
data. These findings highlight the potential of
LLM-based prompting to enhance the realism
and contextual relevance of bias evaluation in
NLP systems.1

1 Introduction and Related Work

The rapid adoption of NLP systems has been fueled
by domain- and task-specific models that deliver
strong performance across a wide range of applica-
tions (Beltagy et al., 2019; Gururangan et al., 2020;
Nguyen et al., 2020). However, these models have
also been shown to replicate social biases, raising
significant ethical concerns (Blodgett et al., 2020;
Abid et al., 2021; Gallegos et al., 2024).

In response, numerous datasets have been devel-
oped to assess social bias, typically through either
manually designed templates (Nozza et al., 2021;
Kirk et al., 2021; Smith et al., 2022) or naturally
occurring examples (NOEs) extracted from corpora
(Dhamala et al., 2021; Levy et al., 2021).

Template-based datasets, composed of con-
trolled sentence, offer scalability and have enabled
systematic evaluations across various attributes and

1Our code and data are available online.

languages (Mei et al., 2023; Costa-jussà et al.,
2023). However, their synthetic nature often re-
sults in sentences that diverge from real-world
language use (Levy et al., 2021; Seshadri et al.,
2022). By contrast, NOEs reflect authentic lan-
guage patterns drawn from real-world domains
such as Wikipedia (Webster et al., 2018), Twit-
ter (Naous et al., 2024; Barriere and Cifuentes,
2024b), and Reddit (Barikeri et al., 2021). While
more realistic, NOEs are costly to collect and an-
notate, with feasibility varying across domains and
demographic groups.

While both strategies have significantly ad-
vanced bias evaluation, neither approach offers
a scalable and adaptable solution for evaluating
bias across diverse domains. This is a pressing
need, as model behavior shifts across application
domains (Hendrycks et al., 2020).

In this work, we propose a novel approach to gen-
erate domain-adapted bias measurement datasets
by transforming template-based benchmarks into
versions tailored to specific domains. Our method
leverages prompting techniques to provide a sim-
ple, automated, and cost-effective solution that har-
nesses the power of LLMs—particularly in text
style transfer tasks (Reif et al., 2022; Suzgun et al.,
2022; Luo et al., 2023)—and is applicable across
domains, as it does not rely on any domain-specific
features.

We focus on social bias defined as systematic
disparities in model behavior across demographic
groups, and validate our approach with sentiment
analysis and toxicity detection tasks. Specifically,
we adapt two widely used template datasets—EEC
and IPTTS (Kiritchenko and Mohammad, 2018;
Dixon et al., 2018)—to the Twitter and Wikipedia
Talk (WT) domains, and compare bias estimates
from the adapted templates against those derived
from NOEs.

Our contributions are threefold: (i) we propose
a domain-adaptive framework for transforming
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template-based bias datasets using LLM prompt-
ing; (ii) we introduce an evaluation method to as-
sess bias measurement effectiveness across social
groups; and (iii) we provide empirical evidence that
our adapted templates better align with the Twitter
and WT domains.

2 Method

Figure 1 provides an overview of our approach,
while Figure 3 illustrates how we evaluate its effec-
tiveness.

2.1 Terminology
Following Czarnowska et al. (2021), we define a
sensitive attribute S (e.g., gender) as a category
potentially subject to bias. Each S is represented by
a set of protected groups G (e.g., {female,male}),
where each group G ∈ G is associated with a set of
identity terms IG (e.g., {she,woman})

Let M denote the model under evaluation, D the
application domain, and BM,S,D the bias exhibited
by M in domain D with respect to attribute S.

We define T = {t1, . . . , tN} as a set of tem-
plates used to measure bias related to S, by sub-
stituting identity terms IG corresponding to each
group G ∈ G.

2.2 Template Adaptation
We adapt the template set T to match the linguis-
tic style of the target domain D, enabling more
context-aware bias estimation BM,S,D. Each tem-
plate ti ∈ T is rewritten by a generator gD to pro-
duce a domain-adapted version tiD = gD(ti), yield-
ing the adapted set TD = {t1D, . . . , tND}. Figure 1
illustrates this transformation for a single template.

We denote the original and adapted domains as
DT and DTD , with corresponding bias estimates
BM,S,DT

and BM,S,DTD
.

adapted template

Rewrite                                    as 
a text from

Prompt

Using the following n-examples 

from domain






“[X] is losing 
it fr ”

Here's my 1st official Vimeo ♥ https..

I miss you, Daisy so much 
RT @5SOS:  whatever...

“[X] is angry.”template

domain

Figure 1: Illustration of the template adaptation process,
where an LLM rewrites a template to match the linguis-
tic style of the target domain.

2.3 Evaluation
Our goal is to evaluate whether the set TD better
captures bias BM,S,D than the original set T .

NER


Select 

sentences

with entities



Here's my 1st official Vimeo ♥ https..

I miss you, [X] so much 
RT @5SOS:  whatever.

Figure 2: Illustration of the procedure used to extract
NOEs from the target domain using NER.

Bias Estimation in the Application Domain Es-
timating BM,S,D can be costly, often requiring
domain-specific bias datasets involving API ex-
penses or manual filtering (Barikeri et al., 2021;
Webster et al., 2018). To reduce these costs, we
limit estimation to cases where S can be approx-
imated using named entities as proxies for social
groups—a strategy used in prior work (Barriere
and Cifuentes, 2024b; Naous et al., 2024).

Following this approach, we generate NOEs by
identifying instances in D with named entities, us-
ing Named Entity Recognition (NER), yielding a
dataset N = {n1, . . . , n|N |}. The process is illus-
trated in Figure 2.

While efficient, this method depends on the pres-
ence and quality of named entities and cannot
measure bias beyond entity-based definitions of S ,
since IG can be only define as entities. Nonetheless,
it offers a useful estimate of BM,S,D for evaluating
our approach.

Vector Background Comparison Metric We
estimate bias using the Vector Background Com-
parison Metric (VBCM) introduced by Czarnowska
et al. (2021). VBCM represents disparities across
protected groups as a vector whose components
capture the deviation of each group Gi ∈ G from a
reference background β. It relies on a scoring func-
tion ϕ, which assigns scores to example subsets,
and a distance function d, which quantifies discrep-
ancies between score distributions. Our bias esti-
mator of BM,S,D is denoted as VBCM(M,S,D).
The formal definition and a worked example of this
metric are provided in Appendix A.2.

Bias Comparison We assess if LLM-adapted
templates TD better reflect real-world biases in D
by comparing their VBCM scores against those
from original templates T , using N as reference.
To quantify this, we define a distance metric md to
compare bias vectors across domains. This com-
parison is illustrated in Figure 3.
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Mary is angry.

[X] is angry.

That girl is angry.

Template-based dataset      from domain 




 [X] as names [X] as nouns

Counterfactual example:

(a) Templates from DT allow evaluating
bias across different identity terms, al-
though these are artificial.

Mary is losing it fr

[X] is losing it fr

That girl is losing it fr

Domain-adapted template dataset

 from domain 




 [X] as names [X] as nouns

Counterfactual example for the domain Twitter/X:

(b) Adapted templates from DTD can be
generated for different identity terms and
are adapted to the application domain D.

I miss you, [X] so much 

I miss you, Mary so 
much 

I miss you, that girl 
so much 

Dataset of naturally occurring examples 

from domain 




 [X] as names [X] as nouns

Counterfactual example for the domain Twitter/X:

(c) A simple method to obtain NOEs from
D, although it only measures bias in one
type of identity term.

(d) Compare biases measured in a model M with respect to a sensitive attribute S.

Figure 3: Comparison of strategies for generating counterfactuals from DT to DTD to approximate D.

3 Experimental Setup

3.1 Bias

We evaluate social bias for two widely studied sen-
sitive attributes S: nationality (Ahn and Oh, 2021;
Venkit et al., 2023) and gender (Kurita et al., 2019;
Parrish et al., 2022; Kotek et al., 2023).

These attributes were chosen for their comple-
mentary representational properties: nationality ad-
mits a broad set of groups, enabling fine-grained
comparison of bias vectors, while gender can be ex-
pressed via both proper names and common nouns,
allowing a richer analysis of lexical variation.

Nationality bias We consider 38 countries, each
represented by 50 popular personal names, follow-
ing Barriere and Cifuentes (2024a,b).

Gender bias We define four groups: female-
names, female-nouns, male-names, and male-
nouns. The name groups comprise the top 50
names with at least 75% gender association in the
U.S. SSA database, and the noun groups consist
of 11 terms per gender sourced from Meade et al.
(2022) (Appendix A.1).

VBCM Following Zayed et al. (2023), VBCM
uses ϕ as the positive output probability and d as
demographic parity DP (x, y) = 1− |x− y|. The
background is the average across groups following
Levy et al. (2023). We compare VBCMs using
MAE and Pearson correlation; lower MAE and
higher correlation indicate consistent bias measure-
ments across template sets.

3.2 Templates studied

We apply our methodology to EEC and IPTTS
datasets, both originally created in English. EEC,
introduced by Kiritchenko and Mohammad (2018),

targets gender and racial bias in emotion regression
and has inspired multilingual bias evaluations (Câ-
mara et al., 2022). IPTTS, proposed by Dixon et al.
(2018), is a synthetic dataset for measuring biases
in toxicity classification with balanced toxic and
non-toxic templates. It has been widely used to
assess and mitigate bias (Dixon et al., 2018; Park
et al., 2018; Borkan et al., 2019; Zayed et al., 2023).

For our analysis of nationality and gender bias,
we select instances where identity terms can be sub-
stituted with predefined names or gendered nouns.
Dataset sizes are provided in Appendix A.3.

3.3 Application Domains

We focus on two real-world domains, D: Twitter
and Wikipedia Talk Pages. These domains were
selected because prior work (Câmara et al., 2022;
Park et al., 2018; Dixon et al., 2018; Zayed et al.,
2023) has examined social bias in NLP systems
trained on them using synthetic data.

Twitter is a microblogging platform character-
ized by brief, informal posts, often featuring slang
and abbreviations due to its 280-character limit (Im-
ran et al., 2016).

Wikipedia Talk Pages is a space for informal,
interactive discussions among Wikipedia contrib-
utors, reflecting the dynamic and conversational
nature of online communication.

Naturally Occurring Examples To construct
NOE-based datasets for the Twitter and Wikipedia
domains, we use the EuroTweets dataset (Mozetič
et al., 2016) and the Wikipedia Talk Pages
test set (Wulczyn et al., 2017), filtering in-
stances that contain named entities using SpaCy’s
NER (Vasiliev, 2020). From these, only 475 of
8,851 EuroTweets and 1,101 of 20,000 Wikipedia
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Figure 4: Metrics of VBCM scores between D, DT and DTDacross domains and models.

Talk instances qualify as containing valid NOEs.
To balance the dataset, we select 388 examples
from the Wikipedia set. These results indicate that
even with a simple entity-based filtering method,
only a small subset of the data is suitable for NOE-
based bias evaluation.

3.4 Generated Templates

To generate domain-adapted templates, we prompt
an LLM to rewrite a given template—evaluated
with an identity term—using n = 15 domain-
specific examples, while preserving the original
meaning and emotional tone. Separate template
sets are generated depending on whether the iden-
tity term corresponds to a name or a gendered noun.
The full prompt is provided in Appendix A.4.

Domain examples D are drawn from EuroTweets
and Wikipedia Talk Pages. Unlike NOEs, which
require examples with specific named entities, our
method can use any sentence from the domain as
input; however, to ensure reliable comparison, we
exclude instances that contain NOEs.

Datasets are generated using three open-source
LLMs: LLaMA3-8B, LLaMA3-70B (Dubey et al.,
2024), and Mixtral-8x7B (Jiang et al., 2024).

To evaluate content preservation, we compute
cosine similarity between original and adapted tem-
plates. The results show consistent semantic align-
ment, as detailed in Appendix A.10.

3.5 Models and Task Evaluated

For sentiment regression, we fine-tune pretrained
models on the SemEval-2018 Task 1 dataset (Mo-
hammad et al., 2018) and include two off-the-shelf
models. For toxicity classification, we fine-tune on
Wikipedia Talk data and evaluate two additional
pretrained models. See Appendix A.5 for details.

4 Results

Across domains, tasks, and models, there is a clear
trend that the bias estimation on the translated tem-
plates domain DTD is more similar in distance and
in correlation to the one from application domain
D than from the one of the original template do-
main DT , validating our hypothesis.

Nationality Bias Six adapted versions of the two
template datasets were generated by combining
three LLMs with the two application domains. Fig-
ure 4 show the distance and similarity between the
VBCM of the real-life data and the ones calculated
in the template domains DT and DTD .

Across both datasets, bias estimates vary depend-
ing on the model and domain. In the worst cases,
the original EEC reaches only 0.49 correlation with
NOEs, while IPTTS drops to 0.24 — highlighting
the limitations of relying solely on curated datasets
like EEC or IPTTS for bias evaluation.

For EEC, the adapted versions consistently re-
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Figure 5: MAE between NOEs (D) and original (DT )
vs LLM-adapted (DTD ) in EEC and IPTTS templates in
gender bias across different groups.

duce MAE (Figure 4a) and improve correlation
with NOEs (Figure 4c), especially in the Twitter
domain. Mixtral achieves the best performance,
while LLaMA models perform similarly in most
cases. A similar pattern is observed with IPTTS:
the adapted versions lower MAE (Figure 4b) and
increase correlation (Figure 4d). LLaMA models
slightly outperform Mixtral. Notably, both LLMs
generate appropriate samples despite IPTTS’s sen-
sitive content.

In summary, LLM-adapted datasets (DTD ) align
more closely with NOEs (D) bias estimates than
usual templates (DT ). Mixtral performs best on
EEC, while LLaMA excels on IPTTS—likely re-
flecting differences in dataset characteristics, partic-
ularly the presence of toxicity, which poses distinct
challenges for generative models in bias evaluation.

Gender Bias Figure 5 presents MAE scores for
the VBCM metric, comparing bias estimates from
naturally occurring examples (NOEs), original tem-
plates (DT ), and domain-adapted templates (DTD )
for both EEC and IPTTS datasets. Results are
shown for two types of identity terms—names and
gendered nouns—and across two domains: Tweets
and Wikipedia Talk Pages.

Across all configurations, domain-adapted tem-

plates (DTD ) consistently yield lower MAE scores
with respect to NOEs compared to the original
templates, for both names and noun-based identity
terms. This demonstrates the adaptability of our ap-
proach to generate context-sensitive templates tai-
lored to different forms of identity representation,
and highlights the importance of aligning template
style with the linguistic characteristics of the target
domain.

5 Conclusion and Future Work

We introduced a domain-adaptive framework for
bias evaluation that uses LLM prompting to con-
nect template-based datasets with domain-specific
text. The approach is automated, scalable, cost-
effective, and domain-agnostic, making it applica-
ble across diverse settings.

Across sentiment and toxicity tasks, and for both
nationality and gender, our experiments on EEC
and IPTTS show that the adapted templates yield
bias estimates more closely aligned with naturally
occurring examples, using both fine-tuned and off-
the-shelf models. These results suggest that LLMs
can improve the realism and adaptability of bias
evaluation, addressing a key limitation of existing
methods.

Future work will extend the framework to ad-
ditional datasets and model families, and will rig-
orously test whether LLM-generated adaptations
preserve intended semantics without introducing
new biases. Because our comparisons span dif-
ferent domains, human evaluation is essential to
validate content preservation and ensure the sub-
stantive meaning of fairness assessments.

6 Limitations

While our work advances the evaluation of social
biases in domain-specific contexts, several limita-
tions remain. First, our analysis relies on counter-
factual examples that use named entities to repre-
sent social groups. This design supports controlled
experimentation, but using names or gendered
nouns as proxies—common in prior work—can
oversimplify or misrepresent complex social cate-
gories.

Second, although prompting LLMs with domain-
specific examples enables efficient generation of
adapted templates, the process is susceptible to
semantic drift and hallucinations. Our similarity
analyses indicate reasonable alignment between
original and adapted templates, but they cannot
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fully rule out unintended shifts in meaning.
Third, our gender analyses adopt a binary frame-

work, excluding non-binary and gender-diverse
identities, which limits the scope and inclusivity of
our findings.

7 Ethics Statement

Measuring social bias is inherently complex, and
no single approach can guarantee comprehensive
detection or mitigation of harmful patterns. Our
domain-adapted datasets are intended to enhance
realism and contextual relevance, but they should
be regarded as diagnostic tools rather than defini-
tive indicators of fairness. Since the datasets rely
on LLM-generated content, their use requires care-
ful review and validation to mitigate risks such as
hallucinations or inconsistencies.
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A Appendix

A.1 Identity terms for noun-groups of gender
bias

Male-noun = { that man, that boy, that actor,
that waiter, my dad, my brother, my father, my hus-
band, my son, my uncle, my grandfather }
Female-noun = { that woman, that girl, that ac-
tress, that waitress, my mom, my sister, my mother,
my wife, my daughter, my aunt, my grandmother }

A.2 VBCM
A.2.1 Definition
To compare biases, we adopt the Vector Back-
ground Comparison Metric (VBCM) introduced
by Czarnowska et al. (2021). VBCM represents
bias across protected groups as a vector whose
i-th component measures the disparity between the
score of group Gi and that of a designated reference
group—called the background β.

Formally let S′ = {S′
1, . . . , S

′
|S|} be a collection

of evaluation example sets, where each S′
j corre-

sponds to all perturbations of template tj when
evaluated with identity terms from each group. Let
S′Gi
j denote the subset of perturbations associated

with a single protected group Gi ∈ G. For example,
if t1 = {[MASK] is angry.} and the identity terms
in group g are {Mary, Kate, Emma}, then S′G

1 =
{Mary is angry., Kate is angry., Emma is angry.}.
The VBCM for a model M , a set of protected
groups G, and a set of templates T , is then
computed as follows:
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
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where βS denotes the background group, ϕ rep-
resents a scoring function that computes the score
for a subset of examples, and d is a comparison
function that quantifies the discrepancy between
the set of scores of examples.

Since VBCM yields a bias vector for each tem-
plate set T , as well as for its variants TD and N ,
we assess their similarity using both correlation
and distance-based measures. High correlation and
low distance between vectors indicate that different
template sets reveal consistent bias measures.

A.2.2 Example for calculation of VBCM
To illustrate the concepts discussed in Section 2.3,
we present a small example using nationality as
the sensitive attribute. Three groups are consid-
ered—Spain, USA, and France—each associated
with three representative names. Table 1 shows
sample templates and their corresponding model
scores.

From these values, we first compute the back-
ground score as the average of all template scores
across countries:

β =
1

9

∑

country, name

score = 0.199.

Fairness is then assessed with the Demographic
Parity (DP) metric,

DP = 1−
∣∣group_average − Background

∣∣.

The DP scores by country are:

Spain: 1− |0.207− 0.199| = 0.992,

USA: 1− |0.193− 0.199| = 0.994,

France: 1− |0.196− 0.199| = 0.997.

Finally, the Vector Background Comparison Met-
ric (VBCM) is expressed as

VBCM = (0.992, 0.994, 0.997).

This example demonstrates how VBCM captures
disparities between protected groups relative to the
overall background.

A.3 Dataset sizes for NOEs and Templated
based dataset used

Dataset Template Pertubations per
Country Gender Gender
(names) (names) (nouns)

EEC 144 7200 7200 1440
IPTTS 864 43200 43200 8640
NOEs Twitter 475 23750 23750 -
NOEs Wikipedia Talks 388 19400 19400 -

Table 2: Dataset sizes for template-based (EEC, IPTTS)
and NOE corpora—reporting templates and total pertur-
bations per attribute; “–” denotes not available.

A.4 Prompt

In Figure 6 we show the prompt use for adapted
templates from EEC and IPTTS por gender and
nationality bias.

For each template ti ∈ T we evaluate the tem-
plate in using a identity term and we ask the model

Prompt
I want you to rewrite a text in the
style of a specific domain.

The following [n] texts are examples of
this specific domain:
1. [example 1]

...
n. [example n]

Can you rewrite the following
sentence [template(identity-term)]
as domain-specific text? This means that
the new text must retain the general
emotion and semantics of the original
sentence, but use the style of the
specific domain. You should also include
[identity-term] explicitly only once in
the new text.

Output only the rewrite text, without any
introduction or explanation.

Figure 6: Prompt

In the case where identity terms are represented
by names for counterfactual evaluation, we con-
sider that generative models can reflect name-
related biases (Kirk et al., 2021; Salinas et al.,
2024). To mitigate this, we use the 200 most com-
mon U.S. male names, which have been shown to
carry fewer negative biases and to perform better
in tasks such as text generation and entity recogni-
tion (Wolfe and Caliskan, 2021; Xiao et al., 2023;
Wan et al., 2023).
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Table 1: Example templates evaluated by nationality (T = {Spain,USA,France}) with |I| = 3 names per group.

Template Spain (score) USA (score) France (score)

I like {person}. I like María (0.20) I like Emily (0.18) I like Chloé (0.19)
I like José (0.25) I like John (0.21) I like Lucas (0.22)

I like Carmen (0.17) I like Michael (0.19) I like Emma (0.18)

A.5 Models and Tasks Evaluated

Sentiment regression. We fine-tune BERT,
DistilBERT, and cardiffnlp/twitter-roberta-base

on the SemEval-2018 Task 1 dataset (Mo-
hammad et al., 2018). We also
include two off-the-shelf mod-
els—cardiffnlp/twitter-roberta-base-emotion and
cardiffnlp/twitter-xlm-roberta-base-sentiment

—adapted to regression via linear aggregation of
class outputs.

Toxicity classification. We fine-tune BERT,
DistilBERT, and bert-base-multilingual-cased

on the Wikipedia Talk corpus (Dixon et al.,
2018), and evaluate two additional pretrained
classifiers: cardiffnlp/twitter-roberta-base-hate

and cardiffnlp/twitter-roberta-base-offensive.

A.6 Hardware

Our experiments were conducted on a high-
performance computing cluster, using nodes
equipped with multiple NVIDIA RTX 6000 GPUs.

A.7 Implementation Details

We implement our models using PyTorch and lever-
age HuggingFace libraries for both pretrained and
off-the-shelf models, including BERT, DistilBERT,
multilingual BERT, and the RoBERTa model from
cardiffnlp. We fine-tuned the models using the
AdamW optimizer with a learning rate of 5e-5 and
trained for 3 epochs with a batch size of 16. A
linear learning rate scheduler was applied with no
warm-up steps, and the total number of training
steps was set according to the dataset size.

For generative modeling, we use LLaMA3-8B2,
LLaMA3-70B3, and Mixtral 8x7B4 via Hugging-
Face. We apply low temperature values (0 and
0.01) during generation, as we observed minimal
variation in output quality between these settings.

2https://huggingface.co/meta-llama/Llama-3.1-8B-
Instruct

3https://huggingface.co/meta-llama/Llama-3.3-70B-
Instruct

4https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-
v0.1

The maximum generation length is set to 102 to-
kens for the Wikipedia domain and 40 tokens for
the Twitter domain.

A.8 Usage Intent and Licensing of Datasets

We used datasets and models that are publicly
available and distributed under licenses that per-
mit research use. Specifically, the datasets (e.g.,
EEC, IPTTS, EuroTweets, Wikipedia Talk) were
obtained from official repositories or associated
GitHub pages linked in their original publications,
which explicitly allow academic usage.

Similarly, the pretrained and off-the-shelf mod-
els used in our work (e.g., BERT, distilBERT, mul-
tilingualBERT, LLaMA, Mixtral) were accessed
through the HuggingFace platform, which provides
detailed licensing information for each model. All
models used were distributed under licenses that
allow non-commercial and research applications.

In all cases, we adhered to the terms of use pro-
vided by the original authors and platforms, and we
properly cited the relevant papers to acknowledge
their work.

A.9 Comparison of Template Characteristics

In this section, we analyze how LLM-adapted tem-
plate datasets compare to NOEs in terms of text
similarity.

Figure 7 compares word counts and spelling
error rates between the original EEC dataset, its
LLM-adapted Twitter versions, and real tweets.
The adapted versions tend to produce longer sen-
tences, closer to tweet lengths, and exhibit more
frequent and variable spelling errors, reflecting the
informal nature of Twitter language.

A similar comparison for the Wikipedia Talk
domain is presented in Figure 8, using the IPTTS
dataset and its adapted versions alongside real com-
ments. As with the Twitter domain, the adapted
templates in this case also adjust word count and
spelling patterns, bringing them closer to the char-
acteristics observed in real data.

However, in this case it seems that LLMs have
a lower performance that in Twitter domains, this
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may be explains by the fact that Twittter is a do-
mains more popular and probablt the LLMs have
a better understand of how to rewrite templates.
Even when the prompt do not mention the name of
source of the data.

Table 3 reports the average frequency of Twitter-
specific elements across the original EEC, its
adapted versions, and real tweets. As expected, the
original EEC contains no emojis, hashtags, men-
tions, or links, reflecting its controlled design. In
contrast, the adapted datasets incorporate these fea-
tures to varying degrees, better matching Twitter’s
style.

Among them, EEC-LLaMa3-8B shows the high-
est rates of emojis and hashtags, often exceeding
real tweet counts, while EEC-LLaMa3-70B pro-
duces more moderate levels. EEC-Mixtral7x8B
achieves the closest alignment to real tweets, par-
ticularly in emojis and mentions, underscoring dif-
ferences in domain adaptation across models.

Avg. Avg. Avg. User Avg.
Template Emoji Hashtag Mention Link

Tweets sample 0.37 0.41 0.85 0.35
EEC 0 0 0 0
EEC-LLaMa3-8B 6.20 2.31 0.24 0.21
EEC-LLaMa3-70B 3.08 0.80 0.41 0.32
EEC-Mixtral7x8B 0.38 0.15 0.15 0.01

Table 3: Average frequency of Twitter-specific elements
per sentence in manually created and LLM-adapted
Twitter datasets.

(a) Number of Words per Sen-
tence

(b) Spelling Mistakes per Sen-
tence

Figure 7: Comparison of word counts and spelling mis-
takes between EEC, adapted EEC, and Tweets samples.

A.10 Semantic Similarity Analysis
To examine whether the adapted templates pre-
serve the meaning of the original sentences, we
computed cosine similarity between the sentence
embeddings of each original template and its
domain-adapted counterpart. Embeddings were ob-
tained using the all-MiniLM-L6-v2 model from
SentenceTransformers.

(a) Number of Words per Sen-
tence

(b) Spelling Mistakes per Sen-
tence

Figure 8: Comparison of word counts and spelling mis-
takes between IPTTS, adapted IPTTS, and Wikipedia
Talks samples.

Table 4: Average cosine similarity between original and
domain-adapted templates for EEC and IPTTS datasets
across domains and LLMs.

Dataset Domain LLM Avg. Cosine

EEC

Tweets
LLaMA3-70B 0.514
LLaMA3-8B 0.588
Mixtral-8x7B 0.598

WT
LLaMA3-70B 0.651
LLaMA3-8B 0.679
Mixtral-8x7B 0.607

IPTTS

Tweets
LLaMA3-70B 0.606
LLaMA3-8B 0.665
Mixtral-8x7B 0.658

WT
LLaMA3-70B 0.675
LLaMA3-8B 0.717
Mixtral-8x7B 0.701

Table 4 reports the average cosine similarity
scores for both EEC and IPTTS datasets across the
Twitter and Wikipedia Talk domains and for each
LLM variant. Overall, the results show moderate
to high similarity, indicating that the LLM-based
adaptation preserves most of the original semantic
content while allowing stylistic changes specific
to each domain. It is worth noting that these val-
ues may slightly underestimate the true level of
semantic preservation, since the embeddings are
computed across different domains and the perfor-
mance of the embedding model can be affected by
domain mismatch.

A.11 Personally Identifying Info Or Offensive
Content in Datasets

The Wikipedia Talk dataset and EuroTweets may
contain personally identifying information or offen-
sive content, as they are based on user-generated
text. We did not apply additional filtering to remove
such content in some of our experiments, since our
objective was to assess model behavior in realistic,
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in-the-wild conditions where such cues may natu-
rally occur. However, we used automated named
entity recognition (NER) to select instances con-
taining named entities, which may include personal
names, without manually verifying or anonymizing
them.

We acknowledge the potential risks associated
with this choice and emphasize that our work does
not attempt to identify individuals. Moreover, we
do not release the adapted templates generated in
our experiments to avoid unintended disclosure or
propagation of sensitive or offensive content. All
experiments were conducted in compliance with
ethical research standards.

A.12 Use of AI Assistants
We occasionally used ChatGPT to assist with cod-
ing tasks, including searching for specific com-
mands and generating functions, which were subse-
quently tested to ensure they behaved as expected.
Additionally, AI tools were employed to support
rephrasing and correct grammatical errors through-
out the text.
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