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Abstract

Pretrained multilingual models exhibit the
same social bias as models processing English
texts. This systematic review analyzes emerg-
ing research that extends bias evaluation and
mitigation approaches into multilingual and
non-English contexts. We examine these stud-
ies with respect to linguistic diversity, cultural
awareness, and their choice of evaluation met-
rics and mitigation techniques. Our survey il-
luminates gaps in the field’s dominant method-
ological design choices (e.g., preference for cer-
tain languages, scarcity of multilingual mitiga-
tion experiments) while cataloging common is-
sues encountered and solutions implemented in
adapting bias benchmarks across languages and
cultures. Drawing from the implications of our
findings, we chart directions for future research
that can reinforce the multilingual bias liter-
ature’s inclusivity, cross-cultural appropriate-
ness, and alignment with state-of-the-art NLP
advancements.

1 Introduction

Multilingualism has grown to be a core property
of recently released pretrained language models
(PLMs), such as GPT-4 (OpenAl et al., 2023),
Llama 3 (Meta, 2024), and Qwen 2 (Yang et al.,
2024). The model release reports of these models
all include evaluations on multilingual language
understanding benchmarks and demonstrate the
models’ remarkable performances on these tests.
These models’ multilingual capabilities have been
confirmed by independent assessments done by
NLP researchers, such as Zhao et al. (2024) and
Huang et al. (2023). Concurrently, there are also
emerging endeavors to create models that special-
ize on handling tasks in multiple languages—e.g.,
Aya (Ustiin et al., 2024) and BLOOMZ (Muen-
nighoff et al., 2023)—or a specific non-English
language—e.g., HyperCLOVA X for Korean (Yoo
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et al., 2024), ChatGLM for Chinese (Team GLM
et al., 2024), and Vietcuna for Vietnamese (VILM,
2023).

Multilingual models are not exempt from the
safety and bias issues that have been identified in
models handling English. Pioneering studies call-
ing attention to the biased behaviors of English
models (e.g., Caliskan et al., 2017; Nangia et al.,
2020) have been followed by replications demon-
strating the presence of similar problems in models
processing non-English languages (e.g., Lauscher
et al., 2020; Névéol et al., 2022). As such, NLP
scholars around the world have progressively ex-
panded efforts to evaluate and ensure the fairness of
multilingual and non-English models. This increas-
ing efforts are demonstrated by Figure 1, which
depicts the rising number of papers in this niche.

While these multilingual bias studies employ an
eclectic selection of approaches, many utilize meth-
ods that have been criticized as being error-prone
and culturally unaware—e.g., simply relying on au-
tomated translations in adapting English bias tests
to non-English languages (Talat et al., 2022). These
practices are concerning as they may lead not only
to the underestimation of culturally specific biases
within PLMs but also to a focus on Anglocentric
concepts of fairness in the field of bias evaluation
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Figure 1: Number of ACL Anthology papers that con-
tain the terms bias, harm, stereotype, toxic, or fair
and multilingual, cross-lingual, interlingual, or a non-
English language in the title or abstract.
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and mitigation. There thus stands a need to take
stock of the multilingual PLM bias literature, con-
sider the approaches it has been using, and check
how successfully such approaches have been mak-
ing multilingual models more inclusive. While
multiple surveys of the general PLM bias scholar-
ship have already been conducted (e.g., Gallegos
et al., 2024; Gupta et al., 2024; Goldfarb-Tarrant
et al., 2023; Navigli et al., 2023), most just list the
investigation of non-English biases as a direction
for future research and consequently fail to engage
the growing number of studies in this area.

In this paper, we address this gap by system-
atically and critically reviewing studies on multi-
lingual and non-English PLM bias. To identify
these papers, we applied a systematic keyword-
based search on ACL Anthology, IEEE Xplore,
and the proceedings of the NeurIPS, FAccT, and
AIES conferences. From these databases, we short-
listed NLP and language modeling articles that
included the following strings in their titles or ab-
stracts: bias, fair, toxic, harm, or stereotyp plus
multilingual, cross-lingual, interlingual, multiple
languages, or any language name enumerated in
ISO 639 or the Codes for the Representation of
Names of Languages (Library of Congress, 2017).
We then constrained our selection to papers pub-
lished on or before December 31, 2024. We also
filtered out articles that fulfilled the above criteria
but did not sustantially engage the concept of so-
ciodemographic bias (e.g., papers about statistical,
inductive, and positional bias). This process re-
sulted in a final article set consisting of 106 articles
relevant to multilingual PLM bias—97 from ACL
Anthology, 7 from IEEE Xplore, 1 from FAccT,
and 1 from AIES.

We examine these works using an annotation tax-
onomy we developed. Our taxonomy builds on ex-
tant PLM bias typologies (i.e., Gallegos et al., 2024;
Gupta et al., 2024; Goldfarb-Tarrant et al., 2023)
and extends these with categories relating to choice
of languages and language families, dataset adap-
tation methods, and cultural awareness in method-
ological design. By clarifying these aspects among
studies we inspected, our taxonomy allows us to
explore issues in devising bias evaluation and miti-
gation protocols for multicultural contexts. Concur-
rently, we also highlight solutions that have been
taken to navigate these concerns.

Our survey exposes the multilingual PLM bias
literature’s preference for Chinese, Indo-European,
and other highly resourced languages. This par-

tiality leads to a shortage of bias research on lan-
guages spoken by major sections of the global pop-
ulation and by cultures most active in the adoption
of Al technologies. We also discover that more than
half of non-English bias tests are accompanied by
methodological protocols which do not explicitly
document cultural considerations in the benchmark
development process. This lack of transparency
makes it unclear how (or if) these benchmarks
engaged with the adaptation issues confronted by
their more culturally aware counterparts—for ex-
ample, the generalizability of some bias dimen-
sions (e.g., race), the localization of universal bi-
ases, and the resolution of differences in linguistic
gender across languages. Finally, our review also
reveals that multilingual bias research largely stops
at the evaluation stage and rarely crosses into the
mitigation of biases. This finding highlights the
urgency of developing debiasing approaches for
multilingual models or, at least, of inspecting the
applicability of English debiasing methods on non-
English contexts.

Our contributions are threefold:

* We synthesize works on multilingual bias and
pinpoint gaps and best practices in the field,
thereby revealing and encouraging reflection
about trends in the literature.

* Our review sheds light on common challenges
encountered by multilingual bias researchers
and the steps they have taken to solve these.
This catalog of challenges and solutions can
guide the design of future work in the field.

* We compile a concise agenda for future mul-
tilingual bias research based on issues and
limitations we identified in our review.

The rest of this paper is structured as follows: we
briefly describe our method for systematic review,
particularly how we selected papers and examined
them using our taxonomy (2). Next, we outline
our findings and their implications, starting with
our observations on the linguistic diversity of the
PLM bias literature (3) and the cultural awareness
of methods used to broaden this diversity (4). We
continue with a review of evaluation and mitigation
techniques applied on multilingual and non-English
models (6). We conclude with a list of opportuni-
ties to improve future research in the field (7).

2 Annotation

We follow the conceptualization of social bias uti-
lized by the survey papers of Gupta et al. (2024)
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and Gallegos et al. (2024), who define PLM bias
as inequalities in how PLMs generate outcomes or
perform when handling data and inputs associated
with diverse social demographics. We also recog-
nize the distinction between biases leading to repre-
sentational harms and those leading to allocational
harms (Crawford, 2017; Barocas et al., 2017). The
former occur when PLMs propagate stereotypes,
toxic language, and disparate judgments that depict
one social group more unfavorably than another
(Blodgett et al., 2020; Crawford, 2017), while the
latter emerge from PLMs distributing resources or
opportunities unfairly across groups (Blodgett et al.,
2020; Barocas et al., 2017). However, because
most non-English languages lack labeled pretrain-
ing data and therefore have few to no predictive
NLP systems that allocate resources (Joshi et al.,
2020), the studies we scrutinize only analyze repre-
sentationally harmful biases.

Given this conceptualization of bias we adopted,
we took the bias dataset annotation scheme devel-
oped by Goldfarb-Tarrant et al. (2023) as a starting
point in developing our own taxonomy. Rooted
in an understanding of the potential representation
harms of PLMs, their taxonomy notes (1) basic
scope attributes about a paper and its accompany-
ing dataset/s (e.g., language/s used, model/s tested,
code availability) and (2) aspects about how a pa-
per operationalizes bias evaluation (e.g., bias met-
ric/s, benchmark format, proxies for demographic
groups). We then refined the taxonomy with the
typologies proposed by Gallegos et al. (2024) and
Gupta et al. (2024), whose definitions of bias we
also utilize. This led to a revision of the categories
used to classify bias metrics and benchmark entries
and the addition of a mitigation-related annotation
attribute. We also leveraged our familiarity with the
field of multilingual PLM bias to augment the tax-
onomy with elements relating to the originality of
the non-English benchmarks, the benchmark devel-
opment method, and the cultural nuances involved
therein. Applying this initial taxonomy on the ar-
ticles and revising it based on new categories and
labels that emanated from the literature resulted in
the final taxonomy in Appendix A.

The authors of this paper used this taxonomy
to conduct annotations. Disagreements were in-
frequent and labeling was straightforward. We
release’ a consolidated list of the papers we ex-

1https://github.com/gamboalance/multilingual_
bias_survey

amined and our annotations for each paper. Figure
2 illustrates a quantitative summary of our annota-
tion and analysis, which we expound upon in the
next three sections.

3 Language Choice and Diversity

Several of the studies we examined used more than
one benchmark; therefore, we looked into a total
of 124 bias benchmarks in this survey. Among
these benchmarks, we further disaggregated mul-
tilingual ones into monolingual sub-benchmarks,
resulting in a total of 376 single-language sub-
benchmarks analyzed for this paper. All in all, the
bias tests we annotated featured 67 different lan-
guages (listed in Appendix C), with Chinese taking
the top spot in terms of frequency (n = 30; 7.98%),
followed by Spanish (n = 28,7.45%), French
(n = 24,6.38%), German (n = 24,6.38%), and
Arabic (n = 20,5.32%). As illustrated in Figures
2(a) and 2(b), grouping the languages into their
language families and into NLP resource classes re-
veals that the literature has an asymmetric focus
on Indo-European languages (n = 242, 64.36%)
and on languages that Joshi et al. (2020) would
classify as highly resourced in NLP (n¢uss5 =
137, 36.44%; nciassa = 126, 33.51%).

These disproportionate imbalances show that
there is a linguistic bias in multilingual PLM bias
research. Next to English, most PLM bias stud-
ies address problematic model behavior mainly
in languages spoken by economically developed
countries (as determined by GDP per capita data
from International Monetary Fund, 2024). While
bias studies in these languages are undoubtedly
important, they are unable to address the negative
repercussions of Al being used enthusiastically in
less developed countries, like India, Indonesia, and
the Philippines (Sarkar, 2023). Consequently, the
statistics above lend empirical support to observa-
tions that the communities governing and regulat-
ing language model development and moderation
are removed from the majority of the communities
using these technologies (Talat et al., 2022).

Furthermore, 5 of the 35 most widely spoken
languages in the world (Eberhard et al., 2023) have
< 10 bias tests written in their languages (e.g.,
Bengali, Indonesian), while 9 have < 5 tests (e.g.,
Swabhili, Persian) and 5 more are completely ab-
sent in the bias literature (e.g., Hausa, Javanese).
This pattern in the literature risks values in only a
limited number of cultures (i.e., white, Western, or
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Figure 2: Results for annotating 106 multilingual bias articles using our taxonomy.

Chinese) being represented in endeavors to train
and safeguard NLP systems (as previously found
by Kreutzer et al., 2022 and Thylstrup and Talat,
2020). Despite conveying an impression of linguis-
tic inclusivity in the PLM bias literature becoming,
this linguistic bias—if left unchecked—may end up
obscuring culturally specific issues in models and
exacerbating inequities in what communities and
perspectives are considered in the field. We there-
fore agree with appeals to empower technologically
marginalized agents in contributing towards efforts
to develop responsible Al (Talat et al., 2022).

4 Cultural Awareness in Benchmark
Development

Figure 2(c) shows that the number of works that
develop their own benchmark (n = 45, 42.45%)
is almost comparable to the number of papers

that adapted a pre-existing bias test to their cho-
sen language/s (n = 35,33.02%). Examples of
adapted benchmarks are Multilingual HolisticBias
(Costa-jussa et al., 2023) and AraWEAT (Lauscher
et al., 2020), which were created through the trans-
lation of American-sourced stereotypes found in
English HolisticBias (Smith et al., 2022) and En-
glish WEAT (Caliskan et al., 2017) respectively.
In contrast, original benchmarks include CHBias
(Zhao et al., 2023) and KoSBi (Lee et al., 2023b),
the authors of which collected novel prejudices rel-
evant to Chinese and Korean societies. A minority
of studies employ a mix of original and adapted
benchmarks (n = 26, 24.53%)—e.g., the French
CrowS-Pairs testbed (Névéol et al., 2022), which
is composed of entries translated from the orig-
inal CrowS-Pairs (Nangia et al., 2020) and new
sentences sourced from French contributors.
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Authors often take the lead in creating or adapt-
ing entries for non-English tests, with about half of
the benchmarks (n = 59,47.58%) having some
significant authorial contribution in their devel-
opment—as demonstrated in Figure 2(d). Such
contribution often comes in the form of the au-
thors manually translating English entries (Fort
et al., 2024; Gamboa and Estuar, 2023b) or per-
sonally constructing culturally appropriate prompts
(Wang et al., 2024; Ibaraki et al., 2024). In writing
the latter, they relied on stereotypes mined from
pre-existing corpora (e.g., Wikidata and Common-
Crawl in Naous et al., 2024), mass and social media
(Zhu et al., 2024a; Huang and Xiong, 2024), aca-
demic articles (Gamboa and Estuar, 2023a), or gov-
ernment documents and statistics (e.g., job market
data in Fridriksdéttir and Einarsson, 2024; state-
owned name databases in Das et al., 2023).

Author-driven benchmark development, how-
ever, has been criticized for lacking diversity of
perspective because of authors’ limited familiarity
with some biases (Goldfarb-Tarrant et al., 2023).
To remedy this issue, a number of studies have
employed cultural insiders—namely annotators or
experts (n = 34, 27.42%) and crowdsource work-
ers (n = 21,16.94%)—to gather a multiplicity of
viewpoints in creating their datasets. These cultural
insiders helped in either writing the benchmark en-
tries (e.g., Huang and Xiong, 2024; Touileb and
Nozza, 2022) or validating translations and stereo-
types provided by the authors, other annotators,
and pre-existing benchmarks (e.g., Grigoreva et al.,
2024; Mukherjee et al., 2023). For quite a few of
the studies though, relying solely on humans was
insufficient as they aimed to create benchmarks
with entries numbering in the ten- and hundred-
thousands—as shown in Figure 2(e). As such, they
used NLP models to aid in their evaluation of PLMs
(n = 30,24.19%). Some used translation technolo-
gies to adapt benchmarks into another language
(e.g., NLLB and Google Translate in Sahoo et al.,
2024), others leveraged generative PLMs to write
prompts or stereotypes (e.g., Huang and Xiong,
2024), and several used algorithms to automati-
cally populate templates and create a large number
of test items (e.g., Jin et al., 2024).

Unfortunately, no matter the benchmark de-
velopment method, most works do not explic-
itly document the cultural nuances considered
in creating bias tests. As seen in Figure 2(f),
about a tenth of the benchmarks examined (n =
14,11.29%) were created with no attention paid to

pertinent cultural considerations; meanwhile, more
than half (n = 65,52.42%) only implied a sem-
blance of cultural awareness through the involve-
ment of cultural insiders (e.g., annotators, experts,
crowdsource workers) but did not record what adap-
tation issues and processes these participants en-
gaged with.

This inclination to overlook aspects of bench-
marks development linked to cultural interpretation
and calibration is alarming, especially given the
number of non-English datasets containing adapted
elements (n = 61,57.55%). Nebulous or non-
existent descriptions of cultural concerns encoun-
tered in multilingual bias test construction make it
impossible to assess how appropriate test items are
in capturing biases in a particular culture. After all,
biases and stereotypes are culture-dependent, and
what might be a discriminatory statement in one
societal context may be less significant in another
(Gallegos et al., 2024; Talat et al., 2022). The lack
of clarity among many multilingual bias studies
on how they handle these cultural idiosyncrasies
casts doubt on the validity of results and conclu-
sions drawn from their culturally naive benchmarks.
There is thus a need to rectify this inadequacy in
transparent cultural awareness in the PLM bias lit-
erature.

Fortunately, there is a non-negligible amount
of research in the field (n = 45, 36.29%) that is
forthright in its cultural awareness and that can
serve as basis for improving cultural transparency.
We reviewed these works and identified common
adaptation issues encountered by multilingual bias
scholars and the solutions they implemented. We
discuss these in the succeeding section and provide
a quick summary at Table 1.

5 Issues in Adapting Bias Benchmarks

5.1 Bias Dimensions and Their Cultural
Relevance

Across the studies we annotated, we identified
24 social dimensions (Table 5 in Appendix D)
along which multilingual benchmarks measured
bias. Among these attributes, a few consistently
appeared in English benchmarks but were deemed
by non-American scholars to be irrelevant to their
contexts. Racism, in particular, was deemed to be
an issue more central to primarily English-speaking
countries and was therefore merged with ethnicity-
and nationality-based bias in studies conducted in
Sweden (Devinney et al., 2024) and South Korea
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Paper/s

Adaptation Issue

Adaptation Practice

General Adaptation Practices

Fort et al. (2024); Gamboa
and Estuar (2023b)

Authors manually translate entries from En-
glish benchmarks into other languages.

Wang et al. (2024); Ibaraki
et al. (2024)

Naous et al. (2024)

Zhu et al. (2024a); Huang
and Xiong (2024)

Gamboa and Estuar (2023a)
Fridriksdottir and Einarsson
(2024); Das et al. (2023)

Authors construct entirely new prompts ap-
propriate to their target culture, relying on
the following to determine contextually rele-
vant stereotypes:

* Wikidata and CommonCrawl

* mass and social media

* academic articles
¢ government documents and statistics

Huang and Xiong (2024);
Touileb and Nozza (2022)

Recruit cultural insiders (e.g., annotators,
experts, or crowdsource workers) to write
benchmark entries.

Grigoreva et al. (2024);
Mukherjee et al. (2023)

Recruit cultural insiders to validate transla-
tions and stereotypes from the authors, other
annotators, or existing benchmarks.

Sahoo et al. (2024)

Use machine translators to adapt bench-
marks into another language.

Huang and Xiong (2024)

Use generative models to write new prompts
or find culturally appropriate stereotypes.

Adaptation Practices Pertaining to Bias Dimensions

Devinney et al. (2024); Jin
et al. (2024)

Some bias dimensions in English bench-
marks (e.g., racism) are irrelevant to non-
American or non-Western contexts.

Streamline race-, ethnicity-, and nationality-
related biases into one bias dimension.

Sahoo et al. (2024); Bhatt
et al. (2022); Malik et al.
(2022); Huang and Xiong
(2024); Lee et al. (2023b)

Bias dimensions relevant to specific cultures
are absent in English benchmarks.

Add culturally specific bias dimensions (e.g.,
those related to caste, disease, and family
structure) into the adapted benchmark.

Adaptation Practices Pertaining to Contextualizing Universal Biases

Jin et al. (2024); Névéol et al.
(2022)

Some terms in English benchmarks are
specfic to Western or American culture
(e.g., rugby and star quarterback referenc-
ing sports prominent to the USA).

Replace these terms with contextually com-
patible equivalents (e.g., using basketball
instead of rugby in cultures where the latter
is not popular). If there are no equivalents,
remove the entry containing the culturally
irrelevant term.

Marinova et al. (2023); Hada
et al. (2024)

Design completely novel evaluation frame-
works and benchmarks based on how biases
manifest locally.

Adaptation Practices Pertaining to Gender and Sexuality

Steinborn et al. (2022); Sa-
hoo et al. (2024)

Benchmarks relying on counterfactual in-
puts are difficult to adapt into languages with
gender-neutral pronouns and vocabularies
(e.g., Finnish).

Translate pronouns into gendered names
(e.g., John, Mary) or identity terms (e.g.,
man, woman).

Névéol et al. (2022)

In heavily gendered languages (e.g., French),
gender inflections transform counterfactual
pairs into practically different sentences.

Paraphrase the prompts to reduce the need
for gender inflections while preserving
meaning.

Chavez Mulsa and Spanakis

Some gendered words carry multiple mean-

Eliminate or find substitutes for these words.

(2020); Grigoreva et al. ings, making it impossible to disentangle  Alternatively, retain these words but warn
(2024); Matthews et al. whether bias effects arise from their inherent ~ readers and benchmark users of their poten-
(2021) gender or from their other meanings. tial impact on evaluation results.
Table 1: Benchmark adaptation practices utilized by multilingual bias researchers.
(Jin et al., 2024). hoo et al., 2024; Bhatt et al., 2022; Malik et al.,

Other benchmark developers note that di-
mensions often included in English benchmarks
do not capture the totality of biases present in
their home societies. Caste-related stereotypes,
for example, are highly salient in Indian society
but are never featured in English bias datasets (Sa-

2022). Other culturally specific dimensions in-
clude disease, household registration (relevant to
Chinese culture according to Huang and Xiong,
2024), pregnancy, family structure, and marital sta-
tus (relevant to Korean Culture according to Lee
et al., 2023b). In future, authors working on multi-
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lingual bias evaluation should therefore reflect on
how suitable their benchmarks’ dimensions are to
the culture of the language they are working with.
Furthermore, more efforts should be invested on
non-gender-related biases. Sexism is the subject
of the vast majority of multilingual bias studies
(n = 92,86.79%), as shown in Figure 2(g), and
leaves many other types of biases, including inter-
sectional ones, underexplored.

5.2 Contextualizing Universal Biases

While some overarching categories of bias cut
across cross-cultural boundaries (e.g., gender),
their manifestations vary in different localities. A
difficulty constantly raised by the examined works
is the appearance of culturally specific terms and
stereotypes in English benchmarks. For example,
although stereotypes between physical activity and
gender are prominent worldwide, the way these are
expressed in English tests through terms related to
American sports culture (e.g., rugby, star quarter-
back) may not be apt in some cultures (Sahoo et al.,
2024; Jin et al., 2024). In adapting entries contain-
ing such terms, authors and annotators used their
knowledge of their culture to pick a contextually
compatible equivalent—e.g., replacing rugby with
basketball in a Korean dataset (Jin et al., 2024).

In some cases, this practice of localization was
impossible because a concept or a stereotype itself
did not exist in the target culture, compelling devel-
opers to just discard these inputs from the adapted
benchmark. To demonstrate: stereotypes linking
queerness to the color pink and to culinary ability
were deemed untranslatable to the French culture
and removed from French CrowS-Pairs (Névéol
et al., 2022).

Some have gone beyond mere entry rewriting
or removal and have intentionally designed their
evaluation frameworks with local manifestations
of universal biases in mind. For example, Mari-
nova et al. (2023) drew from their knowledge of
the peculiar ethnic composition of Bulgaria’s popu-
lation to write original prompts assessing masked
models’ biases regarding these minorities. Mean-
while, Hada et al. (2024) organized community
workshops with women in rural India to collect sen-
tences illustrating Hindi concepts of gender bias.
While the first approach yielded findings about how
differently language models treated particular Bul-
garian ethnic groups, the latter unveiled how Hindi-
speaking communities associated the male with
curiosity and the female with reservedness.

The insights and issues surfaced by these contex-
tualization methods affirm the value of culturally
aware and transparent benchmark adaptation tech-
niques. Without sufficient documentation on the
cultural specificities of the adaptation process,
it cannot be known if local stereotypes were in-
corporated in the bias test or if, at the very least,
contextually trivial biases were addressed.

5.3 Linguistic Gender and Non-binary
Representation

Figure 2(h) illustrates that multilingual bias stud-
ies use different proxies to denote gender in their
benchmark entries. The use of some of these prox-
ies, however, comes with challenges in multilingual
research because of differences in how linguistic
gender is expressed across different languages.

One such challenge is the gender neutrality of
some languages leading to the homogenization of
counterfactual inputs that many benchmarks rely
on. Steinborn et al. (2022), for example, needed
to deal with the Finnish language having only
the genderless third person pronoun hdn. Such
non-gendered-ness transformed originally different
benchmark entry pairs (e.g., He was timid. / She
was timid.) into two identical sentences (e.g., Hdn
oli arka. | Héin oli arka. in Finnish), rendering
it impossible for bias metrics to compare how dif-
ferently a PLM would behave with respect to each
gender. As a solution, pronouns in the original
benchmarks were changed to either identity terms
(Sahoo et al., 2024) or gendered names (Steinborn
et al., 2022). In some cases, entries involving
gender-neutral pronouns were removed from the
adapted benchmark (e.g., Ousidhoum et al., 2021;
Matthews et al., 2021).

In contrast, researchers working with heavily
gendered languages faced the opposite conundrum:
gender inflections often mutated minimally differ-
ent inputs into almost completely different sen-
tences. Névéol et al. (2022) presents the case of
the English pair Women talk a lot. /| Men talk a
lot. plausibly corresponding to Les femmes sont
bavardes. / Les hommes sont bavards. in French.
These translations are problematic because half
of the pair’s tokens are different from each other
and will make the calculation of the bias metric
unsound. The authors resorted to creative para-
phrasing to circumvent the complication. For ex-
ample, the above was translated into Les femmes
parlent a tort et a travers. | Les hommes parlent
a tort et a travers. which roughly translate to Men
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Evauation Metric Category Benchmark Entry Units Sample Papers

Embedding-based Metrics

word embedding metrics word lists Wambsganss et al. (2023); Hansal et al. (2022)
sentence embedding metrics word lists Sahoo et al. (2024); Malik et al. (2022)

Probability-based Metrics
masked token methods

counterfactual inputs

Vashishtha et al. (2023); Guo et al. (2022)

(masked)
pseudo-log-likelihood methods counterfactual inputs Pikuliak et al. (2023); Kaneko et al. (2022)
(unmasked)
Generated Text-based Metrics
distribution metrics prompts Li et al. (2024) (sentence completion); Truong
et al. (2024) (QA)
classifier metrics prompts Brun and Nikoulina (2024) (sentence comple-
tion); Mihaylov and Shtedritski (2024) (QA)
lexicon metrics prompts Martinkova et al. (2023) (sentence completion);

Touileb and Nozza (2022) (sentence completion)

Performance-based Metrics
classification scores

classification instances

Conti and Wisniewski (2023); Huang (2022)

Table 2: Sample papers for each category of evaluation metrics and benchmark entry units used by multilingual bias
studies, as grouped using typologies from Gallegos et al. (2024) and Gupta et al. (2024).

/women talk all over the place.—preserving both
the meaning and the minimal difference of the orig-
inal English pair.

A third issue was the duality of genders and
meanings that a gendered word sometimes encoded
in a language. In Icelandic, grammatically mascu-
line nouns are generally used to refer to both male
and female individuals despite feminine alterna-
tives being sometimes present—for example, the
masculine hjitkrunarfreedingur is used to refer to
Icelandic male and female nurses in spite of the
feminine hjiikrunarkona being available (Steinborn
etal., 2022; Grigoreva et al., 2024). These complex-
ities make it hard to disentangle whether the biased
model behaviors induced by these dually encod-
ing words are linked to their inherent grammatical
gender or to the multiple meanings they refer to in
reality. As a result, one study eliminated the use of
these words altogether and looked for reasonable
substitutes instead (Chdvez Mulsa and Spanakis,
2020). Others retained them but forewarned of their
possible impact on evaluation results (Grigoreva
et al., 2024; Matthews et al., 2021).

We end this subsection with our observation
(Figure 2i) that most multilingual bias studies
opt for gender proxies which represent only the
male-female binary (n = 72,67.92%) and fail to
consider non-binary (n = 18,16.98%) and trans-
gender (n = 8,,7.55%) identities. This propen-
sity to ignore queerness is dangerous since it pre-
cludes work that can quantify and mitigate the
harms PLMs can bring on non-heterosexual groups
(Goldfarb-Tarrant et al., 2023). Given the contextu-
ally unique struggles of non-binary groups across

different cultures (Hinchy, 2019; McMullin, 2011;
Garcia, 1996), we call on multilingual bias schol-
ars to be more conscious not only in navigating
linguistic gender features peculiar to their lan-
guages but also in actively pondering how they
can incorporate the perspectives of queer com-
munities in their cultures.

6 Evaluation and Mitigation Methods

Using the taxonomy of bias evaluation metrics pro-
posed by Gallegos et al. (2024) and Gupta et al.
(2024), we found a relatively even mix of multi-
lingual studies (Figure 2j, Table 2) that measure
bias in generated texts (n = 43, 40.57%), quantify
bias based on comparing token probabilities (n =
35,33.02%), and calculate bias using internal em-
bedding vectors (n = 32,30.19%). This balance
is mirrored in the studies’ benchmark formats of
choice (Figure 2k): 30.08% (n = 37) use prompts
often partnered with generated text-based metrics,
34.15% (n = 42) work with counterfactual sen-
tence pairs frequently inputted into probability-
based metric frameworks, and 29.27% (n = 36) in-
volve word lists required for embedding-based met-
rics. We argue that this equilibrium in the kinds of
bias evaluation approaches utilized in multilingual
bias literature conceals a gap in the research area.
The fact that methods developed for word2vec
and other static embeddings still constitute a
significant proportion (about one-third) of mul-
tilingual bias research hints that the field has not
yet fully caught up with Transformer-driven ad-
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vancements in NLP.? Although the equally large
number of studies operating on probability- and
generated text-based metrics demonstrates progress
and promise, more concerted efforts are still needed
in ensuring the fairness and safety of the latest
multilingual technologies deployed in non-English-
speaking cultures.

Equally notable in Figures 2j and 2k is the small
number of studies employing performance-based
metrics and benchmarks composed of classification
instances (n = 8). We expected this outcome be-
cause, as mentioned above, there are only a limited
number of non-English labeled datasets that can be
used in this respect (Joshi et al., 2020). Thus, there
is also a need to devise benchmarks and studies
that measure bias on downstream tasks in multi-
lingual PLMs. This direction of inquiry is critical,
especially in light of some research suggesting the
weak correlation between downstream model be-
havior and the probability- and embedding-based
metrics currently dominating multilingual bias re-
search (Cabello et al., 2023; Delobelle et al., 2022).

This dearth in downstream multilingual bias re-
search is matched by a scarcity of multilingual
bias mitigation research as well (Figure 21, Table
3). The overwhelming majority of the papers we
looked into do not undertake bias mitigation ex-
periments at all (n = 74,69.81%). One possible
reason for this is that many debiasing methods used
for English models (e.g., data augmentation, in-
struction tuning, contrastive learning, adversarial
learning) require readily available English datasets
to balance biased pretraining data, to fine-tune ex-
isting models for fairness, or to modify their in-
ternal architectures (e.g., Zheng et al., 2023; Za-
yed et al., 2023; Narayanan Venkit et al., 2023).
Such debiasing datasets are not easily accessible
in non-English languages, making multilingual
bias mitigation research scarce.

Among multilingual bias studies that do perform
mitigation, pre-processing mitigation techniques
are the most frequent (n = 28,26.42%), with
projection-based mitigation approaches (n = 11)
being the most widely used under this category.
Projection-based mitigation identifies an embed-
ding model subspace corresponding to a bias di-
mension (e.g., gender) and nullifies this subspace
to minimize model bias (Gallegos et al., 2024). The

277.14% of these embedding-based studies were con-
ducted from 2020 onwards, indicating that they continue to
be dominant despite the emergence and rapid development of
multilingual Transformer-based models during this time.

Mitigation Stage  Sample Papers
pre-processing Ustiin et al. (2024);
Ahn and Oh (2021)

in-training Aakanksha et al. (2024);
Ramesh et al. (2023a)
Ermis et al. (2024); Lee et al. (2023a)

Jain et al. (2022)

intra-processing
post-processing

Table 3: Sample studies that mitigate bias in multilingual
models, as categorized by the stage in the language modeling
pipeline at which they intervene.

prevalence of such a technique again signifies that
much of the multilingual bias research still cen-
ters on an embedding-based language modeling
framework. Consequently, we also deem as urgent
the matter of updating and expanding endeavors to
mitigate bias in multilingual PLMs.

7 Conclusion and Future Directions

In this paper, we sought to elucidate patterns and
practices in the multilingual bias literature and to
gauge their effectiveness in broadening the cultural
inclusivity of PLM bias research. Our analysis
uncovered opportunities for future research that
can further accelerate the field’s growth. These
opportunities include (but are not limited to):

* evaluating social bias beyond cultures with
high-resource and Indo-European languages
to address linguistic bias in multilingual PLM
bias research ,

* employing culturally aware benchmark devel-
opment methodologies that explicitly docu-
ment cultural complexities,

* designing benchmarks that incorporate cultur-
ally specific bias dimensions and stereotypes
collected from contextualized perspectives,

* expanding research grounded on the het-
eronormative binary to include diverse expres-
sions of queerness across cultures,

* pushing past embedding-based methods and
reinforcing bias research on state-of-the-art
multilingual models, especially those used in
downstream tasks, and

¢ debiasing multilingual models.

We hope that researchers and practitioners work-
ing on multilingual bias can use our work to guide
their own efforts to address bias in non-English con-
texts. We also hope that through our survey, they
can leverage the myriad approaches which scholars
around the world have taken to make PLMs safer
and fairer for communities all over the globe.
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Limitations

Our work is subject to some limitations. First, a few
of the papers we annotated were written in a non-
English language. Specifically, Guo et al. (2022)
was written in Chinese while Benamar et al. (2022)
was written in French. To allow us to include these
in our survey, we used machine translators to trans-
late the papers into English. This approach might
have influenced the way we understood and anno-
tated the papers. To minimize the impact of transla-
tion inaccuracies, we cross-referenced translations
across different tools to confirm correctness. Fur-
thermore, one of the authors has native proficiency
in Mandarin while another has conversational pro-
ficiency; thus, they were capable of checking the
translations for the Chinese article.

Second, while the categories and values we use
in our taxonomy are based on previous PLM bias
surveys, it is still possible that these do not encom-
pass all extant or incoming research in the field.

Third, our search strategy did not include no-
table machine learning and artificial intelligence
conferences (e.g., ICLR, ICML), nor did it consider
non-English databases. However, it is interesting
to note that most articles fulfilling our search cri-
terion only come from ACL conferences. Despite
including non-ACL venues (NeurIPS, FAccT, and
AIES), only 2 papers from these conferences sat-
isfied our criteria (1 from FAccT, 1 from AIES).
This may suggest (although not conclusively) that
multilingual bias studies rarely feature in non-ACL
events.

Finally, we focus on only the evaluation and
mitigation aspects of the bias literature and do
not examine research strands in the field that are
only just emerging, such as explainability (e.g., Liu
et al., 2024; Conti and Wisniewski, 2023) and in-
terpretability (e.g., Gamboa et al., 2025; Gamboa
and Lee, 2024).

We also acknowledge the potential psychosocial
risks of compiling bias tests and benchmarks with
possibly offensive entries into one location (i.e., the
article annotation repository we share). However,
we feel that the benefits of making these resources
easily accessible (e.g., advancing multilingual bias
research) outweighs such risks.
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A Annotation Taxonomy

A.1 Linguistic Diversity

Language. What non-English languages are con-
sidered?

* languages listed in ISO 639 (Library of
Congress, 2017)

Language Family. What language families do the
non-English languages belong to?

* Afro-Asiatic
* Altaic

* Austroasiatic
* Austronesian
* Dravidian

* Eskimo-Aleut
* Indo-European
* Japonic

» Kartvelian

* Koreanic

* Kra-Dai

* Niger-Congo
* Sino-Tibetan

e Uralic

NLP Resources. How much NLP resources do the
languages have?

* Class 5 (most highly resourced, according to
Joshi et al., 2020)

* Class 4
* Class 3
* Class 2
* Class 1

¢ Class 0 (lowest)
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A.2 Benchmark Development and Cultural
Considerations

Benchmark Originality. Is the evaluation bench-
mark original or adapted from an existing one?
* original

* adapted

¢ mixed
Benchmark Development Method. How were
the benchmark entries constructed?

* written by authors

* contributed by annotators or experts
* crowdsourced

* machine-generated

¢ reused available benchmarks

Number of Entries. How many entries are in the
benchmark?
* integer value
Cultural Awareness. How were cultural consider-
ations in benchmark development documented?
* explicit: The paper documents cultural nu-
ances in detail.

 implicit: Cultural awareness is assumed
through the participation of cultural insiders
but not thoroughly detailed in paper.

* none: The paper shows little to no evidence
of considering cultural nuances.
Bias Dimension. Which social dimensions are
investigated demographic groups based on?
* age

* caste

e criminal record

e culture

* disability

* disease

* education

* ethnicity

e family structure

* gender

* household registration
* immigration status
* intersectional

¢ marital status

* nationality

* occupation

* physical appearance
* politics

* pregnancy

* race

* region

* religion

 sexual orientation

* socioeconomic status

* unspecified
Gender Proxy. What terms are used to represent
the gender groups being examined?

» grammatical gender (e.g., the skilled engineer-
ing translating to el inginiero experto or la
inginiera experta in Spanish depending on
gender)

* identity terms (e.g., male/female)
* names (e.g., John/Jane)

* pronouns (e.g., he/she)

* roles (e.g., father/mother)

* unspecified
Gender Theorization. How is gender conceptual-
ized for papers examining gender bias?

* binary only

* nonbinary-inclusive

e trans-inclusive

¢ undefined

A.3 Bias Evaluation and Mitigation

Bias Evaluation Metric. What metric is used to

measure bias, as broadly classified according to the

underlying data structure the metric operates on?
* embedding-based metric

* generated text-based metric
* performance-based metric
* probability-based metric

* no bias evaluation
Benchmark Entry Unit. What format do bench-
mark entries follow?

* classification instances

* counterfactual inputs — masked tokens

27864



* counterfactual inputs — unmasked sentences
* prompts — question-answering

* prompts — sentence completions

* prompts — rewriting

» word pairs or lists
Bias Mitigation Method (Level 1 Category).
What bias mitigation techniques are implemented,
as broadly classified according to the LLLM work-
flow stage at which they intervene?

* pre-processing mitigation

* in-training mitigation
* intra-processing mitigation
* post-processing mitigation

* no bias mitigation
Bias Mitigation Method (Level 2 Category).
What specific method is used to mitigate bias?

* pre-processing mitigation: data augmentation,
data filtering and reweighting, data genera-
tion, instruction tuning, projection-based miti-
gation, feature engineering

* in-training mitigation: architecture modifica-
tion, loss function modification, selective pa-
rameter updating, filtering model parameters

* intra-processing mitigation: decoding strategy
modification, weight redistribution, modular
debiasing networks, bias reduction experts

* post-processing mitigation: rewriting, chain-
of-thought

B Related Work

B.1 PLM Bias Surveys

Blodgett et al. (2020) were among the first to or-
ganize the PLM bias literature into an organized
meta-analysis. They borrowed the social sciences’
measurement modeling framework to unveil the
tenuous ways by which bias studies in NLP concep-
tualize and operationalize bias. They follow up this
work with another analysis exposing design flaws
in widely utilized bias evaluation benchmarks, such
as CrowS-Pairs, StereoSet, and WinoBias (Blod-
gett et al., 2021). Goldfarb-Tarrant et al. (2023)
continue this line of measurement modeling-based
analyses by assessing the reliability and validity of
ninety bias evaluation benchmarks—87% of which
are in English.

Other surveys of PLM bias include those carried
out by Czarnowska et al. (2021), who categorized

different fairness metrics into three groups, and
Navigli et al. (2023), who focused on the various
social dimensions of bias explored by past studies.
Most recently, Gallegos et al. (2024) and Gupta
et al. (2024) separately published comprehensive
typologies that were almost identical in their classi-
fication of bias evaluation metrics into embedding-
based, probability-based, and generation-based
measures and bias mitigation methods according
to the stage in the training pipeline at which the
mitigation intervention is administered.

Our work’s objectives are most similar to the
aims of Xu et al. (2025), Ramesh et al. (2023b),
and Talat et al. (2022), who contemplate the dif-
ficulties of evaluating PLM bias multilingual and
multicultural settings. Our analysis diverges from
theirs in approach, in scope, and in the range of
operationalization and method issues considered.
While Ramesh et al. (2023b) include only seven
multilingual datasets created mostly for text classi-
fication tasks, we inspect a bigger number of bench-
marks for a broader variety of tasks. We also look
beyond the research design factors they and Xu
et al. (2025) concentrate on—language, bias di-
mension, evaluation metric, dataset task, and miti-
gation—and additionally highlight methodological
elements linked to cultural awareness, adaptation
methods, and gender theorization among others.
On the other hand, the position paper by Talat et al.
(2022) reviews the field with a theoretically and
conceptually dense perspective. We supplement
this by juxtaposing their claims with the empirical
evidence our systematic review collates.

B.2 Cultural Awareness and Multilingual
Benchmarks

Most of the reviews discussed above call for the
development of more multilingual and non-English
bias benchmarks. NLP scholars from all over
the globe have largely responded to this call (e.g.,
Lauscher et al., 2020; Névéol et al., 2022; Gam-
boa and Lee, 2025); however, whether or not the
benchmarks they developed are appropriate to the
cultures of their chosen languages remains an unan-
swered question. Multilingual benchmarks used
to assess PLMs often arise from machine trans-
lations of English language understanding bench-
marks (e.g., multilingual MMLU used for GPT-4
in OpenAl et al., 2023 and Llama 3 in Meta, 2024).
Consequently, they not only suffer from quality
issues but also fail to check and account for knowl-
edge and nuances specific to the culture/s of the
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translated benchmark’s target language/s (Wibowo
et al., 2024; Hershcovich et al., 2022). These con-
cerns are especially relevant in the field of PLM
bias because values and stereotypes differ across
cultures and countries (Talat et al., 2022). For ex-
ample, Korean and American cultures seem to dif-
fer in the way they stereotypically associate socioe-
conomic status with drug use: while an American
bias test links drug use to impoverished individuals
(Parrish et al., 2022), Korean researchers note that
the reverse is true in their culture and that drug
use is seen to be a pastime among the higher social
classes of Korea (Jin et al., 2024). The intricacies of
constructing culturally sensitive multilingual bias
benchmarks are further affirmed by acknowledg-
ments from benchmark creators themselves that
their tests might be limited in scope and miss out
some important stereotypes in their cultures (e.g.,
Sahoo et al., 2024; Hsieh et al., 2024). These com-
plexities underscore the need to review the chal-
lenges faced and approaches taken by multilingual
PLM bias studies in order to guide future research.

C Languages of Annotated Bias
Evaluation Benchmarks

See Table 4 and Figure 3.

D Sample Papers
See Table 5.
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Language n  Language n  Language n
Chinese 30  Persian 5  Assamese 1
Spanish 28  Vietnamese 5  Belarusian 1
French 24 Bulgarian 4 Estonian 1
German 24 Filipino 4 Ganda 1
Arabic 20  Punjabi 4  Georgian 1
Italian 16  Thai 4 Hungarian 1
Hindi 16  Urdu 4 Icelandic 1
Russian 14 Catalan 3 Inuktitut 1
Korean 12 Croatian 3 Irish 1
Japanese 11 Finnish 3 Kannada 1
Portuguese 11  Slovak 3 Konkani 1
Indonesian 9  Telugu 3 Kyrgyz 1
Bengali 8  Gujarati 2 Lithuanian 1
Dutch 8  Hebrew 2 Luxembourgish 1
Turkish 8  Kurdish 2 Mongolian 1
Marathi 7  Latvian 2 Odia 1
Swedish 7  Malayalam 3  Sanskrit 1
Czech 6  Maltese 2 Slovenian 1
Danish 6  Nepali 2 Uzbek 1
Polish 6  Romanian 2 Welsh 1
Tamil 6  Serbian 2 Wolof 1
Greek 5 Swahili 2

Norwegian 5 Ukrainian 2

Table 4: Number of monolingual sub-benchmarks per language.
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Dimension Sample Papers

gender Bhutani et al. (2024); Demidova et al. (2024)

religion Almazrouei et al. (2023); Levy et al. (2023)

race Nie et al. (2024); Huang et al. (2024)

sexual orientation Bergstrand and Gambick (2024); Mukherjee et al. (2023)
age Wolfe et al. (2025); Névéol et al. (2022)

nationality Zhu et al. (2024b); Das et al. (2023)

ethnicity Ramesh et al. (2023a); Camara et al. (2022)

disability Mina et al. (2024); Fort et al. (2024)

physical appearance
socioeconomic status
region

politics
intersectional bias
caste

culture

education
occupation
immigration statu
family structure
marital status
criminal record
pregnancy
household registration
disease

Zhao et al. (2023); Costa-jussa et al. (2023)

Nie et al. (2024); Grigoreva et al. (2024)

Billah Nagoudi et al. (2023); Deng et al. (2022)
Al Ali and Libovicky (2024); Barkhordar et al. (2024)
Sahoo et al. (2024); Devinney et al. (2024)

B et al. (2022); Bhatt et al. (2022)

Naous et al. (2024); Demidova et al. (2024)
Huang and Xiong (2024); Jin et al. (2024)

Lee et al. (2024); Zhou et al. (2022)

Ousidhoum et al. (2021); Mukherjee et al. (2023)
Jin et al. (2024); Lee et al. (2023b)

Lee et al. (2023b)

Lee et al. (2023b)

Lee et al. (2023b)

Huang and Xiong (2024)

Huang and Xiong (2024)

Table 5: Social dimensions analyzed by multilingual bias studies.
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