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Abstract

Humans have a remarkable ability to acquire
and understand grammatical phenomena that
are seen rarely, if ever, during childhood. Re-
cent evidence suggests that language models
with human-scale pretraining data may possess
a similar ability by generalizing from frequent
to rare constructions. However, it remains an
open question how widespread this generaliza-
tion ability is, and to what extent this knowl-
edge extends to meanings of rare constructions,
as opposed to just their forms. We fill this gap
by testing human-scale transformer language
models on their knowledge of both the form and
meaning of the (rare and quirky) English LET-
ALONE construction. To evaluate our LMs we
construct a bespoke synthetic benchmark that
targets syntactic and semantic properties of the
construction. We find that human-scale LMs
are sensitive to form, even when related con-
structions are filtered from the dataset. How-
ever, human-scale LMs do not make correct
generalizations about LET-ALONE’s meaning.
These results point to an asymmetry in the cur-
rent architectures’ sample efficiency between
language form and meaning, something which
is not present in human language learners.1

1 Introduction

The ability of neural network–based language mod-
els (LMs) to learn human language has profound
implications for our theories of learning and cog-
nitive science of language (Warstadt and Bowman,
2022; Wilcox et al., 2024). Of particular interest is
whether LMs trained on human-scale data can learn
nuanced humanlike generalizations about linguistic
form and meaning (Wilcox et al., 2025). Recent
studies have found that models have remarkable
success at both, but that human-scale models ap-
pear to make better generalizations about linguistic
form (Warstadt et al., 2023). This is particularly

1Code and data: https://github.com/WesScivetti/
BabyAlone

true when it comes to rare constructions, where
models have been shown to learn formal constraints
much more robustly than constraints about the con-
structions’ meanings (Weissweiler et al., 2022).

These results pose a potential problem for
construction-based theories of grammar. Construc-
tion grammar is a family of theories, which pro-
pose that linguistic knowledge is stored in tem-
platic packets (constructions), and that a construc-
tions’ form and meaning are learned simultane-
ously (Goldberg, 2006). These theories predict that
if constructionist learning is happening in LMs,
form and meaning should be learned simultane-
ously. However, previous studies that test form and
meaning of specific constructions in a controlled
way (e.g., Weissweiler et al., 2022) do so only in
large-scale LMs, which limits their cognitive in-
terpretation (Wilcox et al., 2025). Other studies,
which assess human-scale LMs, investigate formal
and semantic competence on different phenomena
(Warstadt et al., 2023).

In this work, therefore, we test for a form–
meaning learning asymmetry on human-scale LMs.
We focus on the LET-ALONE construction (§2), a
rare construction of English that is subject to a nu-
anced but well-studied set of syntactic, semantic
and pragmatic constraints (Fillmore et al., 1988).
We train human-scale models from scratch and as-
sess them using a bespoke behavioral test suite
that probes various facets of LET-ALONE, includ-
ing conjunction, negation, and scalar properties
(§3). Our experiments show strong evidence for
a form–meaning asymmetry: Human-scale mod-
els learn LET-ALONE’s formal constraints almost
perfectly (§4), but fail to learn any semantic con-
straints (§5). Moreover, we find that our models
still learn LET-ALONE’s formal constraints even
when examples of LET-ALONE and related con-
structions are filtered from pretraining data (§6).
These results underscore the claim that indirect ev-
idence can be crucial for learning constraints on
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rare constructions at human-scale (Misra and Ma-
howald, 2024). However, we find that removing
instances of individual let and alone tokens from
pretraining altogether destroys sensitivity to most
formal constraints. An emerging theme in the lit-
erature on LM learning of constructions (§7), the
performance disparity between form and meaning
calls into question how much human-scale models
can learn about the meaning of rare constructions.

2 Background: Let Alone

In this work, we focus our attention on the LET-
ALONE construction. This construction was ana-
lyzed in detail by Fillmore et al. (1988). The LET-
ALONE construction joins two constituents, which
can be of various types, as shown in 1–3:

(1) Max won’t eat shrimp, let alone squid. [NP
CONJUNCTION]

(2) I barely got up in time to cook lunch, let alone
cook breakfast. [VP CONJUNCTION]

(3) They couldn’t make John eat the shrimp, let
alone Lucille the squid. [ELIDED VP CON-
JUNCTION]

However, unlike the prototypical conjoiner, and,
LET-ALONE cannot join two full, unelided indepen-
dent clauses, as in (4).

(4) *I couldn’t afford the red sunglasses let alone
I couldn’t afford the black sunglasses.

Additionally, LET-ALONE resists movement and
fronting in situations which generally allow it. For
example, LET-ALONE can’t be inserted into cleft
sentences, like in (5).

(5) *It is the red sunglasses let alone the black
sunglasses that I couldn’t afford.

LET-ALONE is also considered a negative polarity
item (NPI), and generally ungrammatical when not
under the scope of negation, as in (6).2

(6) *I could lift the orange crate let alone the
green crate.

Regarding the semantics of LET-ALONE, Fill-
more et al. (1988) argue that it is best understood
as one member of a family of paired focus con-

2Though see Fillmore et al. (1988) for some examples
where NPI licensors are not needed, such as “You have enough
material for a semester, let alone a week.”

structions, including “never mind”, “much less”,
and “not to mention”. These constructions have
two phrases that are simultaneously placed in fo-
cus and are semantically connected via a compar-
ison. Specifically, LET-ALONE implies that the
two phrases in focus are in a scalar relationship.
The two phrases are thus interpreted as being “two
points on a scale” (Fillmore et al., 1988), with the
second phrase being higher than the first phrase on
whatever scale is evoked. In this way, LET-ALONE

has some semantic shared properties with more gen-
eral comparative constructions, which also place
two entities on either explicit or implied scales.

Importantly for our studies, LET-ALONE is ex-
ceedingly rare. In our pretraining corpus of ≈100
million words, LET-ALONE occurs fewer than 400
times. To our knowledge, LET-ALONE is the most
infrequent construction to be examined in a study
such as this at human-scale.

In the experiments that follow, we test both
syntactic and semantic properties of LET-ALONE.
While descriptions of our test items are given in the
respective experimental sections, at a high level,
we test four properties: For formal properties, we
test NPI licensor sensitivity, clefting, and restric-
tions on conjunction. For semantic properties, we
test scalar sensitivity, specifically, whether models
prefer contexts whose properties match the scales
of LET-ALONE.

3 Methods

3.1 Evaluation Dataset

We experiment on a templatically constructed
dataset of LET-ALONE minimal pair instances. This
approach follows other minimal pair datasets which
are used to test LM processing of grammatical phe-
nomena (e.g. SyntaxGym, Gauthier et al., 2020;
BLiMP, Warstadt et al., 2020; COMPS, Misra et al.,
2023). For each of our experiments, we create a test
suite of k templatically generated items. Each item
comes in four different conditions, which cross
a grammatical manipulation (±MANIP) with the
presence or absence of LET-ALONE (±LTALN). (7)
serves as an example:

(7) a. *Max could lift the red box let alone the
blue box. [+MANIP, +LTALN]

b. Max couldn’t lift the red box let alone the
blue box. [−MANIP, +LTALN]

c. Max could lift the red box and the blue
box. [+MANIP, −LTALN]
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Test Type Property N Manipulation Example

FORMAL Conjunction
(Clause)

5217 conjoin independent clauses *I couldn’t lift the blue crate let alone I couldn’t lift
the red crate.

FORMAL Conjunction (VP) 5217 conjoin VPs I couldn’t lift the blue crate let alone lift the red crate.
FORMAL Conjunction (Gap) 5217 conjoin elided VP clauses I couldn’t lift the blue crate let alone you the red crate.
FORMAL Clefting 5217 cleft S *It is the blue crate let alone the red crate that I

couldn’t lift.
FORMAL NPI 5217 remove “not” *I could lift the blue crate let alone the red crate.
MEANING Scalar Semantics 16887 contradictory follow-up #I couldn’t lift the blue crate let alone the red crate.

The blue crate is heavier than the red crate.

Table 1: Number of examples (N) for each test in our test set for LET-ALONE. These tests are inspired by the
properties of LET-ALONE as described in Fillmore et al. (1988). An example for each manipulation is shown relative
to the base sentence I couldn’t lift the blue crate let alone the red crate. Some of the manipulations induce an
ungrammatical LET-ALONE sentence where and would be acceptable, while others are equally acceptable in the
base and manipulated versions.

d. Max couldn’t lift the red box and the blue
box. [−MANIP, −LTALN]

Note that +MANIP is a grammatical manipulation
that makes LET-ALONE sentences (+LTALN) un-
grammatical (for some manipulations), but does
not affect the grammatically of non-LET-ALONE

sentences (−LTALN); hence, only the [+MANIP,+LTALN] configuration is ever ungrammatical.
The specific manipulations we test involve con-
joining independent clauses, clefting the sentence,
and removing the negative licensor (“not”), respec-
tively, as shown in Table 1. We also experiment
with two additional conjunction experiments for
which the manipulations of LET-ALONE are gram-
matical: conjoining verb phrases (VPs) and con-
joining elided VPs. From the sentences in these five
conditions, we calculate an accuracy score, which
is described in the next section in detail. We opt
for template-based examples, as opposed to natural
corpus data, in order to control for several factors,
including the frequency of lexical items, the scalar
semantics invoked by LET-ALONE, and the syn-
tactic context in which the LET-ALONE sentence
occurs.

There is evidence that human-scale models strug-
gle with world knowledge (Ivanova et al., 2024;
Hu et al., 2024), and thus their performance on in-
terpreting the scalar semantics of LET-ALONE in
examples like (1–3) may be bottlenecked by their
lack of reasoning over the properties which are be-
ing compared on the scale (e.g., the unusualness
of eating shrimp versus squid). Because of this,
we design templates around scalar properties from
domains which involve quantitative scales, such as

height, weight, distance, and price. For consistency,
all of our LET-ALONE focus elements are direct
objects. To control for the possibility of lexical
biases inherent to the objects, our focus elements
are always the same lexical noun (e.g. “box” in the
example above), which is modified with different
neutral adjectives, such as color terms. Table 1
reports example counts for the dataset.

The meaning of LET-ALONE implies that the
two phrases in the construction have some shared
scalar property, and the second one has a higher
value than the first. This allows us to probe the
semantics of the construction by designing minimal
pairs in which there is a follow-up sentence which
either directly follows from the scalar semantics
of the construction, or contradicts it, while still
maintaining our overall 2x2 manipulation:

(8) I couldn’t afford the red sunglasses let alone
the black sunglasses.
a. #The red sunglasses are more expensive

than the black sunglasses. [+MANIP,+LTALN]
b. The black sunglasses are more expen-

sive than the red sunglasses. [−MANIP,+LTALN]

(9) I couldn’t afford the red sunglasses and the
black sunglasses.
a. The black sunglasses are more expen-

sive than the red sunglasses. [+MANIP,−LTALN]
b. The red sunglasses are more expensive

than the black sunglasses. [−MANIP,−LTALN]
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The only difference in the manipulated exam-
ples is that the color items have been swapped.
This shouldn’t impact models’ predictions when
the context sentence contains and. However, the
LET-ALONE sentence makes clear which object is
higher on the expense scale, and so only one follow-
up sentence is valid, while the other is infelicitous.

3.2 Evaluation Metric
Following Misra and Mahowald (2024), instead of
comparing raw probabilities between conditions,
we use the Syntactic Log Odds Ratio (SLOR; Pauls
and Klein, 2012; Lau et al., 2017). We calculate
SLOR over sentences, w = [w1 . . .wN], where w
is drawn from a vocabulary of words Σ. A sen-
tence w is potentially conditioned on a context c.
In our form experiments, c is empty, and w is the
LET-ALONE sentence. In our meaning experiment,
the context c is our LET-ALONE sentence, and w
is a following sentence that is either felicitous or
non-felicitous given the scalar properties of the
LET-ALONE context. We assume an LM with pa-
rameters θ that can produce probability pθ(⋅), and
a model pU(⋅) of the unigram distribution over
w ∈ Σ. SLOR can then be defined as:

S(w) = 1
N

log
pθ(w ∣ c)∏w∈w pU(w) (1)

SLOR is designed to control for the fact that
more frequent words are inherently less surpris-
ing for an LM. To turn by-sentence SLOR scores
into accuracy scores, we compare conditions in our
test suites. Every item in our test suites come in
four conditions, corresponding to the examples in
(7a)–(7d). For a given item, i, we notate its con-
ditions with sub and superscripts: i+LTALN+MANIP refers
to i’s +MANIP, +LTALN condition. First, we de-
fine what we refer to as the delta SLOR, or ∆S,
which is simply the difference in SLOR due to our
grammatical manipulation:

∆S i(ℓ) = S(i ℓ−MANIP)−S(i ℓ+MANIP) (2)

where ℓ can either be +LTALN or −LTALN. To
calculate accuracy, we inspect the differences in
∆S scores. Namely, we predict that the effect of
grammatical manipulation should be greater (re-
flecting lower grammaticality) when LET-ALONE

is used, compared to when a vanilla conjunction is
used. With this prediction, our accuracy scores for
a test suite of k items can be defined as:

1
k

k∑
i=1
1[∆S i(+LTALN) ≥ ∆S i(−LTALN)] (3)

This corresponds to the effect of the manipulation
in the LET-ALONE case (between (7a) vs. (7b))
above and beyond that observed with the non-LET-
ALONE control ((7c) vs. (7d)).

Intuitively, a model achieving high accuracy on
this task has correctly understood that these manip-
ulations are more ungrammatical for LET-ALONE

than they are for and, and has thus learned a core
part of the idiosyncratic nature of the construction.
We also control for the possible bias related to
ordering of colors by swapping the orders of the
colors for each example, and an example is only
considered correct if both orders are correct. Since
this involves two pairwise comparisons (both or-
derings), chance performance on our tasks is 25%.

3.3 Model Architecture and Pretraining

We use the training split of the BabyLM-strict
100M dataset (Warstadt et al., 2023) for pretrain-
ing. For all experiments, we follow Misra and
Mahowald (2024) in utilizing the OPT architecture
(Zhang et al., 2022). We utilize identical hyperpa-
rameters to those reported in Misra and Mahowald
(2024) where possible.3 For all model settings, we
pretrain two models with identical hyperparameters
and different random seed, and report the average
results.

In all experiments, we use the minicons library
(Misra, 2022) for calculating sequence-level sur-
prisals. Following Misra and Mahowald (2024),
we calculate SLOR using the surprisal values from
minicons combined with the unigram frequencies
from the BabyLM training set.4

4 Experiment 1: Formal Constraints

We first test constraints on the formal character-
istics of LET-ALONE. We focus on restrictions of
LET-ALONE which differ from those for simple con-
junctions, namely conjunction of clauses, clefting,
and NPI licensor sensitivity. Additionally, we add
two conjunction conditions (conjunction of VPs
and conjunction of elided VP clauses), which are
grammatical for both LET-ALONE and simple con-
junctions. These two additional conditions serve
as a control to see if the models not only recog-
nize constraints on LET-ALONE, but also recognize
valid syntactic variations.

3Full hyperparameters are reported in Table 5 in Ap-
pendix A.

4In filtered pretraining experiments, we calculate unigram
frequencies on the filtered training dataset.
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Figure 1: Results on Syntactic Tests: (a) shows ∆S where higher delta values indicate a greater effect of the
constraint. Patterns are consistent with the grammaticality of the syntactic manipulation. (b) shows ∆S (LetAlone)-
∆S (And).

Formal Property Prediction Accuracy

Conjunction (Clause) near 100% 88.1 ± .8%
Clefting near 100% 96.5 ± .5%

NPI near 100% 98.6 ± .3%

Conjunction (VP) near 25% 31.1 ± 1.3%
Conjunction (Gap) near 25% 37.5 ± 1.3%

Table 2: Results for Syntactic Tests: Prediction col-
umn indicates expected accuracies if the model had
made the humanlike generalization. Model accuracies
are means over two random seeds. We report 95% con-
fidence intervals over the means of the two runs.

4.1 Results

Results for these tests are reported in Table 2 and vi-
sualized in Figure 1. Across all 3 formal constraint
tests involving ungrammatical manipulations, ac-
curacy is very high over two randomly seeded pre-
training runs. For control conditions (VP conjunc-
tion and elided VP clause conjunction), accuracy
is near chance, as expected. Looking at SLOR dif-
ferences at the example level in Figure 1, we see
strong separation in the ∆S scores for LET-ALONE

versus and. We can see in Figure 1 that the few
negative ∆S difference values for non-control con-
ditions tend to be clustered very close to 0. For
the control conditions, ∆S differences are gener-
ally evenly distributed above and below 0. These
results provide evidence that human-scale models
are able to capture the formal properties of LET-
ALONE well. This strong performance is despite
the fact that the LET-ALONE construction only oc-
curs roughly 300 times in the BabyLM training
corpus. With so few training examples, it seems

likely that for LET-ALONE, indirect evidence is far
more important than direct evidence for the recog-
nition of these formal constraints. See §6 for more
discussion of filtered pretraining of LET-ALONE

and related constructions.

5 Experiment 2: Semantic Constraints

Having shown that human-scale models have sen-
sitivity to a range of formal constraints on the LET-
ALONE construction, we evaluate whether BabyLM
scale language models are sensitive to the scalar
semantics of LET-ALONE. As stated in §2, we
test the scalar semantics by supplying additional
follow-up sentences, which are either felicitous or
non-felicitous with the scale set up by the LET-
ALONE construction. We then compare the SLOR
values of the two target sentences, conditioned on
the LET-ALONE prefixes.

5.1 Results

Table 3 reports results on the semantic tests. We
find no evidence that BabyLMs are sensitive to the
semantics of LET-ALONE, as performance on this
minimal pair task is below chance for both random
seeds. In contrast, we include as a skyline compari-
son point GPT-4.1 (OpenAI, 2024), which achieves
extremely high accuracy (94%) on a prompting
version of our task on the same dataset.5 In §5.1,
we visualize the ∆S values between the correct
and incorrect followups, showing that they cluster
very close to zero. This indicates that the BabyLM

5See Appendix B for details on the GPT prompting experi-
ment.
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Figure 2: Results on Semantic Tests: (a) shows ∆S
where higher delta values indicate a greater effect of
the constraint. Patterns are consistent with the gram-
maticality of the syntactic manipulation. (b) shows ∆S
(LetAlone)- ∆S (And).

Model Property Prediction Accuracy

BabyLM Scalar near 100% 4.9 ± 0.32%
Semantics

GPT-4.1 Scalar near 100% 94.0 ± 0.361%
Semantics

Table 3: Accuracies for the Semantic Tests. BabyLM
models demonstrate no sensitivity to the scalar seman-
tics of LET-ALONE. In a metalinguistic prompting for-
mulation of our task, GPT-4.1 achieves strong perfor-
mance, indicating the dataset is solvable with sufficient
input.

model has very little preference between the two
alternatives, pointing to a general lack of sensitivity
to the scalar properties of the construction.

5.2 Analysis

We perform an analysis to see what contributes
to the poor semantic performance for BabyLM
models. We hypothesize that the specific template
we use may impact our results. In Figure 3, we
graph the top 10 highest performing templates, rep-
resented by the predicate, noun, and comparative in
the sentence. We find that several templates do ex-
hibit above chance performance, though accuracy
is still generally low and confidence intervals are
quite large (each template has dozens of examples).
This finding indicates the models may have some
limited semantic knowledge of LET-ALONE, but do
not encode an abstract LET-ALONE construction.
Instead, the construction is context dependent, and
the intended meaning is only accessed alongside
some specific lexical items and semantic frames.
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Figure 3: Top 10 Accuracies on the Semantic Tests
when separated by predicate, noun, and comparative that
fill the template. Error bars indicate 95% confidence
intervals over the results of two random seeds. Above-
chance accuracies indicate that the model has some
nontrivial semantic performance on that template.

5.3 Discussion
These results, combined with those outlined in §4.1,
point to a strong divide between formal and func-
tional competence regarding the LET-ALONE con-
struction for our human-scale models. This find-
ing aligns well with past work on constructions
(Weissweiler et al., 2022), which has shown that
syntactic competence often far outpaces semantic
competence in controlled environments for a given
construction.

Most constructionist accounts of language con-
tend that constructions are stored as form/meaning
pairings in the human mind, and posit that form
and meaning are learned in conjunction by hu-
mans (Goldberg, 2006). The apparent lack of func-
tional knowledge of LET-ALONE that we observe
is compatible with a formal vs. functional distinc-
tion of language competence in language models
(Mahowald et al., 2024).

6 Experiment 3: Filtered Pretraining

Having shown that language models have at least
some sensitivity to the formal constraints, we now
test how this capability is impacted by filtering the
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Figure 4: Filtered Pretraining Results. Accuracies are calculated according to Equation 3. Error bars are 95%
confidence intervals over the mean accuracies across two randomly seeded runs. Table 4 presents the same data.

pretraining dataset to exclude LET-ALONE and re-
lated constructions. We experiment with 5 “filtered
pretraining” (Patil et al., 2024) scenarios:
Excluding all paired-focus constructions (“let
alone”, “much less”, “never mind”, “not to men-
tion”). These paired-focus constructions generally
follow many of the same syntactic constraints as
LET-ALONE. These constructions combine to ac-
count for 2312 total sentences in the BabyLM train
set.
Excluding paired focus AND comparatives.
Since semantically, LET-ALONE is thought to be
related to comparative constructions, simple com-
paratives “more than”, “less than” are removed as
well. This accounts for ≈70k sentences, or roughly
.5% of the entire BabyLM 100M train set.
Excluding all instances of let. This means let
is not seen as a token during pretraining. This
accounts for ≈165k sentences in BabyLM train.6

Excluding all instances of alone. This excludes≈16,000 sentences in BabyLM train.
Excluding all instances of let AND of alone. This
means that neither token is seen (in any context)
during pretraining (≈180k sentences).
For all filtering, we use case-insensitive regular ex-
pression query matching over the BabyLM training
corpus to remove examples. If a target construc-
tion is found, then the entire sentence containing
that construction is removed from the training cor-
pus. We use SLOR as the evaluation metric as in
previous experiments, and calculate unigram prob-
abilities independently for each filtered pretraining

6Inflectional variants like “letting” are not removed.

set. We test all filtered models on the minimal pair
datasets from experiments in §4 and §5.

6.1 Results
We visualize the accuracies for each filtering sce-
nario in Figure 4. We additionally visualize the
changes in ∆SLOR due to filtering in Figure 5.
Filtering out paired-focus constructions, including
LET-ALONE, seems to have little impact on the per-
formance on formal tests, and we observe similarly
high performance when additionally filtering out
simple comparatives. However, when filtering out
let or alone, performance drops substantially.

Interestingly, even when filtering out both let and
alone, performance on the NPI constraint remains
nontrivial. This likely points to some other heuris-
tic that allows models to solve the task without any
knowledge of the construction. We hypothesize
that because negating a sentence with and some-
times results in a sentence with or, and may be
mildly biased against negative contexts.

6.2 Discussion
This work has shown that BabyLM scale mod-
els are sensitive to several formal constraints on
LET-ALONE. This sensitivity remains even when
all instances of LET-ALONE, related paired focus
constructions, and even simple comparatives are
removed from training, meaning the models are
learning from indirect evidence of some kind be-
yond LET-ALONE or seemingly related construc-
tions. We hypothesize that the syntactic patterns
tested here, while seemingly idiosyncratic to LET-
ALONE and similar constructions, are likely related
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Filtering NPI Conjunction Cleft Conjunction Conjunction Scalar
Scenario (Clause) (VP) (Elided VP) Semantics

NoFiltering 98.6 ± 0.3% 88.1 ± 0.8% 96.5± 0.5% 31.1 ± 1.3% 37.5 ± 1.3% 4.9 ± 0.3%
NoPairedFocus 91.9 ± 0.7% 97.6 ± 0.4% 93.7 ± 0.7% 39.8 ± 1.3% 58.1 ± 1.3% 9.3 ± 0.4%

NoPairedFoc/Comp 84.9 ± 0.9% 92.1 ± 0.7% 88.9 ± 0.8% 37.0 ± 1.3% 42.4 ± 1.3% 11.2 ± 0.5%
NoLet 71.8 ± 1.2% 0.0 ± 0.0% 5.9 ± 0.6% 4.1 ± 0.5% 0.0 ± 0.0% 1.8 ± 0.2%

NoAlone 85.5 ± 0.9% 0.0 ± 0.0% 5.0 ± 0.5% 5.4 ± 0.6% 0.0 ± 0.0% 3.8 ± 0.3%
NoLetorAlone 62.9 ± 1.3% 0.0 ± 0.0% 7.7 ± 0.7% 25.9 ± 1.2% 0.1 ± 0.0% 6.4 ± 0.4%

Table 4: Filtered Pretraining Results. Figure 4 visualizes the same data.

to more general patterns which are better repre-
sented in pretraining data and thus facilitate learn-
ing (Potts, 2024). In our case, the indirect evidence
that models may be using is that of the manipula-
tions that we test. For example, even without ob-
serving LET-ALONE, our BabyLMs have observed
cleft constructions, and may have learned that there
is a restricted set of phrase types that can be clefted
which does not include LET-ALONE. Since all of
our syntactic tests rely on combining LET-ALONE

with more common syntactic constructions, it is
possible that robust representations of these inter-
acting constructions allows for strong model per-
formance on our tests.

We observe that performance degrades sharply
when all let or all alone tokens are removed from
pretraining. These results seem to indicate that
LMs are using some compositionality between the
embeddings of let and alone to arrive at the mean-
ing of the construction overall. This is somewhat
counterintuitive in that Construction Grammar the-
ory would not necessarily predict such a strong link
between lexical items and a construction in which
they are used far outside of their canonical distri-
butions. However, we also note that SLOR as a
metric inherently involves normalizing language
model scores by the probability of a string from
a unigram language model. Thus, removing let
and alone entirely has a substantial effect on the
unigram-based probability, and ultimately may ex-
plain the large drop in performance when let and
alone are filtered. We leave open the possibility
of replacing SLOR with a more complex function
(e.g. MORCELA; Tjuatja et al., 2025) for future
work.

7 Related Work

Human-Scale LMs. There is increasing interest
in designing smaller scale LMs which could po-
tentially be more informative to human congition
(Dupoux, 2018). The BabyLM challenge (Warstadt

et al., 2023) was created to address this interest
and has resulted in robust human-scale models
(Charpentier and Samuel, 2023). Furthermore,
growing evaluation of constructional knowledge
in BabyLMs has yielded promising results (Misra
and Mahowald, 2024; Bunzeck et al., 2025; Rozner
et al., 2025b). Beyond BabyLM, researchers have
endeavored to create smaller scale LMs using a
variety of training corpora, including pretraining
on the British National Corpus (Consortium et al.,
2007) and achieving respectable performance on a
variety of syntactic and understanding benchmarks
(Samuel et al., 2023).

Constructions in LMs. This present work fol-
lows in a line of research which seeks to test
language model understanding of “constructions”
as defined by Construction Grammar (Goldberg,
1995; Croft, 2001), of which LET-ALONE is just
one construction out of many. Starting with CxG-
BERT (Tayyar Madabushi et al., 2020), there have
been a flurry of papers showing that LMs learn a
variety of constructions, including abstract argu-
ment structures (Li et al., 2022). Weissweiler et al.
(2022) is of particular relevance to this work, as
they perform a paired syntactic/semantic analysis
of a rare construction, though not at human-scale.
Using probing tasks, they show that BERT-scale
LMs recognize the syntax of the COMPARATIVE-
CORRELATIVE but not its semantics. Furthermore,
there have been several works that have shown
LM reasoning and semantic capabilities are lim-
ited when confronted with rare constructions (Zhou
et al., 2024; Bonial and Tayyar Madabushi, 2024),
though results from other studies are more promis-
ing (Mahowald, 2023; Potts, 2024; Rozner et al.,
2025a; Scivetti and Schneider, 2025).

This present work most directly builds off of
Misra and Mahowald (2024), who show that
BabyLM scale models are sensitive to the for-
mal properties of the AANN construction. They
also are the first to apply the “filtered pretraining”
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Figure 5: ∆SLOR(Let-Alone) − ∆SLOR(And) for Filtered Pretraining Conditions. Positive Differences indicate
sensitivity to the construction. Differences are generally still positive after removing direct evidence from related
constructions (NoRel, NoAny) generally, but become negative when all ‘let’ or ‘alone’ tokens are removed.

(Patil et al., 2024) technique to construction-based
investigations, and show that language models are
able to remain sensitive to properties of AANNs
even when they don’t observe them during training.
The findings of this present work on LET-ALONE

largely support this claim that properties of con-
structions can be learned without direct observation
in training, which has been shown to be true (to
some extent) even for more frequent constructions
like the dative alternation (Yao et al., 2025).

Let Alone. Bonial and Tayyar Madabushi (2024),
Scivetti et al. (2025), and Rozner et al. (2025a) are
the only past works (to our knowledge) which have
specifically targeted language model understand-
ing of LET-ALONE in some capacity. Rozner et al.
(2025a) introduce global affinity and local affinity
as metrics to quantify the extent to which construc-
tional information is approximated by an LM’s
output distribution. Using RoBERTa, they show
that for corpus instances of LET-ALONE, both let
and alone have high global affinity scores, indicat-
ing that the model has at least some distributional
knowledge that links the two words as part of a
construction. Focusing on natural corpus data from
the CoGS dataset, Bonial and Tayyar Madabushi
(2024) find that LET-ALONE can be distinguished
from distractor constructions at a much higher ac-
curacy by LLMs when compared to fully abstract
constructions. Scivetti et al. (2025) extend this
work by refashioning the corpus examples into a
natural language inference (NLI) dataset, finding

that LLMs can perform NLI with very high accu-
racy for examples which target the semantics of
LET-ALONE. Our work diverges from the prior
work on LET-ALONE in that we 1) focus on a tem-
platically generated dataset as opposed to corpus
data, allowing us to test much finer-grained prop-
erties of the construction, and 2) use minimal pair–
based evaluations to test both form and meaning on
human-scale models.

8 Conclusion

This work has shown that BabyLM models can
learn various formal properties of LET-ALONE.
This formal competence is maintained even in the
absence of direct evidence of LET-ALONE and re-
lated constructions. Such a result points to the
crucial nature of indirect evidence for learning a
construction as rare as LET-ALONE. On the other
hand, BabyLM models seem to have very little
grasp of LET-ALONE’s meaning. This result un-
derscores the importance of considering both for-
mal and functional competence when assessing
LM capabilities regarding a specific linguistic phe-
nomenon, and doing so in a controlled manner.
While the formal capabilities of BabyLM models
are promising, insofar as we consider meaning to be
a central part of language, our results cast doubt on
the proposition that robust semantics—including
of rare constructions—can be learned from form
alone via human-scale pretraining.
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Limitations

In this work, we focus on a single construction,
LET-ALONE. Future work is needed to determine
the extent to which models can learn the form
and meaning of various constructions from human-
scale pretraining data. Secondly, we only test one
type of model architecture. This architecture has
been found to be robust at learning from human-
scale data in past work, but we cannot be sure that
the results would hold for other architectures. Fi-
nally, this work only analyzes a single construction
in a single language, English, while more work is
needed to test a wider variety of rare constructions
across languages.

Ethics and Risks

We do not foresee any major ethical concerns or
risks associated with this work. All evaluation
data is templatically created and thus free of any
sensitive or offensive content. The dataset released
here is designed for research into the LET-ALONE

construction, and the authors do not foresee that it
could be deployed for any malicious purpose.
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A Pretraining Hyperparameters

Table 5 reports the hyperparameters for BabyLM
pretraining, which were kept consistent across all
runs. This is the same as those reported in Misra
and Mahowald (2024), except that they tune the
learning rate between the options of 1e-4, 3e-4, 1e-
3, and 3e-3. We opt for 1e-4 after preliminary runs
showed that higher learning rates led to develop-
ment loss bottoming out much before the end of
20 epochs of training. In total, 12 complete pre-
training runs were performed, totaling roughly 100
hours runtime on a NVIDIA A100 GPU.

B GPT Prompting Experiment

For the semantic experiment (see §5), we reformu-
lated our task as a prompt-based experiment for

Model Architecture OPT (Zhang et al., 2022)
Embed Size 768
FFN Dimension 3,072
Num. Layers 12
Attention Heads 12
Vocab Size 16,384
Max. Seq. Length 256
Batch Size 32
Warmup Steps 32,000
Epochs 20
Learning Rate 1e-4
Total Parameters 97M
Training Size 100M tokens

Table 5: Model hyperparameters for all OPT Models

Prompt template fed to GPT-4.1

You are a linguistic annotator who must
understand the ‘let alone‘ construction. Please
read the following text, and consider its
meaning. Then choose the sentence that is
most likely to be true, given the text.
Text: {text}
Question: Which of the following sentences is
most likely to be true, given the above text?
Choices: {formatted_choices}
Please respond with only the letter of the
correct choice (e.g. A or B).

Table 6: Exact prompt template used in our experiments.
Curly-braced items ({text}, {formatted_choices})
are filled in programmatically with items from our se-
mantic dataset.

input into GPT-4.1. Since this result serves pri-
marily as a comparison point to BabyLM models,
we do not perform prompt optimization. Thus, the
reported GPT-4.1 accuracy should not be taken as
an upper limit on LLM performance on this dataset.
GPT-4.1 was accessed through the OpenAI API.
The cost of this experiment was roughly $8 USD.
Table 6 reports the prompt used for GPT-4.1 exper-
iments.
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