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Abstract

Compositional reasoning remains a persistent
weakness of modern vision language models
(VLMs): they often falter when a task hinges
on understanding how multiple objects, at-
tributes, and relations interact within an im-
age. Multiple research works have attempted to
improve compositionality performance by cre-
ative tricks such as improving prompt structure,
chain of thought reasoning, etc. A more re-
cent line of work attempts to impart additional
reasoning in VLMs using well-trained Large
Language Models (LLMs), which are far supe-
rior in linguistic understanding than VLMs to
compensate for the limited linguistic prowess
of VLMs. However, these approaches are ei-
ther resource-intensive or do not provide an
interpretable reasoning process. In this paper,
we present “COCO-Tree” - a novel approach
that augments VLM outputs with carefully de-
signed neurosymbolic concept trees learned
from LLMs to improve VLM’s linguistic rea-
soning. COCO-Tree’s beam search-inspired
reasoning process boosts compositionality per-
formance and provides a rationale behind
VLM predictions. Empirical results on four
compositionality benchmarks, Winoground,
EqBench, ColorSwap, and SugarCrepe, in
seven different open-source VLMs with vary-
ing sizes, demonstrate that COCO-Tree signifi-
cantly improves compositional generalization
by 5-10% over baselines. The code is avail-
able at: https://github.com/sanchit97/
compositionality-low-res-vlm

1 Introduction

Vision Language Models (VLMs) (Radford et al.,
2021) have achieved state-of-the-art performance
in complex tasks such as video understanding
(Tang et al., 2024) and scene captioning (Li et al.,
2024). Significant research improves upon their
performance by proposing newer architectures
(Maniparambil et al., 2023), better pre-training
paradigms (Castro et al., 2024), etc. In parallel,

many fundamental challenges have been identified
in VLMs, such as a lack of numerical reasoning
(Zhang et al., 2021), limited spatial reasoning (Ka-
math et al., 2023), hallucinated outputs (Ji et al.,
2023), etc. Some studies (Zeng et al., 2024; Hua
et al., 2024; Ma et al., 2022) show that many VLMs
behave like a ‘bag of visual words’ rather than
true reasoners (Doveh et al., 2023; Dumpala et al.,
2024; Herzig et al., 2023). This gap limits deploy-
ment in safety-critical domains such as medical
imaging and industrial safety.

One such critical problem is compositionality -
wherein the model successfully identifies objects
and attributes in an image but fails to accurately
understand the relationships between them. For
example, in Figure 1, a VLM can correctly identify
a bird and a snake in the image, but cannot differ-
entiate between simple semantic questions: ‘Does
the bird eat the snake?’ and ‘Does the snake eat the
bird?’. Compositionality has been a high research
activity (Zeng et al., 2024; Hua et al., 2024; Ma
et al., 2022) and remains a challenging frontier.

A possible reason for the lackluster performance
of compositionality is a lack of robust linguistic
reasoning processes in VLMs. VLM pre-training
is highly dependent on fine-tuning image-caption
pairs, which causes catastrophic forgetting of lin-
guistic reasoning and large distribution shifts (Zhai
et al., 2023). This observation is validated by the
fact that similar-sized LLMs, on which VLMs are
built, often significantly outperform VLMs in lan-
guage understanding (Wang et al., 2024). Some
recent approaches have used creative prompting
techniques (Mitra et al., 2024) to generate struc-
tured intermediate outputs (e.g., scene graphs, re-
lationship ontology, etc.) that can guide VLMs to-
wards better compositionality performance. Some
approaches manually decompose captions into eas-
ily understandable entities that are easier for VLMs
to understand (Cho et al., 2023). However, due to
the limited linguistic expressibility of VLMs, stan-
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dalone VLMs are unable to be truly effective at
compositionality.

Using a strong LLM reasoner to augment the
lack of linguistic reasoning process of VLMs can
significantly improve compositionality. Some ap-
proaches preprocess the textual input (Cho et al.,
2023; Hu et al., 2023) while other approaches
postprocess the VLM outputs to generate the de-
sired output (Lin et al., 2023a). Most of these ap-
proaches focus on utilizing state-of-the-art LLMs
to impart linguistic reasoning in VLMs, which re-
quire significantly higher resources as compared
to the VLMs themselves. In addition, these ap-
proaches are often not directly interpretable or
heuristic, hindering widespread adoption. We aim
to design an approach that can effectively impart
linguistic reasoning in VLMs using an external
LLM of a similar scale and also provides an inter-
pretable pathway through symbolic concepts.

In this paper, we propose a novel ap-
proach “COCO-Tree: COmpositional Hierarchical
COncept Trees”, which recursively decomposes
textual inputs to VLMs into structurally similar
but semantically different morphological entities,
which are further used to learn associated neu-
rosymbolic concept trees with an LLM reasoner.
COCO-Tree further employs a novel beam-search-
inspired path-finding strategy by exploring the
learned concept trees. Finally, COCO-Tree aug-
ments the VLM outputs with the neurosymbolic
learned path concepts, which not only improves
compositionality performance but also provides a
reasoning rationale (concepts along the path) for
VLMs. Our approach can be thought of as im-
parting System-2 (Nye et al., 2021) (slow, logical)
reasoning through concept tree exploration into
System-1 (fast, opaque) predictions. Specifically,
our contributions are:
• We propose COCO-Tree - a novel approach that

creates hierarchical concept trees associated with
textual inputs and subsequently finds reasoning
pathways to augment VLM outputs.

• COCO-Tree is evaluated on four benchmark
datasets, Winoground, EqBench, SugarCrepe,
and ColorSwap, in seven open-source VLMs, re-
sulting in a 5-10% increase in compositionality
performance compared to baselines.

• We conduct extensive ablation studies to validate
the effect of each component of COCO-Tree and
propose two novel path-finding strategies based
on greedy and beam search.

• We demonstrate through a strong LLM reasoner

that neurosymbolic reasoning pathways discov-
ered with COCO-Tree improve interpretability.

2 Related Work

Compositionality Problem in VLMs. Compo-
sitionality (Zeng et al., 2024; Hua et al., 2024;
Ma et al., 2022) remains a challenging problem
for VLMs. Multiple works such as Doveh et al.
(2023); Herzig et al. (2023); Dumpala et al. (2024)
show VLMs are barely better than object detectors.
Collectively, these studies underscore the impor-
tance of developing and implementing strategies
to enhance compositional reasoning in VLMs, en-
suring a more accurate and nuanced understanding
of complex visual and textual information.
LLMs as Strong Reasoners to Augment VLMs.
Many recent research approaches have focused on
the integration of LLMs to enhance the reasoning
capabilities of VLMs due to their inherent lack of
linguistic understanding. Some approaches like
Cho et al. (2023); Hu et al. (2023) impart language
context to VLM inference in the form of scene
graphs or language priors. Some approaches such
as Zhou et al. (2023) impart LLM outputs in visual
understanding.
Hierarchical Concept Learning. More recently,
research has focused on structuring concepts from
most abstract to least abstract. This idea was first
proposed in Panousis et al. (2023), and subse-
quently discussed in Pittino et al. (2023); Liu et al.
(2023b); Pham et al. (2024); Sun et al. (2024).
Neurosymbolic Reasoning. A parallel line of re-
search has attempted to explain Neural Networks
using propositional logic. Early works utilized spe-
cialized architectures and regularization like Riegel
et al. (2020); Dong et al. (2019). More recently,
with the taxonomical classification of neurosym-
bolic systems (Nye et al., 2021), many works have
attempted to integrate System-1 and System-2 rea-
soning together such as Saha et al. (2024); Wu et al.
(2024). Lastly, some approaches have attempted
to combine concept-based explanations and neu-
rosymbolic reasoning (Barbiero et al., 2023).
Comparison to Related Work. Recent efforts
to address the compositionality gap in VLMs fall
into two resource–motivated settings. (1) Single-
model approaches rely solely on a frozen VLM and
squeeze more signal out of its own token probabili-
ties via clever prompting or discriminative scoring.
VQAScore (Lin et al., 2025) re-ranks answer can-
didates by treating the VLM as a binary classifier,
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and CCoT (Mitra et al., 2024) first asks the same
VLM to output a scene graph and then feeds that
graph back into a second prompt. While inexpen-
sive, these methods are limited by the VLM’s fixed
linguistic reasoning capacity and yield only flat,
non-hierarchical rationales. (2) Multi-model ap-
proaches enlist external LLMs or auxiliary VLMs
to perform symbolic reasoning on top of the base
VLMs. DSG (Cho et al., 2023) feeds a full scene
graph into a large LLM for compositional queries.
The most direct comparison to our approach is
CECE (Cascante-Bonilla et al., 2024), which pairs
a large LLM to refine the caption and generate
a set of positive (entailments) and negative (con-
tradiction) candidate phrases to augment reason-
ing. Our method and CECE operate in a different
setting. CECE assumes access to large resources
during inference and thus utilizes a strong LLM
reasoner and a strong VLM to score the candidates
in addition to the base VLM. Our approach as-
sumes a more resource-constrained setting where
during inference, only a similarly sized LLM is
available in addition to the base VLM. In Table 1,
we contrast related approaches based on if they
are interpretable (Column 2), utilize an external
LLM (Column 3), ‘Setting’ (Column 4), and addi-
tional resources needed at inference time to achieve
benchmark performance (Column 5).

Method Int? LLM? Setting Resources

VQAScore (Lin et al., 2025) ✗ ✗ Single None
CCoT (Lin et al., 2025) ✗ ✗ Single None
DSG (Cho et al., 2023) ✗ ✔ Multiple LLM

CECE (Cascante-Bonilla et al., 2025) ✔ ✔ Multiple LLM, VLM
COCO-Tree (Ours) ✔ ✔ Multiple LLM

Table 1: Comparison between related approaches based
on interpretability (Int?), LLM usage, Setting, and Re-
sources required during inference.

3 Methodology

In this section, we introduce our proposed ap-
proach - COCO-Tree. Our approach augments
the standard VLM inference (System-1) with a
robust neurosymbolic reasoning system (System-
2). The reasoning system first constructs extensive
concept trees, rooted at the associated candidate
captions. Subsequently, the System-2 prediction
is calculated using a novel path-finding mecha-
nism that searches for the ideal neurosymbolic rea-
soning pathway through the concept tree. The fi-
nal System-2 prediction is fused adaptively with
System-1 prediction.

VLM
"the bird eats
the snake" 

YES

"Does the bird eat
the snake?" OR
"Does the snake
eat the bird?" "

"Does the bird eat
the snake?" OR
"Does the snake
eat the bird?" "

"the snake
eats bird" 

NO

"the bird eats
the snake" 

YES

"the snake
eats bird" 

NO
VLM

Correct

Wrong

Figure 1: An example of the measure of compositionality
problem from the Winoground dataset. The VLM is success-
ful in identifying the presence of a bird and snake in the image
but is unable to correctly understand the relations between
them.

3.1 Preliminaries and Notations
Problem Setting. We first formally define the
compositionality problem as represented in Fig-
ure 1. Let I denote the space of images and C
the space of associated captions. We represent a
VLM matching function as f : I × C → R, where
f(I, C) denotes an alignment score between image
I and caption C. Given a pair of images {I0, I1}
and a pair of associated captions {C0, C1}, the
compositionality problem is characterized by three
subtasks: Text, Image, and Group based on the
binary indicator function (1) described below.
(a) Text Task. Given an image It ∈ {I0, I1}, Text
score is given as 1[Ĉt = Ct], where

Ĉt = argmax
Ci∈{C0,C1}

f(It, Ci) (1)

(b) Image Task. Similarly, given a caption Ct ∈
{C0, C1}, Image score is given as 1[Ît = It]:

Ît = argmax
Ii∈{I0,I1}

f(Ii, Ct) (2)

(c) Group Task. Based on Text and Image tasks,
the group score is calculated on text/image scores:

1[Ĉt = Ct]⊕ 1[Ît = It] (3)

where ⊕ is the binary AND operation.
Hierarchical Concept Tree Notation. A con-
ceptual structure encodes probabilistic semantics
through node weights. Let a concept tree be de-
fined as a rooted, directed, and acyclic graph:

T = (V, E , CS), CS : V → [0, 1] (4)
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Semantic Morphological 
Decomposition (SMD)

Recursive Concept 
Exploration (RCE)
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MAX
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Figure 2: A schematic approach demonstrating the major components of our proposed approach. (a) Semantic Morphological
Decomposition which decomposes a caption into morphological entities to disentangle structure and semantics. (b) Process of
Recursive Concept Exploration, wherein new concepts are discovered. (c) Dynamic Path Selection and implied Neurosymbolic
reasoning pathways. The numbers represent the composite scores and the green arrows represent the reasoning path selected.

where V = {v1, v2, . . . , vn} is a finite set of nodes
representing semantic concepts; E ⊆ V×V , where
each edge (vi, vj) ∈ E denotes a semantic entail-
ment (relation) from parent vi ∈ V to child vj ∈ V ;
and CS is a node weighting function that assigns
to each node v ∈ V a composite relevance score
based on visual and linguistic grounding. Each
concept tree associated with a caption C is rooted
at C and is denoted as TC .

3.2 Concept Tree Construction

Constructing the hierarchical concept tree for
System-2 reasoning consists of three distinct steps.
First, the initial caption is decomposed into dis-
entangled morphological entities computed using
a Semantic Morphological Decomposition func-
tion. Next, the tree is populated using a recursive
concept exploration mechanism, which discovers
representative visual concepts. Subsequently, each
concept discovered is assigned a novel composite
vision-language score based on its relevance to the
image and the disentangled morphological entity.
Morphological Entities are structurally discrete,
non-overlapping phrases extracted from the caption
that factor the sentence into multiple semantically
different units - each representing a distinct part of
the sentence.
Semantic Morphological Decomposition (SMD).
A well-documented limitation of VLMs is
their insufficient linguistic reasoning capabilities
(Dumpala et al., 2024). In particular, conventional
VLMs often struggle to disentangle linguistic struc-
ture from semantics. To address this, we introduce
a morphological decomposition function FSMD

characterized by a caption C ∈ C, which partitions
C into discrete entities that are structurally dis-
tinct, but individually preserve the overall semantic
meaning of the original caption. Mathematically,
morphological entities E ⊂ V are calculated as:

E = FSMD(C), where E = {ei}Mi=1 (5)

where M is a tunable hyperparameter. Each ei ∈
E is a morphological entity, typically correspond-
ing to a self-contained semantic concept, as shown
in Figure 2(a). We use e without index to denote
each entity in the following paragraphs for brevity.
Considering the example in Figure 1, the entities
computed are “bird eats" and “snake gets eaten”.
The set E forms the initial nodes of the subsequent
recursive concept exploration process.
Recursive Concept Exploration (RCE). Starting
with each initial morphological node, the linguistic
reasoner recursively computes semantically similar
visual concepts that are entailed by the root nodes.
Intuitively, this function discovers a concept that
is hierarchically related to its parent but is still en-
tailed by the root caption. The recursive algorithm
is akin to the Breadth-First Search (BFS) way of
graph exploration, as shown in Figure 2(b). We
denote the depth of the tree as L. For a given tree
level l < L, the set of concept nodes at that level
is signified as N l. Subsequently, the set of concept
nodes for the next level l + 1, signified as N l+1

can be mathematically computed as:

N l+1 =
⋃

nl
i∈N l

FRCE(n
l
i, C, S) (6)
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where the function FRCE is characterized by a con-
cept node nl

i, the caption C, and splitting factor S.
S denotes the number of child nodes discovered at
each level during recursive concept tree formation
and controls the maximum number of concepts to
discover per node.
Composite Vision-Language Score. The con-
structed concept tree spans a multitude of diverse
visual concepts organized in a hierarchy. Even
though multiple concepts can be simultaneously
relevant for a given image, the vast majority of
discovered concepts are irrelevant to understand-
ing compositionality. Hence, we utilize a scoring
metric to assess the importance of each concept.
To this end, we propose a novel Composite Vision-
Language Score CS - a weighted score, measuring
the relevance of a concept node to both the image
and the root of the concept tree. CS for a node
nl is composed of a Visual Relevance Score VS ,
which measures the probability of a concept being
present in the image, and a Linguistic Relevance
Score LS , which measures the probability of a con-
cept entailed by the caption. Mathematically,

CS(n
l) = αLS(n

l, C) + (1− α)VS(I, n
l) (7)

where α is a tunable hyperparameter assigning
weight to the linguistic relevance of the concept
node. Intuitively, the Composite Score balances
the over-representation of a concept in the linguis-
tic bias with the grounding in the vision context.
This ensures that often co-existing concepts not oc-
curring in an image will be scored relatively lower
than factors that are rare but actually grounded in
the image. We will discuss implementation details
of VS and LS in Section 4.

3.3 Dynamic Path Selection

Greedy Path Exploration w/ Beam Search. Once
the concept tree is constructed, the final prediction
score is calculated by path finding in the tree. Note
that a particular path p through the tree is grounded
with the morphological entity e ∈ E as the starting
node. A path through the concept tree rooted at
e thus is of the form p = {e, n1, n2, ..nl} ∈ P
where P is the set of all possible paths. The
composite scores are computed for each path as
Wp = {CS(n), n ∈ p}. As can be observed,
multiple different paths can be explored in the con-
cept tree. To find the ideal reasoning pathway,
we implement a function SRCH to search for the
ideal reasoning path weight Ŵp in two variants: (1)

Greedy: Select the next node based on the highest
composite score of each child node (SRCHmax),
and (2) Beam: Consider multiple paths together
(SRCHBeam) by selecting k maximum compos-
ite score nodes and subsequently considering the
one with maximum path weight. The ideal Ŵp

is treated as the System-2 output of the concept
tree, as shown in Figure 2(c). The final output is
computed as:

β ∗ f(I, C) + (1− β) ∗ Ŵp (8)

The hyperparameter β controls the influence of the
System-2 reasoner on VLM outputs.
Neurosymbolic Reasoning along a Path. Finally,
we discuss the interpretable reasoning along a path
for improved interpretability. We consider two log-
ical operations - AND (∧) and OR (∨) to combine
nodes along a path. Each node at a level nl and its
corresponding expansion on the next level nl+1 can
be treated as either relating to each other’s occur-
rence, i.e., nl∧nl+1 or independent, i.e., nl∨nl+1.
We consider both scenarios in interpretability anal-
ysis. In the result section, we demonstrate how
conjoined reasoning affects System-2 interpretabil-
ity where nodes chained together form a neurosym-
bolic rule for interpretability.

4 Experiments

4.1 Datasets and Model Descriptions
Evaluation Datasets: We utilize four benchmark
compositionality datasets to validate our method-
ology. The datasets WinoGround (Thrush et al.,
2022), EqBench (Wang et al., 2023), and Color-
Swap (Burapacheep et al., 2024) study the compo-
sitionality relationships between object semantics,
positions, and colors, respectively. SugarCrepe
(Hsieh et al., 2023) benchmark is more fine-grained
with both attributes and semantic relationships in-
terlinked. As described in Section 3.1, each sample
in the first three datasets consists of two images
I0, I1 and two corresponding captions C0, C1. The
objective remains to solve the Text, Image, and
Group tasks. For SugarCrepe, the task is simpli-
fied only to Text Score, as only a single image is
provided. As EqBench has more than 10k sam-
ples, we sample a 2500-sample test set for all our
experiments.
Validation Data: As Winoground, ColorSwap,
and EqBench share a similar structure, we utilize
1000 random samples from the EqBench (Light)
subset for hyperparameter tuning (disjoint from
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test). For ColorSwap, we utilize its train set for
hyperparameter tuning.
Models: We consider seven open-sourced VLMs
of varying sizes from four different model families.
InstructBLIP-XXL (Dai et al., 2023), LLava (Liu
et al., 2023a), Qwen (Bai et al., 2023) and InternVL
(Chen et al., 2024). We consider two model set-
tings - models with parameter counts of 8 billion
parameters (LLaVA-1.5-7b, LLaVA-1.6-7b, Qwen-
7b, InternVL-8b) and 13 billion parameter range
(InstructBLIP-XXL, LLaVA-1.5, LLaVA-1.6).
Evaluation Metric: We utilize VQAScore (Lin
et al., 2025) as the raw VLM-only baseline. VQAS-
core treats VLM outputs as discriminative rather
than generative by comparing token probabilities.
We compare VQAScore as the baseline with Cap-
tion Score which represents an exact match of gen-
erated tokens while VisualGPTScore (Lin et al.,
2023b) considers the exact match of the generated
sequence. We compare the methods in Table 2. We
observe VQAScore to be the best metric.

Item WinoGround EqBench

Caption Score 17.50 16.75
VisualGPTScore (Lin et al., 2023b) 27.50 20.25

VQA Score (Lin et al., 2025) 29.25 21.75

Table 2: Group Score comparisons of various evaluation
baselines on the LLaVA-1.5-7B model. We utilize VQAScore
as a metric due to its discriminative nature which alleviates
the limited language generation capabilities of VLMs.

4.2 Implementation Details

LLM Reasoner Settings. We utilize instruction-
tuned LLama-3.1-8b with a total of 8 billion param-
eters as the LLM reasoner. The LLM reasoner is
comparable to the size of each baseline VLM. For
all steps, we utilize a temperature setting of 0 due
to the deterministic nature of the task. We utilize
M = 2, i.e., the number of morphological enti-
ties and a splitting factor value S = 3 with depth
L = 3. Note that larger LLMs can be utilized
for generating the concept set, however, our study
focuses on the ‘Multiple’ setting (Table 1 with con-
straints on the size of the LLM being close to the
VLMs.
Hyperparameter Settings. We tune all hyperpa-
rameters on the validation set. For the Winoground
and EqBench datasets, we select the values of
α = 0.6, and β = 0.8. For the ColorSwap dataset,
we select the values of α = 0.5 while the value of
β = 0.8.

Visual and Linguistic Score Computation. We
calculate Visual Relevance Score VS as:

VS(I, C) = PV LM (“yes” | I, C) (9)

where P is the probability of predicting token “yes”
by a VLM representing the presence of C in image
I (Lin et al., 2025; Hessel et al., 2021).

Similarly, to quantify linguistic relations, we
propose the Linguistic Relevance Score LS . We
calculate LS between textual inputs C1 and C2

using an LLM as:

LS(C1, C2) = PLLM (“yes” | C1, C2) (10)

where P is the probability of perfect non-
contradiction.

4.3 Comparison Baselines

For reproducibility, we restrict baselines to meth-
ods that are runnable with fully open-source mod-
els. We replicate and compare COCO-Tree against
the best-performing baseline in Single Setting -
CCoT (Mitra et al., 2024). For ‘Multiple’ setting,
none of the baselines compare against CCoT and
VQAScore as evidenced in (Cascante-Bonilla et al.,
2025) (Refer Appendix for more details). For a fair
comparison, we compare CECE in a realistic set-
ting - with base VLM and equally sized LLM to
COCO-Tree in Table 3. We utilize LLaVA-1.5-7B
as the VLM and LLaMA-3.1-8B as the LLM. We
report the performance on 200 samples sampled
from the WinoGround and EqBench datasets ran-
domly. We point out that CECE’s original setting
is not comparable to our approach, as shown in
Table 1.

Method WinoGround EqBench

VQAScore (Lin et al., 2025) 29.00 24.50
CECE (Cascante-Bonilla et al., 2025) 32.50 34.25

COCO-Tree (Ours) 35.00 37.50

Table 3: Group Scores for VQAScore, CECE and
COCO-Tree on Llava-1.5-7B with LLaMA-3.1-8B on the
Winoground and EqBench subsets based on our replication.
Note: We utilize our own replication for all methods with
hyperparameters taken from original papers.

4.4 Results and Analysis

Quantitative Compositionality Performance:
We report the performance on the selected base-
lines and VLMs in Table 4. Note that we com-
pare the replicated baselines VQAScore and CCoT.
In certain cases, CCoT degrades performance as
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Model Method WinoGround EqBench ColorSwap SugarCrepe

Text Image Group Text Image Group Text Image Group Mean

LLaVA-1.5-7b

VQAScore 44.50 43.75 29.25 34.75 42.00 21.75 89.33 77.33 74.00 87.36
CCoT 44.25 41.25 26.50 35.50 42.00 21.75 88.33 76.66 72.00 88.55

COCO-Tree (Max) 48.25 44.50 35.00 39.50 42.00 28.25 93.33 91.00 87.66 89.84
COCO-Tree (Beam) 48.75 46.50 35.25 43.25 43.75 37.50 93.33 91.00 87.66 90.67

LLaVA-1.6-7b

VQAScore 51.50 52.00 36.50 21.75 48.00 18.00 87.63 82.27 76.92 88.90
CCoT 52.00 52.50 37.50 28.00 48.25 21.50 87.63 82.27 76.92 89.28

COCO-Tree (Max) 56.00 52.00 40.50 42.00 49.25 28.00 93.33 91.00 87.66 90.28
COCO-Tree (Beam) 56.00 52.00 40.50 42.25 49.00 37.25 93.33 91.00 87.66 90.28

Qwen-7b

VQAScore 59.00 54.00 45.50 35.25 45.75 24.75 92.00 90.67 87.33 85.22
CCoT 59.00 54.00 45.50 35.25 45.75 24.75 92.00 90.67 87.33 85.67

COCO-Tree (Max) 59.50 58.50 45.50 41.00 46.00 30.50 93.33 91.33 88.67 85.67
COCO-Tree (Beam) 60.50 58.50 47.00 42.75 44.25 36.25 93.33 91.00 87.66 86.25

InternVL-8b

VQAScore 64.00 62.00 51.25 43.50 57.75 37.50 93.33 91.33 88.67 94.52
CCoT 64.00 62.00 51.25 43.50 57.75 37.50 93.33 91.33 88.67 94.52

COCO-Tree (Max) 64.50 62.50 52.50 45.00 57.75 39.50 96.00 94.67 92.67 95.25
COCO-Tree (Beam) 64.00 62.50 52.50 45.00 57.75 39.50 96.00 94.67 92.67 95.25

InstructBLIP-XXL

VQAScore 41.50 41.25 27.75 21.75 48.00 18.00 88.00 88.67 83.33 90.36
CCoT 40.50 40.25 25.00 26.50 48.00 19.50 84.55 87.00 82.15 89.74

COCO-Tree (Max) 48.00 47.75 38.75 29.75 52.50 26.75 89.33 89.33 84.00 90.67
COCO-Tree (Beam) 48.00 47.75 38.75 29.75 52.50 26.75 89.33 89.33 84.00 90.67

LLaVA-1.5

VQAScore 45.00 48.00 31.50 35.50 41.50 21.00 91.33 91.67 88.33 89.28
CCoT 46.50 47.50 32.50 34.50 40.00 20.00 91.33 91.67 88.33 89.42

COCO-Tree (Max) 55.00 46.50 40.50 45.00 42.50 28.50 94.33 92.33 88.67 90.24
COCO-Tree (Beam) 54.00 53.00 42.00 45.00 42.50 28.50 94.33 92.33 88.67 90.24

LLaVA-1.6

VQAScore 45.00 48.00 31.50 35.50 41.50 21.50 92.00 90.67 87.33 91.71
CCoT 45.50 48.00 32.00 35.50 42.00 22.00 91.33 90.67 86.67 92.28

COCO-Tree (Max) 59.00 54.00 49.50 43.00 42.50 25.50 96.00 94.67 92.67 93.85
COCO-Tree (Beam) 59.00 54.00 49.50 43.00 42.50 25.50 96.00 94.67 92.67 93.85

Table 4: Compositionality Performance of COCO-TREE (Ours) as compared to baseline strategy VQAScore (Lin et al., 2025)
and CCoT (Mitra et al., 2024). Note that the Max and Beam represent the path selection strategy as discussed above. The
performance is evaluated for 7 VLMs on 4 datasets - Winoground, EqBench, ColorSwap, and SugarCrepe.

compared to VQAScore which implies that the
context generated (scene graph) during the first
stage prompting is inaccurate and detrimental to
effective compositionality understanding. We re-
port the performance of COCO-Tree using the Max
and Beam path selection strategies as discussed in
Section 3:

• Winoground: For the LLaVA family of models
(Rows-1,2,6,7) and InstructBLIP-XXL (Row-5),
we observe COCO-Tree outperforms all base-
lines by an average of 5%. For the Qwen and
InternVL models, we observe performance gains
on all settings by an average of 2%.

• EqBench: We observe a consistent improvement
over all baselines across all models by an average
of 5-8% - a substantial improvement, demonstrat-
ing the efficacy of our approach.

• ColorSwap: Owing to the reduced complexity
of ColorSwap as compared to WinoGround and
EqBench, most models already achieve high per-
formance. COCO-Tree successfully improves
performance across all models, with an average

of 4-6%, a significant improvement on already
high numbers.

• SugarCrepe: The performance on SugarCrepe
benchmark is reported as the mean value of Text
Score over all sub-sets (Refer to Appendix for
detailed analysis). We observe that COCO-Tree
outperforms all baselines by about 2%. Note
that the performance on SugarCrepe is already
extremely high.

One peculiar result observed is the modest gains
on the image scores as compared to text and group
scores for COCO-Tree as compared to baselines.
This observation indicates that improved linguistic
reasoning alone cannot significantly improve the
Image selection task.
Detailed Performance on sub-sets: Next, we
report the results of the best-performing configu-
rations of COCO-Tree on the labeled subsets of
the Winoground dataset and SugarCrepe datasets
in the Appendix. We report the win rate of COCO-
Tree over baselines, i.e. subsets where perfor-
mance improves. We observe a 100% win rate on
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WinoGround and an 89% win rate on SugarCrepe.
Computation Cost Analysis. We compare the
computation cost of our method with approaches
in the ‘Multiple’ model setting. Note that we re-
quire access to only a small-scale LLM reasoner
(similar in scale to VLM). As compared to DSG
which uses a 3-stage process (Prompt, Tuple, Ques-
tion) our method uses only a 2-step process (tree
construction and scoring). As compared to CECE,
which requires inferences with a 70 billion param-
eter LLM, COCO-Tree uses an 8 billion parameter
LLM. The upper bound of time complexity is di-
rectly dependent on the number of concept nodes -
O(M ∗ S ∗ L).
Discussion around variable performance im-
provements across datasets: We attribute this
behavior to Dataset Complexity - Winoground and
Eqbench datasets require models to differentiate
between multiple highly semantic abstract enti-
ties, where decomposing and concept-tree mod-
eling help the most in improving understanding,
which is reflected in performance gains (5% gains
on Winoground and 10% on EqBench). However,
on datasets like SugarCrepe, where the images dif-
fer only on one single attribute, constructing a vast
concept tree yields relatively modest gains (1-2%)
on a very high off-the-shelf baseline performance.
This, in turn, implies that modern VLMs are good
at understanding compositionality in simpler cases
but less effective when image complexity increases.
The gains on complex datasets are a testament to
our approach. Additionally, newer state-of-the-
art VLMs (InternVL, Qwen) are pre-trained on
broader, more holistic datasets and can capture and
internalize semantic priors more effectively. On
these models, COCO-Tree still provides signifi-
cant refinement (2-5%). The performance jump
on older VLMs remains very high (10%) across
multiple datasets.

4.5 Ablation Studies
We utilize the Winoground dataset for ablation
analysis due to its challenging nature and smaller
size and test on two significantly different models -
LLaVA-1.5-7b and InstructBLIP-XXL.
Tree Hyperparameters. We report extensive
ablations around hyperparameters affecting the
concept-tree structure in Table 5 as compared to
baseline VQAScore. First, we report results of
varying depths of the concept tree exploration in
the fourth column, for tree depths from 1 to 3. We
observe that exploring the concept tree to a deeper

𝛃

𝛃

Text Score Image Score Group Score

Figure 3: Ablation study on the impact of composite score
hyperparameters α and β. The color gradient represents the
accuracy with deep Yellow being the maximum and deep Pur-
ple being the minimum scores. Top: LLaVA-1.5-7b, Bottom:
InstructBLIP-XXL.

depth increases the quality of concepts generated
and hence, improves performance across all VLMs.
In the next 3 columns, we explore the effect of the
splitting factor S, which controls the number of
children nodes for each node in the tree.

Model Task Base L S M

1 2 3 2 3 4 2 4

L-1.5
Text 44.50 46.00 46.75 48.25 47.75 48.25 48.25 48.25 48.50

Image 43.75 42.00 43.50 44.50 43.25 44.50 44.50 44.50 44.75
Group 29.25 33.25 34.25 35.00 34.00 35.00 35.00 35.00 35.25

I-BLIP
Text 41.50 39.50 44.25 48.00 40.50 48.00 48.00 48.00 48.50

Image 41.25 42.50 45.25 47.75 45.00 47.75 47.75 47.75 48.00
Group 27.75 34.50 35.75 38.75 34.00 38.75 38.75 38.75 39.00

Table 5: Effect of depth, split factor S, and caption splits M
on Winoground. We evaluate on two models - LLaVA-1.5-7b
(L-1.5) and InstructBLIP-XXL (I-BLIP).

We observe that increasing S improves perfor-
mance before plateauing. Next, we report the ef-
fect of M representing number of morphological
entities the caption is split into. We observe that
increasing M improves performance, but also in-
creases size of the tree by two orders of magnitude.
Composite Score Hyperparameters. Next, we re-
port the effect of α, which controls the effect of lin-
guistic relevance and β which controls the effect of
System-2 reasoning on the final output in Figure 3
for models - LlaVA-1.5-7b and InstructBLIP-XXL.
We observe that too low or too high of β degrades
performance, which is understandable as purely
System-1 or System-2 outputs do not capture the
fine-grained semantics for compositionality. We
also observe that intermediate values of α produce
the highest performance as both linguistic and vi-
sual references contribute equally to the prediction.

4.6 Interpretability Analysis
Lastly, we highlight that the selected concept path-
ways in our approach can be utilized to form a
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neurosymbolic rule. We utilize a large multimodal
model (GPT-4o) as the ‘judge’ to assign entailment
scores given a constructed rule. For example, the
highest scoring rule in Figure 1 is P={‘consuming
a snake’, ’snake in bird’s mouth’, ’a snake is be-
ing held by a bird’}. The rules are constructed
through the AND and OR operations and passed
through to the judge and an entailment score is
calculated. For instance, the AND rule takes the
form - “consuming a snake AND snake in bird’s
mouth AND a snake is being held by a bird =⇒
bird eats snake”.

We report the average entailment scores for the
Winoground and EqBench datasets in Table 6. We
consider 3 settings wherein only rules, only cap-
tion, the rules, and caption are fed into the judge
with and without an image. We observe that the
rule generated using our approach gives higher en-
tailment scores from the judge as compared to only
feeding in the caption with ∨ rules giving higher
confidence. This observation validates the inter-
pretability of the reasoning paths in the concept
tree. A visual description is shown in Figure 4. We
observe that both AND and OR rules are beneficial
over just captions in both with and without image
cases, with the OR rules showing better results.
This validates the quality of the concept pathway
and the constructed rule. We include more exam-
ples in the Appendix.

Winoground EqBench
w/o Image w/ Image w/o Image w/ Image

Only ∧ Rule 0.74 0.85 0.79 0.96
Only ∨ Rule 0.81 0.88 0.85 0.96
Only Caption 0.65 0.92 0.83 0.96
∧ Rule + Caption 0.91 0.98 0.98 0.99
∨ Rule + Caption 0.93 0.98 0.98 0.99

Table 6: We show the effect of rules, captions and a
combination of both in the confidence of entailment for
the Winoground and EqBench datasets.

Sanity Checking LLM outputs: To check
whether the LLM produces the required concepts
in the tree, we manually analyze a handful of ex-
amples as detailed in Figures 10 and 11 in the
Appendix. In Figure 11, the concepts generated
are: ‘the object is made of absorbent material’, the
towel is not on the ground’, ‘the person’s arms are
not moving in a throwing motion’ which are all cor-
rect concepts for predicting the caption question -
‘Person is holding a towel?’.
Possible Failure Cases: As in all LLM and VLM
studies, there is a distinct chance of some concepts
being hallucinated, which miss our heuristic fil-
tering process. On the other hand, there is also

Morphological Entities and 
Concept discovery Examples Final Rule Learned and 

Scores

the masked wrestler's hands are 
raised in victory --> the masked 
wrestler's fists are clenched above the 
unmasked wrestler

the masked wrestler's fist is making 
contact with the unmasked wrestler's 
face --> the masked wrestler's fist is 
hitting the unmasked wrestler's nose

the unmasked wrestler is upright with 
arms raised --> the unmasked 
wrestler's hands are not on the mat

Prediction = 0.97,
 'the masked wrestler is punching 
the unmasked wrestler', [0.99, 
0.84]
 'the unmasked wrestler is upright 
with arms raised', [0.99, 0.88], [' 
the masked wrestler's fist is 
making contact with the unmasked 
wrestler's face', [0.99, 0.91]

Final Prediction =0.28, 
“the person with earrings is 
holding a wallet or purse after 
the transaction', [0.15, 0.85], 
“the person with earrings is 
standing behind a counter', 
[0.02, 0.96], 'the person without 
earrings is facing the counter', 
[0.19, 0.88]

Masked wrestler hits 
unmasked wrestler?

Person with earrings 
is paid?

the person with earrings hands over a 
wallet --> the person with earrings 
drops a wallet into the person without 
earrings' hand

 the person with earrings is holding a 
bag --> the person with earrings is 
holding a bag in front of their chest

the person without earrings holds a 
receipt in their hand --> the person 
without earrings is holding a receipt

Images and Captions

Figure 4: The reasoning pathway for two randomly chosen
test samples from the Winoground dataset using LLava-1.5-
7b. Prediction scores represent the reasoning path probability
of a positive and a negative sample.

a possibility of VLM incorrectly attributing the
presence and/or absence of a concept in an image
with high certainty. Due to the Composite Vision-
Language Score, the LLM and VLM scores are
balanced. We also discuss some cases around the
hallucination of the VLM and LLM components
individually, and how COCO-Tree handles these
cases in the Appendix.

5 Conclusion

In this work, we introduced (COCO-Tree), a novel
framework that augments low-resource VLMs by
incorporating neuro-symbolic concept trees de-
rived from LLMs. Our approach not only im-
proves compositional generalization but also pro-
vides interpretability by offering explicit rationales
for model predictions. Empirical evaluations on
Winoground, EqBench, ColorSwap, and Sugar-
Crepe benchmarks demonstrate that COCO-Tree
significantly enhances compositional reasoning,
yielding an average improvement of 10% across
multiple open-source VLMs. These findings high-
light the potential of synergizing VLMs with LLMs
to overcome compositional limitations.
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Limitations

(1) Hallucinations: As with all LLM-related re-
search work, COCO-Tree can suffer from ill effects
of hallucination. As each node in the concept tree
is generated by a frozen LLM, spurious or irrele-
vant concepts can be introduced and subsequently
weighted into the final score, occasionally degrad-
ing accuracy or producing brittle, self-reinforcing
failure cases. (2) Resource utilization: although
the 8B LLM is modest by today’s standards, main-
taining multiple VLM feature maps plus a breadth-
concept tree in memory scales exponentially, and
limits edge deployment. (3) Inference-time com-
plexity: the joint search explores textual branches
and runs a forward pass on the VLM for each
candidate, yielding relatively large compute uti-
lization which can be impractical for some users.
Future work will explore refining COCO-Tree’s
neuro-symbolic structures to further boost compo-
sitional understanding and extend its applicability
to broader vision-language tasks. (4) Composi-
tionality datasets are currently designed primarily
to identify relations between two entities. Even
though our method is generalizable to an arbitrary
number of entities, it is possible that it can under-
perform.
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Appendix

A Detailed Dataset Description

Winoground (Thrush et al., 2022) consists of 400
data points, each data point consisting of 2 semanti-
cally opposite images sampled from Getty Images.
The captions are structurally similar but semanti-
cally opposite (as shown in Figure 1. In addition,
each data point also consists of a tag that describes
the high-level description of the type of captions
and/or attributes in the image. These are - Object,
Relation, and Both. For some data points, an ad-
ditional tag labeled as ‘Symbolic’ and ‘Pragmatic’
is also present which signifies whether the content
in the caption can be directly seen in the image
(Symbolic) or not (Pragmatic).
EqBench (Wang et al., 2023): The EqBench
dataset consists of data points with pairs of im-
ages with ‘minimal visual semantic changes’. The
images are sampled from both a video library and a
synthetic image generator engine covering diverse
image domains. The minimal changes in the im-
ages include pairs with accurate semantic changes
in action, location, and attributions.
ColorSwap (Burapacheep et al., 2024) The Color-
Swap dataset consists of 1000 Winoground-style
quadruplets focused on colour-to-object binding,
built from 2 000 diffusion-generated images with
human verification. Each caption pair is lexi-
cally identical except for swapped color adjectives,
creating minimal word-order contrasts. Provides
2000 positives and 2000 color-swapped hard nega-
tives. It benchmarks whether models can correctly
ground colors to objects and respect word order.
SugarCrepe (Hsieh et al., 2023): The SugarCrepe
dataset consists of 7512 COCO-2017–derived
image–caption examples; each gives one pos-
itive caption and an LLM-generated, fluent
hard negative. Hard negatives span seven edit
categories (REPLACE-OBJ/ATT/REL, SWAP-
OBJ/ATT, ADD-OBJ/ATT), probing fine-grained
compositionality. Adversarial refinement elimi-
nates annotation artifacts, driving blind text models
to random-chance (50%) accuracy.

B Detailed Model Descriptions

• InstructBLIP-Flan-T5-XXL (Dai et al.,
2023) is a multimodal AI model designed for
vision-language tasks, integrating the BLIP-
2 (Bootstrapped Language-Image Pretrain-
ing) (Li et al., 2023) framework with Flan-

T5-XXL, a powerful text-to-text transformer
from Google’s Flan-T5 series (Chung et al.,
2022).

• Llava-1.5 (Liu et al., 2024) is an advanced
vision-language model (VLM) that integrates
LLaMA (Dubey et al., 2024) with a visual
encoder for multimodal understanding. It
uses improved visual encoders based on CLIP
(Radford et al., 2021) and instruction tuning
to generate more context-aware and detailed
responses. We utilize the 7 billion parameter
version for all experiments.

• Llava-1.6 (Llava-Next) (Team, 2024) is the
next iteration of the LLava-1.5 family of mod-
els utilizing a stronger image encoder and
diverse multimodal training data. Llava-Next
uses an instruction-tuned LLM framework
built on Llama models. In our experiments,
we utilize the 7 billion version built on top of
the Vicuna (Chiang et al., 2023) model.

• Qwen2-VL-7B (Yang et al., 2024) extends
the Qwen-2 language family with a dual-
resolution vision encoder and gated cross-
modal fusion. Multi-stage instruction tun-
ing—captioning, VQA, and conversational
steps—equips the 7 billion parameter model
with strong zero-shot reasoning and ground-
ing capabilities while keeping GPU memory
use modest.

• InternVL-2.5-8B (Chen et al., 2024) com-
bines an 8 billion parameter InternLM-2.5
backbone with a ViT-G/14 image encoder
and dense cross-attention bridges. Progres-
sive contrastive pre-training followed by in-
struction tuning yields state-of-the-art perfor-
mance on captioning, grounding, and region-
level understanding tasks.

C Prompt Templates

To ensure reproducibility, we give the exact prompt
templates for the concept tree construction func-
tions FSMD in Figure 5 and FRCE in Figure 6. In
addition, the prompt templates to compute VS are
detailed in Figure 7 and LS is detailed in Figure 8.

D Salient Details on Composite Score

We compute the probability of a VLM for a cap-
tion P by transforming the caption into a binary

2708



question. Assume F̂V LM [t] denote the output log-
its for a VLM FV LM and a token t, the probability
is calculated as:

PV LM (“yes”|I, C) =
eF̂V LM [“yes”]

eF̂V LM [“yes”] + eF̂V LM [“no”]

(11)
Similarly, for an LLM calculating entailment

between two phrases, assume F̂LLM [t] denote the
output logits for a FLLM and a token t, the proba-
bility is calculated as:

PLLM (“yes”|C1, C2) =
eF̂LLM [“yes”]

eF̂LLM [“yes”] + eF̂LLM [“no”]

(12)
The Composite Score calculations utilize the prob-
ability PLLM and PV LM as discussed.

E Robustness of COCO-Tree and
Composite Score under Model
Hallucinations

COCO-Tree is robust enough to handle multiple
error cases. We identify two sources of possible
errors due to hallucinations: 1) the LLM generates
concepts that are never encountered in the image,
and 2) the LLM does not generate a prominent con-
cept present in the image if the caption information
is sparse. We solve both problems through the
Composite Scoring mechanism, which balances
the impact of both LLM and VLM scores on each
node (Equation 7), and the Dynamic System-2 in-
tegration mechanism, which balances the impact
of the concept tree on VLM outputs (Equation 8).
We provide more details below:

Composite Scoring balances LLM and VLM
scores: Assume for an image, an ideal relevant
concept is generated by the LLM, making its Lin-
guistic Score = 0.99, while it is never found in the
image, making its Visual Score = 0.01. If we only
consider the VLM output, this concept would never
be utilized for prediction. However, our Com-
posite Score (assuming α = 0.6,1 − α = 0.4)
would bring the concept node’s weight value to
0.99 ∗ 0.6 + 0.4 ∗ 0.01 = 0.594, an intermediate
value that would bring it into consideration of po-
tential reasoning paths. With our proposed beam
search approach, this concept has a high likelihood
of being considered in one of the reasoning path-
ways (the typical concept node’s composite score is
between 0.5−0.8, highlighting the effectiveness of
composite scoring and COCO-Tree’s beam search
method. Note that the effective scoring depends

on the aggregation of the scores for the entire path,
so there is a negligible possibility of a completely
hallucinated path.

Dynamic System-2 integration balances
concept-tree’s output: Let’s consider the flip
case, where the LLM completely misses a con-
cept present prominently in the image, i.e., the
concept node does not exist in the tree. As COCO-
Tree aggregates the final output prediction as a
weighted sum of VLM-only output and concept-
tree output balanced by (Equation 8), such a con-
cept would contribute heavily to VLM’s prediction
performance, improving prediction performance.
Finally, as discussed in Section 4.6, our selected
neurosymbolic pathway provides one possible ex-
planation for a given sample.

In addition, we would also like to point out that
hallucinations in generating concept-trees are also
constrained during the node discovery procedure
by grounding the generation to the root of the tree
(i.e., the caption) (Refer Section 3.2) and ensuring
each discovered concept node is entailed by the
root node.

F Human Study to Test Concept
Discovery

We perform a 100-sample human study with 10 dif-
ferent humans, each of whom is given 10 samples
sampled from each layer of the concept tree from
the Winoground dataset. We ask every participant
2 questions for each concept - Q1: ‘Given {concept
node}, do you think it may happen simultaneously
with {root node} or not related at all?’ and Q2:
‘Given {concept node}, do you think it is similar to
{parent node} or not related at all?’. We report the
% Yes answers for both questions averaged across
10 participants: We observe that the non-relation

Root Node (Q1) Parent Node (Q2)

74% 79%

(i.e. semantic drift) increases more from the root
node than the parent node.

G Pseudocode for COCO-Tree

We provide the pseudo-code for generating concept
trees in Algorithm 9.
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H Statistical Significance Testing for
COCO-Tree

We run two statistical significance tests to ascertain
the improvements by COCO-Tree over all base-
lines. We report the Wilcoxon Signed Rank test
across all models as compared to baselines in Ta-
ble 7.

Model ∆ Mean (pp) Wilcoxon W p-value

LLaVA-1.5-7B +8.09 0 0.002∗∗

LLaVA-1.6-7B +6.34 1 0.004∗∗

Qwen-7B +2.76 6 0.027∗

InternVL-8B +1.60 0 0.012∗

InstructBLIP-XXL +5.36 0 0.002∗∗

LLaVA-1.5 +4.88 0 0.002∗∗

LLaVA-1.6 +6.47 0 0.002∗∗

Table 7: Wilcoxon signed-rank test comparing COCO-
Tree (Beam) to CCoT for each VLM, ∗∗ significant at
p < 0.01.

I Additional Results on sub-sets

We report the results of two VLMs - LLaVA-1.5-
7b and InstructBLIP-XXL on the labeled sub-sets
of the Winoground dataset in Table 8. We observe
a win rate of 100% on Winoground and 86% on
SugarCrepe as shown in Table 9.

J Additional Visual Results

Figures 10 and 11 show additional visual examples
demonstrating the candidate rules.

Prompt template for FSMD

You are a helpful chatbot. Divide the cap-
tion into M smaller independent statements
which entail the caption based on Subject
and Object. Caption: {C}. The output for-
mat is:
1. Subject 2. Object
Assistant:

Figure 5: Prompt template used to generate morpholog-
ical entities for function FSMD using an LLM.

Prompt template for FRCE

You are a helpful chatbot. List {S} binary
visual concepts to verify the {nl

i}. Ensure
the outputs are possible for {C}. Answer in
small phrases and focus on verifiable things
like objects, locations, actions, etc. Output
format is: 1. xxx 2. xxx 3. xxx 4. xxx 5.
xxx.
Assistant:

Figure 6: Prompt template used to discover concepts
for function FRCE using an LLM.

Prompt template for VS

"<image> {I} Does this figure show: C?
Please answer Yes or No."

Figure 7: Prompt template used to calculate Visual
Score VS using a VLM.

Prompt template for LS

"Given we observe {C1}. Is it possible
{C2}? Answer yes or no. Assistant: "

Figure 8: Prompt template used to calculate Linguistic
Score LS using an LLM.

2710



Figure 9: Pseudo-code for concept-tree generation using COCO-Tree.

Object Relation Both Symbolic Pragmatics

Model Method Text Image Group Text Image Group Text Image Group Text Image Group Text Image Group

LLaVA-1.5-7b VQAScore 45.39 46.10 29.08 42.06 42.49 28.76 61.54 42.31 34.62 39.29 32.14 17.86 70.59 41.18 35.29

LLaVA-1.5-7b CCoT 46.49 46.10 31.21 42.06 42.49 28.76 61.54 42.31 34.62 39.29 32.14 17.86 70.59 41.18 35.29

LLaVA-1.5-7b COCO-Tree 48.23 46.10 33.33 48.07 45.06 36.05 61.54 46.15 34.62 57.14 46.43 35.71 70.59 41.18 35.29

InstructBLIP-XXL VQAScore 44.68 49.64 32.62 36.05 34.76 22.75 73.08 53.85 46.15 35.71 32.14 25.00 29.41 41.18 23.53

InstructBLIP-XXL CCoT 44.68 49.64 32.62 36.05 34.76 22.75 73.08 53.85 46.15 35.71 32.14 25.00 29.41 41.18 23.53

InstructBLIP-XXL COCO-Tree 46.81 48.94 39.72 48.07 46.35 38.20 73.08 53.85 46.15 57.14 50.00 46.43 29.41 41.18 23.53

Table 8: Comparison of Compositionality task performance in subsets of the Winoground dataset on LLava-1.5-7b
and InstructBLIP-XXL. COCO-tree gets a win rate of 100%.

Model Method add_att add_obj replace_att replace_obj replace_rel swap_att swap_obj Mean

LLaVA-1.5-7B

VQAScore 80.25 92.00 93.50 97.75 82.25 85.50 80.33 87.36
CCoT 81.25 92.85 94.50 97.95 84.25 84.75 84.33 88.55

COCO-Tree (Max) 82.25 94.85 95.50 97.95 86.25 84.75 85.33 89.84

InstructBLIP-XXL

VQAScore 89.50 93.00 91.75 98.50 85.50 89.25 82.02 90.36
CCoT 89.50 93.00 91.75 98.50 85.50 90.25 84.02 89.74

COCO-Tree (Max) 90.25 93.50 91.75 98.50 85.50 89.00 82.02 90.67

Table 9: Compositionality Performance of COCO-TREE (Ours) as compared to baseline strategy VQAScore (Lin
et al., 2025) and CCoT (Mitra et al., 2024) on the sub-sets of SugarCrepe dataset. Note the Max and Beam represent
the path selection strategy as discussed above. We observe that COCO-Tree outperforms baselines in all cases
except ‘swap_att’ implying a win rate of 85%.
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Morphological Entities and 
Concept discovery Examples Final Rule Learned and 

Scores

'the person is not contacting'-->
'the person is not standing near the 
open door'-->'the person is not 
touching the door handle'

'the person is not touching the table in 
front of them'->'the person is not 
touching the door handle' 

'the person is not standing in the 
doorway', -> 'the person is not 
touching the doorframe'

Prediction = 0.85,
 "the person's hand is on the box", 
[0.99 0.61], "the person's fingers 
are gripping the box", [0.99, 0.61], 
["the person's hands are in contact 
with the box's surface" [0.99, 0.74]

'the person is holding the box' 
[0.99, 0.91], “'the person is holding 
the box'[0.99, 0.91], "the person's 
hand is holding the box", [0.99, 
0.89]

Final Prediction =0.91, 
“the person is holding a laptop”, 
[0.89, 0.97], "the person's hands 
are on the laptop", [ 0.98, 0.86], 
'the rectangular object has a 
screen attached ', [0.99, 0.95]
'the person is holding a laptop', 
0.89 0.14], "the object is in front of 
the person's body", [0.88, 0.88], 
"person's fingers are visible on 
laptop's surface" [0.98, 0.49]

Person is not touching 
the table?

The person is holding 
the laptop which is in 
front of him/her?

'the person is holding a rectangular 
object' →  'the person is holding a 
rectangular object in front of them' 
→"the person's hands are wrapped 
around the object"

the laptop is on the person's lap → the 
laptop is in front of the person' → “the 
person's fingers are wrapped around 
the laptop's edges”

Images and Captions

Figure 10: Examples demonstrating candidate tree paths and final neurosymbolic rules.

Morphological Entities and 
Concept discovery Examples Final Rule Learned and 

Scores

‘the person is holding the towel in their 
hands' →  'the person is holding the 
towel' → the towel is in front of the 
person's body"

‘the person's hands are visible above 
the towel’ → ‘the person's hands are 
visible’ → ‘the person's hands are 
visible below the towel’

Prediction = 0.78,
 the object is made of absorbent 
material' [0.98, 0.55], the towel is 
not on the ground' [0.94, 0.78], 
‘the person's arms are not moving 
in a throwing motion’ [0.96, 0.85]

the person is not holding the towel 
[0.95, 0.60], the person's hands 
are not on the towel, [0.99, 0.74], 
"the person's hand is not grasping 
the towel", 0.99, 0.65]

Final Prediction  = 0.95, 

the person's fingers are in contact 
with the cup/glass/bottle's handle", 
[0.98, 0.84], the person's mouth is 
near the cup/glass/bottle", [0.98, 
0.95], the glass is positioned near 
the person's mouth, [0.99, 0.94]

Person is holding a 
towel?

The person is holding 
and drinking from the 
cup/glass/bottle which 
is in front of him/her.?

the person's hand is wrapped around 
the cup→ the cup is in front of the 
person → the person's fingers are 
visible on the cup's surface", 

the cup is in front of the person → the 
cup is in front of the person's face, → 
the person's hand is moving towards 
their mouth

Images and Captions

Figure 11: Examples demonstrating candidate tree paths and final neurosymbolic rules.
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