Definition Generation for Word Meaning Modeling:
Monolingual, Multilingual, and Cross-Lingual Perspectives

Francesco Periti
KU Leuven - Flanders Make

francesco.periti@kuleuven.be

Haim Dubossarsky
Queen Mary University of London
h.dubossarsky@gmul.ac.uk

Abstract

The task of Definition Generation has recently
gained attention as an interpretable approach
to modeling word meaning. Thus far, most
research has been conducted in English, with
limited work and resources for other languages.
In this work, we expand Definition Generation
beyond English to a suite of 22 languages and
evaluate Llama-based models within a mono-
lingual, multilingual, and cross-lingual set-
ting. Our experiments show that monolingual
fine-tuning consistently outperforms pretrained
baselines, with the largest gains observed in
languages with lower initial performance; and
that multilingual fine-tuning does not consis-
tently improve performance on the individual
fine-tuning languages. Our cross-lingual evalu-
ation reveals that models fine-tuned on a single
language typically lose the ability to generate
definitions in other languages, whereas mul-
tilingual models exhibit robust generalization
even to languages unseen during fine-tuning.

1 Introduction

Recent advances in text generation have opened
up new opportunities for modeling word meaning.
Moving beyond the traditional reliance on word em-
beddings (Camacho-Collados and Pilehvar, 2018),
the research community is now shifting toward an
interpretable approach to modeling word meanings
through the Definition Generation task (Periti et al.,
2024). The premise underlying this shift is that gen-
erative language models can serve as interpreters of
meaning, providing roughly equivalent sense def-
initions for word occurrences that share the same
meaning across different contexts.

The task of Definition Generation is as follows:

Given a target word w and an example usage e, the
goal is to generate a natural language definition d that
is grammatical, fluent, and faithful to the meaning of
the target word w as used in the example usage e.
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Until now, as with other Natural Language Pro-
cessing tasks, Definition Generation has exhibited
a strong bias towards English, with only limited re-
search, benchmarks, and models available for other
languages (Fedorova et al., 2024b).

In this work, we address this multilingual gap
by extending research on word meaning model-
ing through Definition Generation to a suite of 22
different languages.

We start by evaluating Large Language Mod-
els (LLMs) in a monolingual setting, fine-tuning
and testing them on the same language. In our ex-
periments, we focus on Llama models as a case
study, but the analysis method can be applied to
other models. Our results show that fine-tuned
models consistently outperform their pre-trained
baselines, and that languages with lower baseline
performance benefit the most from monolingual
fine-tuning, regardless of fine-tuning data size.

We then explore how multilingual fine-tuning
across multiple languages simultaneously can en-
hance performance over the individual training lan-
guages. Our evaluation indicates that fine-tuning
models on multiple languages does not consistently
improve performance on the individual fine-tuning
languages. Notably, Slavic languages tend to be
negatively affected by cross-family fine-tuning,
whereas Germanic languages benefit from greater
language diversity.

Finally, we examine the cross-lingual transfer
capabilities of fine-tuned models on languages not
encountered during fine-tuning, offering valuable
insights for low-resource and cross-lingual scenar-
ios. We observe that models fine-tuned on a single
language often lose the ability to generate defi-
nitions in other languages. In contrast, models
fine-tuned on a multiple language consistently gen-
erate definitions in the target language, even for
languages not seen during fine-tuning.

By expanding Definition Generation to multi-
ple languages, we foster innovation across diverse
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research communities and unlock concrete appli-
cations across several fields. For example, in lexi-
cography, it can automate the drafting of dictionary
entries, offering linguists editable definitions that
reflect contemporary usage beyond manual corpus
analysis (Barrios et al., 2009). In language learning,
generated definitions offer learners simple, acces-
sible explanations tailored to their target language,
which can potentially be adjusted for proficiency
levels (Yuan et al., 2022). In sociolinguistic re-
search, Definition Generation enables the study of
regional, social, or diachronic variation in word
meanings across different communities or time pe-
riods (Giulianelli et al., 2023).

2 Experimental setup

Data. Inspired by prior work on Definition Mod-
eling (Kabiri and Cook, 2020), we adopt Wik-
tionary as the primary resource for Definition Gen-
eration in our work. Wiktionary is a web-based
collaborative project led by the Wikimedia Foun-
dation, aimed at creating a free-content dictionary
across multiple languages. In particular, we utilize
Dbnary (Sérasset, 2015; Sérasset, 2012), a struc-
tured linguistic resource derived from Wiktionary,
as it provides a pre-filtered and structured dataset
that facilitates the collection of training and evalua-
tion data across different languages.

Dbnary provides separate data dumps for each
language edition of Wiktionary it extracts from.
Each language’s data is available as a distinct Turtle
file, stored using the OntoLex model (McCrae et al.,
2017), and can be downloaded individually. In our
work, we then used SPARQL to collect data in a for-
mat compatible with existing Definition Generation
datasets for all available languages. Specifically,
each data entry consists of a target word w, an ex-
ample usage e, a sense definition d. Appendix C
provides an example of the dataset structure.

We filtered out all instances where any of the
three components were missing. For each language,
we randomly split the dataset as follows: 75% for
training (Train), 5% for validation (Dev), and 20%
for evaluation (Test). The Test sets was further
divided into two subsets: Seen Test, contains ex-
amples e (distinct from those in training) for target-
definition (w-d) pairs that were already present in
the training data; Unseen Test, contains examples
for target words that did not appear during train-
ing, ensuring an evaluation setting that assesses the
model’s ability to generalize to novel words and

word meanings (Fedorova et al., 2024b).!

Dbnary is updated each time a new Wiktionary
dump is made available by the Wikimedia foun-
dation. To ensure reproducibility, we release our
Train, Dev, and Test sets for each language on Hug-
ging Face. Additionally, we make publicly avail-
able the code used for downloading and process-
ing Dbnary in GitHub allowing future research to
extend our dataset with additional examples and
languages.”

Models. LLMs are currently at the forefront of
text generation, with an increasing number of mod-
els being developed and made publicly available.
Selecting which models to evaluate for Definition
Generation across multiple languages is a key chal-
lenge, particularly because the number of evalua-
tions is proportional with both the number of se-
lected models and the number of languages tested.

In our work, we focus on decoder-only trans-
former models from the open-weight Llama fam-
ily (Meta, 2024, 2023). In preliminary evaluations,
we explored models pre-trained or fine-tuned on
individual languages, but they consistently under-
performed compared to Llama models (see Ap-
pendix G). As a result, we opted to proceed exclu-
sively with Llama models, as recent experiments
have revealed that Llama possesses impressive mul-
tilingual capabilities (Yuan et al., 2024). In partic-
ular, we focus on the chat versions, which have
already been optimized to generate responses that
adhere to specific instruction prompts.

To adapt Llama for Definition Generation, we
performed multiple rounds of fine-tuning, which
we describe in the following section. Regardless of
the specific Train data used, we adopted parameter-
efficient fine-tuning, implemented as Low-Rank
Adaptation (LoRA) (Hu et al., 2022), to reduce
computational and storage costs. Following Per-
iti et al. (2024), we fine-tuned Llama2Chat? and
Llama3Instruct* models.

The fine-tuning process was performed using
cross-entropy loss, computed over all tokens for 50
epochs. We employed a batch size of 40, a maxi-
mum sequence length of 300 tokens, and sequence
packing (Kosec et al., 2021) to optimize training
efficiency by processing multiple samples simulta-
neously. To prevent overfitting, we applied early

! Like Unseen Test, Dev contains examples for target words
that did not appear in Train. 2 Please find our models
and datasets on Hugging Face, the code on GitHub, and the
model-generated outputs on Zenodo. * Llama-2-7b-chat-hf

* Meta-Llama-3-8B-Instruct
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Figure 1: BERTScore, BLEU, and xCOMET scores for the monolingual setting. We report the performance of the
fine-tuned Llama2Chat and Llama3Instruct models on both Seen and Unseen Test sets. For the baseline (pre-trained
Llama3Instruct), performance is reported only on the Unseen Test set, as no fine-tuning was conducted. For

Malagasy, no Seen Test set is available.

stopping based on ROUGE-L (Lin, 2004), com-
puted on the Dev set. Instruction prompts for the
sets of models and further fine-tuning details are
provided in Appendix F.

Evaluation. To assess the performance of our
models, we use a range of standard Natural Lan-
guage Generation metrics. Specifically, we apply
both lexical overlap and semantic similarity metrics
to evaluate the quality of the generated definitions
in comparison to the reference Dbnary definitions
in both the Seen and Unseen Tests.

As for lexical overlap metrics, we use BLEU (Pa-
pineni et al., 2002), NIST (Doddington, 2002),
SacreBLEU (Post, 2018), ROUGE-L (Lin, 2004),
and Exact Match. For semantic metrics,
we use BERTScore (Zhang et al., 2020) and
xCOMET (Guerreiro et al., 2024).

Our analysis in Figure 5 indicates strong correla-
tions among these metrics, making it redundant to
report all of them in the main text. Therefore, we
only report BLEU (lexical overlap-based, distinct
from ROUGE-L used in fine-tuning), BERTScore
(which measures semantic similarity by leveraging
contextualized embeddings from pre-trained trans-
former models), and XCOMET (a learned metric
for cross-lingual and semantic similarity, which en-
ables semantic comparisons in both monolingual
and cross-lingual evaluations). Full results, includ-
ing additional metrics, are provided in Table 6.

3 Monolingual Definition Generation

For each language considered, we fine-tuned a dif-
ferent monolingual LoRA adapter on the Train set

of that specific language. We then evaluated each
model on the Seen and Unseen Test of the same
language and compared its performance to the pre-
trained Llama3Instruct model, considered as the
baseline. For the pre-trained Llama2Chat, the gen-
erated responses were empty for all the languages
considered and thus, instead of prompt engineering,
we excluded it as a baseline.

Figure 1 summarizes the evaluation using BLEU,
BERTScore, and xCOMET. In the discussion, we
primarily focus on BERTScore, offering only gen-
eral observations on the other metrics and leaving
their detailed interpretation to the reader. Addi-
tional results for fine-tuned models are presented in
Table 6, and the complete set of results is provided
as supplementary material.

In general, and consistent with prior work, we ob-
tained medium to high performance (depending on
the language) on semantic measures (BERTScore
and xCOMET), suggesting good quality in the gen-
erated definitions. In contrast, the lexical overlap
measure (BLEU) yielded lower scores, indicating
that the models often used different wording com-
pared to the reference definitions, which, however,
is not necessarily a negative outcome (see an exam-
ple in Appendix A).

Pre-trained Llama3Instruct. As expected, for
Llama3Instruct that serves as our baseline, we ob-
served high performance in BERTScore on Ger-
manic languages such as English (0.543) and Ger-
man (0.587), as well as lower performance on some
low-resource languages like Greek (0.399). Unex-
pectedly, we observed performance drops between
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Figure 2: Avg. performance (BERTScore, BLEU,
xCOMET) of the fine-tuned and pre-trained (baseline)
Llama3Instruct model, sorted by baseline performance.
Improvements from fine-tuning over Unseen Tests tends
to be smaller for languages where the baseline performs
better.

linguistically similar languages — for instance, on
Norwegian (0.320) and Danish (0.364), compared
to Swedish (0.607); and on Portuguese (0.449),
compared to Spanish (0.712). The gap between the
latter pair is notably reduced when assessed using
the XCOMET metric (0.492 vs. 0.486), suggest-
ing that a more comprehensive evaluation benefits
from incorporating multiple measures.

We also observed unexpectedly high perfor-
mance for Kurdish (0.714) and Malagasy (0.972).
However, for Malagasy, we attribute this to the low
quality of the data compared to other languages,
with most definitions being similar to each other,
even for different targets.

BLEU scores are generally much lower across all
languages, with values close to zero. We attribute
this, in part, to the pre-trained model’s verbosity
when generating responses. For instance, outputs
across languages often begin with phrases such as
The word {TARGET]) in this context refers to ...,
rather than providing concise definitions.

In contrast, XCOMET scores aligned more
closely with our expectations. For this metric,
we observed higher scores for widely spoken lan-
guages such as English (0.451), and lower for low-
resource languages such as Latin (0.241), as well
as for languages that use a different writing system,
such as Japanese (0.285).

Fine-tuned LLlama2Chat and .
Fine-tuned models consistently outperform the
pre-trained baseline across all languages, demon-
strating a good ability to generalize to unseen
words (Unseen Test) and unseen contexts (Seen
Test). We attribute this, in part, to the fine-tuned
model’s capacity to reduce verbosity by generating

responses in a dictionary-like style, and in part to
the improved accuracy of the definitions, which
helps minimize the hallucinations occasionally ob-
served in the pre-trained model.

By comparing the performance of the fine-tuned
Llama2Chat and Llama3Instruct models, we ob-
serve that their performances are very similar
across all languages, with Llama3Instruct perform-
ing slightly better on average. However, for certain
languages, such as Greek, Chinese and Japanese,
we also observe a substantial performance gap
in BERTScore and BLEU between the fine-tuned
Llama2Chat and the Llama3Instruct models (both
fine-tuned Llama3Instruct and baseline model),
suggesting that Llama3Instruct has been exposed
to significantly more data in these languages.® In-
terestingly, for few languages such as Swedish,
German, and Russian, we observed slightly but
consistently higher performance with fine-tuned
Llama2Chat than fine-tuned Llama3Instruct.

For all fine-tuned models, we observe a perfor-
mance drop on the Unseen Test sets compared to
the Seen Test sets for all languages, Catalan being
the only exception. We hypothesize that, similar
to Malagasy, the Catalan result is influenced by
the quality of definitions in Catalan, as we identi-
fied the presence of some trivial examples for verb
entries (see Appendix B).

Overall, our results indicate that fine-tuning
for definition generation is highly effective, even
for low-resource languages, with greater average
improvements observed in languages where the
baseline average performance was lower (see Fig-
ure 2). We did not find a clear correlation between
Train set size and performance.

We now focus on the performance of our fine-
tuned Llama3Instruct models. The highest values
for BERTScore on the Seen Test set are for German
(0.884), English (0.857), Latin (0.841), Swedish
(0.834), and Chinese (0.832). However, for the
Unseen Test set, a different set of languages has
the highest BERTScore, namely Kurdish (0.800),
Spanish (0.750), and Italian (0.702) followed by
German (0.696) and Latin (0.688).

For BLEU, we observed strong performance for
English (0.635) and German (0.631), followed by
Latin (0.505), Swedish (0.487), and French (0.465)
on the Seen Test set. However, performance on the

5 Meta (2024) (Llama3Instruct) report categorizing docu-
ments into 176 languages, whereas Meta (2023) (Llama2Chat)
mention only 27 categorized languages, with 8% of the pre—
training data consisting of documents in unknown languages.
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Unseen Test set remains considerably lower across
languages, but remain higher than the baseline.

Considering XCOMET, we observed the highest
scores for German (0.885 on Seen, 0.708 on Un-
seen) and English (0.832 / 0.637), followed closely
by Dutch (0.814 / 0.690) and Swedish (0.754 /
0.568), indicating consistently strong performance
across both test settings for these languages.

4 Multilingual Definition Generation

In this setting, we considered different combina-
tions of languages. First, we grouped the languages
into three language families: Romance (R), Ger-
manic (G), and Slavic (S). For each family, we
selected one set of languages to be used in this mul-
tilingual setting, and a different set for the cross-
lingual setting (see next section). To mitigate po-
tential biases due to differences in Train set sizes
across languages, we selected languages for the
multilingual setting such that it was possible to
randomly sample 13k training examples for each
language. We then evaluated the performance of
individual languages on their respective Unseen
Test sets. For the R and G families, we fixed sets
of three languages each, while for the S family, we
included only two languages, as no additional S
languages were available in our dataset.

In addition to individual language families, we
examined all possible combinations aimed at in-
corporating typologically diverse languages: R+G,
R+S, G+S, and R+G+S. We also included a com-
bination labeled All, which features languages
from other families, such as Greek, Kurdish, and
Japanese, in order to further enhance typological
diversity. All selected languages and their cor-
responding combinations are summarized in Ap-
pendix D.

For each combination, we fine-tuned a dis-
tinct multilingual LoRA adapter on the included
languages. Specifically, to save computations,
we fine-tuned Llama3Instruct exclusively as it
achieved higher average performance compared
to Llama2Chat in the monolingual setting.

By comparing the performance of the different
fine-tuned models, we examine whether includ-
ing languages from the same or different families
enhance or degrade performance, and whether in-
corporating a larger number of languages leads to
higher improvements. To quantify the multilingual
learning advantage (MLA), we compute the follow-

Multilingual Crosslingual
Code Family Train Test Test
R Romance ites fr ites fr laptca
G Germanic sv de en sv de en danonl
S Slavic plru plru -
R4G Romance + ites fr ites fr laptca
Germanic sv de en sv de en dano nl
R4S RomanFe + ites fr ites fr la pt ca
Slavic plru plru
G4S Germar}lc + sv de en sv de en danonl
Slavic plru plru
Romance + ites fr ites fr
. laptca
R+G+S Germanic + sv de en sv de en
. danonl
Slavic plru plru
Romance + ites fr ites fr la pt ca
Germanic + sv de en sv de en dano nl
All .
Slavic + plru plru -
Others elfikutrja elfikutrja zh mg It

Table 1: Language combinations used for the multilin-
gual and cross-lingual experiments. For each combina-
tion, we report the language family, the languages used
for training and testing in the multilingual setup, and
the languages used for cross-lingual evaluation. In the
cross-lingual setting, models are additionally tested on
all languages (even those from different families) that
were not used during fine-tuning.

ing aggregated quality measure:

ABLEU + ABERTScore + AxCOMET
3

MLA =

where A represents the relative change (i.e., ~L ;% )
in performance between the fine-tuned LoRA
model (i.e., z ) and the corresponding pre-trained
model (i.e., ). Relative change provides a nor-
malized, scale-invariant measure of improvement
or degradation, allowing fairer comparisons across
settings with different baselines. Thus, it is impor-
tant to note that the MLA represents the average of
three distinct percentages, and even relatively low
MLA values can capture meaningful differences in
performance.

A positive MLLA was observed for all languages,
with varying magnitude depending on the base-
line performance. Languages with higher baseline
scores, such as Italian (0.378) in Figure 2, showed
smaller gains in Figure 3 (i.e., 0.245) when fine-
tuned on their language family. In contrast, lan-
guages with lower baseline scores, such as Russian
(0.264), exhibited substantially larger gains (i.e.,
3.778). To account for this behavior and better iso-
late the effect of multilinguality, we set, for each
tested language x, the performance obtained with
the model fine-tuned on its respective language
family (i.e., A;) as the new baseline (where we po-
tentially expect higher gains; Chronopoulou et al.,
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Figure 3: A MLA of multilingual models for languages
included in their fine-tuning. For each language x, we re-
port below its label the absolute A MLA observed when
the multilingual model is trained only on its language
family (i.e., A;). The bar plot shows the improvement
or degradation (i.e., A,-A;) when the model is trained
on other language combinations y.

2023; de Vries et al., 2022; Lauscher et al., 2020)
and analyze the ML A across different multilingual
settings relative to it (i.e., A,). Figure 3 shows dif-
ferences A,-A, between family-based fine-tuning
and alternative multilingual configurations.

In our evaluation, we observed that multilin-
gual fine-tuning can yield either improvements or
degradations depending on the target language and
the languages included during training. This find-
ing challenges the common assumption that the
incorporation of more languages during training,
even within the same language family, consistently
leads to better performance on the training lan-
guages (Conneau et al., 2020). Recent studies align
with this observation, suggesting that while adding
related languages in multilingual fine-tuning may
boost performance for some target languages,
incorporating additional languages beyond an
optimally selected subset may cause negative
interference, reducing overall performance (Ni-
gatu et al., 2023; Dhamecha et al., 2021).

Findings after fine-tuning. For Italian and Span-
ish, performance remains relatively stable across
multilingual settings, with only minor performance
degradation. This indicates that the addition of
other languages does not significantly degrade per-
formance nor offers any substantial benefit. Specif-
ically, for Italian, adding languages from other fam-
ilies does not result in higher MLA. In contrast,
Spanish exhibits the highest ML A, indicating a
greater benefit from multilingual training.

French demonstrates clear improvements in the
R-only and All configurations, while performance
decreases when Germanic languages are introduced
(R+G). This suggests that typological similarity (as
in R-only) and greater language diversity (as in
All) can be beneficial, whereas competition from
high-resource Germanic languages (e.g., English
and German) may hinder performance.

For the Germanic languages, training exclusively
on other Germanic languages results in the lowest
performance. Swedish, in particular, performs best
when Romance languages are added (in the R+G
and R+G+S configurations), while the inclusion of
Slavic languages leads to lower results—both when
added alone and in combination with Romance.
This suggests that the improvements gained from
Romance languages may stem from the introduc-
tion of complementary syntactic and semantic vari-
ety, which helps balance the influence of dominant
languages like English and German.

German also improves when Romance lan-
guages are added (R+G), suggesting that certain
cross-family pairings are more synergistic than
same-family groupings. English achieves its high-
est scores in the All configuration, but the addition
of other language families all improve the perfor-
mance. As a high-resource language with signifi-
cant representation in pre-trained models, English
appears to be more robust when trained alongside
a wider variety of languages.

Polish experiences a notable performance drop
when trained with Germanic languages (G+S). This
suggests that the influence of dominant Germanic
languages, such as English and German, may over-
shadow Polish-specific features during training.

Unlike Polish, Russian does not appear to be
negatively affected by the inclusion of Germanic or
Romance languages (G+S, R+S, G+R+S); instead,
it maintains stable performance across all multilin-
gual configurations. We hypothesize that this may
be due, at least in part, to its robust representation
in the pre-training data.

Monoligual vs multilingual. A fair comparison
between monolingual and multilingual settings
would require retraining the monolingual mod-
els multiple times using controlled and equivalent
training sizes. While this would be desirable, it is
beyond the scope of this evaluation due to the sig-
nificant computational and resource costs involved.
However, for Italian and Spanish, we have a compa-
rable amount of language-specific data (13k exam-
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ples) in both monolingual and multilingual settings
and we can thus make a comparison.

For Italian (monolingual average performance:
0.422), we observe a significant drop in perfor-
mance across all multilingual configurations, rang-
ing from 0.358 (G) to 0.408 (R+G+S). This sug-
gests that the inclusion of languages from both
related and unrelated families may introduce inter-
ference rather than providing a beneficial signal.

In contrast, Spanish maintains relatively sta-
ble performance across multilingual settings, from
0.405 (G) to 0.471 (All), with only minor degrada-
tions compared to its monolingual average (0.471).
This indicates that the addition of other languages
does not significantly harm performance but also
provides limited benefit.

5 Cross-lingual Definition Generation

In this section, we investigate whether models fine-
tuned on individual languages (see Section 3) or
multiple languages (see Section 4) can transfer their
learned knowledge to other, unseen languages for
the task of Definition Generation.

As before, we compute BERTScore, BLEU, and
xCOMET values. Specifically, to assess cross-
lingual transfer from one trained language to an
unseen language, we use the relative change in
performance to measure improvements or degra-
dations relative to the pre-trained baseline on the
Unseen Test sets of the target language. Our results
are presented in Figure 6 (Appendix H).

In the following, we first summarize our re-
sults and findings for single-language training
(1-to-1 transfer) and then for multiple-language
training (many-to-1 transfer). In general, we be-
lieve that, in this setting, cross-lingual transfer
primarily involves task-specific knowledge rather
than linguistic features. This is because
Llama3lInstruct, as a large multilingual language
model, already encodes substantial information
across a wide range of languages. As such, we
expect this behavior to resemble few-shot learning
rather than traditional cross-lingual transfer.

1-to-1 transfer When analyzing the performance
of models fine-tuned on a single language, we ob-
served signs of language attrition (Gallo et al.,
2021). Language attrition refers to the decline of
active language abilities (e.g., generation) despite
the retention of passive skills (e.g., comprehension).
In our context, this manifests as the Llama3Instruct
model losing its ability to generate coherent defini-

tions in previously known languages after extensive
fine-tuning on a different one (see Figure 7).

Since this can lead to artificially low BERTScore
and BLEU scores (both of which rely on same-
language comparisons and may penalize outputs
generated in a language different from the refer-
ence) we focus our evaluation on XCOMET that is
designed for multilingual evaluation and remains
reliable even when the output and reference are in
different languages. We use the relative change in
xCOMET to measure improvements or degrada-
tions compared to the pre-trained baseline on the
target language’s Unseen Test set.

The observed relative change in xXCOMET
scores confirms our hypothesis: even when models
are fine-tuned on only a few hundred examples,
they still achieve notable improvements on unseen
languages. E.g., models fine-tuned on low-resource
languages such as Latin and Lithuanian demon-
strate improved performance on several other lan-
guages, despite their limited training data. These
findings are consistent with the results reported by
Yuan et al. (2024), who observed similar trends for
both full fine-tuning and LoR A-based fine-tuning.

Firstly, we note that training on almost any
donors language improves the performance on the
other languages, namely Greek (to a smaller ex-
tent), Japanese, Turkish, Chinese, Malagasy and
Lithuanian, further supporting the transfer of task-
specific knowledge rather than cross-lingual knowl-
edge. A few languages stand out: the fine-tuned
model on French degrades performance on all other
recipient languages. Swedish in turn is not bene-
fited from any language except to a very small
extent from fine-tuning on Lithuanian (0.086). In
contrast, German as a recipient benefits from al-
most all other languages (excluding Malagasy). Up
to 70% improvement occurs when training on Por-
tuguese, Danish, Kurdish and Lithuanian. English
in turn, though both a Germanic and high-resource
language like German, does not benefit equally and
often degrades in performance.

By analyzing the XCOMET relative change, we
observed that models fine-tuned on larger datasets
in a single language (e.g., English, German, French,
Russian) are more susceptible to forgetting other
languages. In contrast, fine-tuning on smaller
datasets (e.g., Japanese, Portuguese, and Norwe-
gian) can lead to improved performance on unseen
languages compared to the pre-trained baseline.

In general, models fine-tuned on a single lan-
guage exhibit stronger transfer to Germanic lan-
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guages, even when fine-tuned on a language from
a different family. In contrast, English, which is
associated with the largest amount of data in the
baseline pre-training, experiences the most severe
forgetting when fine-tuned on another language.

Fine-tuning on Malagasy leads to forgetting
across all Germanic, Romance, and Slavic lan-
guages. However, as noted in the previous section,
we found lower-quality data for this language and
report these results only for completeness.

Many-to-1 transfer In contrast to 1-to-1 trans-
fer, language attrition appears to be mitigated—or
even entirely avoided—in multilingual fine-tuning
settings, where the presence of multiple languages
helps preserve the model’s generation capabilities
across them (see Figure 7).

Models fine-tuned on multiple languages
consistently yield positive transfer across all
unseen languages, with the sole exception of
models trained exclusively on Germanic languages
and evaluated on Romance targets such as Italian,
Spanish, and Catalan. In these cases, cross-family
interference appears to hinder transfer, leading to
slight performance degradation.

Moreover, consistent with the multilingual set-
ting, increasing the number of training languages
does not necessarily result in better performance.
For example, the best improvement for Japanese
are obtained when the model is fine-tuned on a
combination of G+S languages, rather than on the
full R+G+S set.

We also note that German receives the highest
transfer benefits across several fine-tuning config-
urations, likely due to its strong representation in
the pre-trained model.

6 Related work

Word embeddings are the current standard for mod-
eling word meaning, but suffer from fundamental
limitations that motivate the exploration of alterna-
tive approaches. When fype embeddings are con-
sidered — assigning a single vector to each word —
the modeling suffers from meaning conflation defi-
ciency (Pilehvar, 2019), merging distinct senses
into a single representation and obscuring lexi-
cal ambiguity. Alternatively, when foken embed-
dings are considered — assigning a single vector
to each word occurrence — addressing polysemy
requires clustering techniques to distinguish word
senses. However, clustering tends to capture con-
textual variation rather than discrete semantic cate-

gories (Kutuzov et al., 2022), resulting in clusters
that are often noisy and difficult to interpret reli-
ably.

Definition Generation directly addresses these
challenges by replacing opaque vector-based rep-
resentations with explicit, human-readable defini-
tions. In the literature, the task is also referred to
as Definition Modeling (DM). However, these two
terms often refer to different formulations, with
the latter typically referring to the original ver-
sion of the task, which was proposed as a means
of interpreting the vector space of word embed-
dings (Noraset et al., 2017). DM was initially de-
fined as generating a natural language definition
given a target word embedding, with early works
primarily focusing on the interpretation of type em-
beddings (Washio et al., 2019; Bosc and Vincent,
2018).

The task addressed in this work instead follows
the sequence-to-sequence formulation introduced
by Ishiwatari et al. (2019); Gadetsky et al. (2018),
which aims to generate a sense definition given a
target word in context. Thus far, evaluations of
different approaches and models have primarily
been conducted for English (Periti et al., 2024; Giu-
lianelli et al., 2023; Bevilacqua et al., 2020), with
training and evaluation data extracted from English
WordNet and Wikipedia (Ishiwatari et al., 2019),
Oxford English Dictionary (Gadetsky et al., 2018),
Wiktionary (Mickus et al., 2022), and Urban Dic-
tionary (Ni and Wang, 2017).

Languages other than English, however,
have received relatively limited attention in this
context. Some studies have focused on Chi-
nese (Zheng et al., 2021), with particular empha-
sis on complexity-controllable definition genera-
tion (Yang et al., 2024; Yuan et al., 2022; Kong
et al., 2022). Also relevant to our work is the
research by Zhang et al. (2023), which investi-
gates the trans-lingual generation of definitions in
a target language for words in another language
— for example, generating English definitions for
Chinese words. Recently, Definition Generation
has gained popularity for semantic change detec-
tion (Periti and Montanelli, 2024; Periti et al., 2024,
Fedorova et al., 2024a; Giulianelli et al., 2023),
with new research focusing on Russian, Finnish,
and German (Fedorova et al., 2024b). Additional
languages that have been explored include Wolasto-
gey (Bear and Cook, 2021), Portuguese (Dimas Fur-
tado et al., 2024), Spanish (Rodriguez-Betancourt
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and Casasola-Murillo, 2023), Polish (Wojtasik
et al., 2023), and French (Mickus et al., 2020).
These works have typically concentrated on indi-
vidual languages rather than systematically inves-
tigating multiple languages or cross-lingual trans-
fer (Kong et al., 2020). Furthermore, a variety of
resources have been used to construct datasets for
the two settings of Definition Generation, making
it difficult to evaluate and compare performance
across different studies and languages.®

Generation approaches span a variety of model
architectures, reflecting both the evolving nature
of the task and broader progress in NLP. Early
work relies on RNN-based encoder—decoder mod-
els (Noraset et al., 2017), often conditioning the
encoder on additional contextual information. For
example, Ni and Wang (2017) use a dual-LSTM
encoder that incorporates both word-level context
and character-level representations of the target
word. With the advent of Transformers, later
work predominantly focuses on fine-tuning pre-
trained models such as MASS (Kong et al., 2022),
BART (Bevilacqua et al., 2020), M2M (Zhang
et al., 2023), Flan-T5 (Giulianelli et al., 2023), and
recently Llama (Periti et al., 2024). These studies
typically concatenate each usage example with a
prompt to describe the task, introduce lexical con-
straints, or control definition complexity. In our
work, we also focus on Llama models; however,
we expand Definition Generation across 22 lan-
guages, offering monolingual, multilingual, and
cross-lingual perspectives.

7 Conclusion

We presented the first large-scale study of Defi-
nition Generation across 22 languages, introduc-
ing a new benchmark based on Dbnary data and
a systematic evaluation of Llama-based models
fine-tuned via LoRA. Our evaluation spans mono-
lingual, multilingual, and cross-lingual settings. In
the monolingual setting, fine-tuning leads to sub-
stantial improvements over pre-trained baselines —
particularly for languages with initially low perfor-
mance — by producing concise, dictionary-style def-
initions and reducing hallucinations. In the multi-
lingual setting, we find that incorporating related or
typologically diverse languages can benefit certain
target languages (e.g., German and English), but
may cause negative interference for others (notably
6 A closely related work was published after the completion

of our study (Marrese-Taylor et al., 2025). Future work should
consider comparing our findings with their recent contribution.

Slavic languages when paired with Germanic ones).
Cross-lingual experiments reveal the presence of
language attrition following single-language fine-
tuning, whereas multilingual fine-tuning largely
preserves, and often improves, Definition Gener-
ation for unseen languages. In future work, we
plan to include human evaluations to complement
metric-based assessments and further refine defini-
tion quality. By releasing our data splits, code, and
fine-tuned adapters, we aim to facilitate research
on interpretable, multilingual modeling of word
meaning beyond English.

Limitations

By considering this study, the reader should keep
in mind a few limitations that might influence the
interpretation of our findings:

* Data quality variability: Our analysis re-
lies exclusively on data sourced from Wik-
tionary and Dbnary, both of which are prod-
ucts of collaborative efforts that combine man-
ual contributions and automated processes.
While these platforms are valuable, the au-
tomated processes may result in inconsisten-
cies and varying quality across some entries.
We expect a medium-to-high quality of data,
depending on the language, especially con-
sidering that Wiktionary has been previously
used for word meaning modeling tasks such
as Word-in-Context (Raganato et al., 2020),
Word Sense Disambiguation (Segonne et al.,
2019), and Definition Generation (Kabiri and
Cook, 2020). However, we anticipate higher
quality for more popular languages compared
to low-resource languages, which could intro-
duce variability in the strength of our analy-
sis. Despite this, we believe that the analysis
remains meaningful. Future studies should
consider incorporating manual annotations to
both quantitatively assess data quality and fur-
ther enhance it, thereby mitigating these is-
sues.

Biases in Evaluation Metrics: We did not
conduct human evaluation of the generated
definitions across languages. Instead, we
relied on widely used automatic evaluation
metrics for Natural Language Generation, in-
cluding both metrics based on lexical-overlap-
based and semantic similarity. However, when
dealing with languages other than English,
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such metrics may introduce biases, particu-
larly due to variations in language represen-
tation quality and the pre-training data of the
underlying models.

In particular, for BERTScore, one possible op-
tion was to use the same multilingual model
across all languages. While this would have
ensured a consistent evaluation setting, mul-
tilingual models often underperform on low-
resource languages due to their limited pres-
ence in the training corpus. To address this,
we opted to use monolingual BERT models
pre-trained specifically for each language, ex-
cept for Kurdish and Malagasy (see Table 6).
For Kurdish and Malagasy, we used XLM-
RoBERTa, as it has been trained on these
languages and no suitable language-specific
models were available. In the case of Kur-
dish, we also experimented with the KuBERT-
Central-Kurdish-BERT-Model (Awlla et al.,
2025); however, we encountered compatibil-
ity issues when using this model with the
BERTScore implementation. While this in-
troduces potential variability due to model
differences, we believe it offers a fairer and
more accurate evaluation for each language.

We also used xCOMET, a learned metric
based on XCOMET-XL (Guerreiro et al., 2024)
(a fine-tuned version of XLM-R (Conneau
et al., 2020)) which enables cross-lingual com-
parison. However, like other multilingual pre-
trained models, it may reflect biases rooted in
the uneven distribution of training data across
languages. In this study, we do not explicitly
account for these potential biases in model-
based metrics.

Scope of Parameter Evaluation: Given the
vast parameter space of LLLMs, conducting a
comprehensive evaluation of all possible con-
figurations is impractical. This study focuses
primarily on language as the main variable, de-
liberately excluding other influential parame-
ters such as temperature settings and decoding
strategies.

Single Language Model: Our experiments
are confined to the Llama model, chosen for
its strong performance across multiple bench-
marks. Incorporating additional LLMs could
have provided a more comprehensive under-
standing of model behaviors and performance

across diverse architectures. However, ex-
panding the scope to include multiple models
would have substantially increased the compu-
tational and analytical demands of the study,
rendering it unfeasible within our resource
constraints.

* Single prompt template: Throughout our
experiments, we employed a single prompt
template, translated into various languages.
While different prompts could yield varia-
tions in performance, prior research on Defi-
nition Generation with LLMs has tested mul-
tiple prompts and found that the highest re-
sults were obtained with the most reasonable
prompts, which also showed similar perfor-
mance (Giulianelli et al., 2023). Therefore,
we are confident that our findings remain valid
despite this limitation. Importantly, since we
applied the same prompt across all baseline
and fine-tuned models, any limitations related
to prompt selection affect all models equally,
ensuring the fairness of our comparative anal-
ysis between pre-trained and fine-tuned ones.
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A Example of paraphrastic definition
with low BLEU score

The following Turkish example illustrates how low
BLEU scores may result from paraphrasing rather
than poor output quality.

kiimes
(poultry house)

Ne kiimes de tavuk birakir mi, ne ahirda hayvan,
ne de agilda koyun. — H. R. Giirpinar

(There are neither chickens in the coop, nor animals in the barn, nor sheep
in the pasture. — H. R. Giirpinar)

target

example

definition (Mimarlik) Tavuk, hindi gibi evcil hayvanlarin,

barmmmasina yarayan kapali yer.
((Architecture) a closed space used for housing domestic animals such as
chickens, turkeys, etc.)

output Hayvanlarin barindig: ¢it veya duvarla cevrili yer,

arkag.

(A place surrounded by a fence or wall where animals are kept, a pen.)

In this example, the corresponding metric val-
ues for the definition generated by the fine-tuned
Llama3Instruct model are as follows: 0.000 for
BLEU, but 0.477 for xCOMET and 0.608 for
BERTScore.

B Abnormal improvement on Catalan

For all fine-tuned models, we observe a perfor-
mance drop on the Unseen Test sets compared to
the Seen Test sets for all languages, Catalan being
the only exception. We hypothesize that, similar to
Malagasy, the Catalan result is influenced by the
quality of definitions in Catalan, as we identified
the presence of some trivial examples, such as the
following:

target saberiva
(knew)
example  Forma algueresa per [ell/ella/voste] sabria.
(Algherese form for [he/she/you formal] sabria.)
definition Tercera

ersona del singular (ell, ella, voste)
del condicional del verg saber.

(Third person singular [he, she, you formal] of the conditional tense
of the verb saber.)

In such cases, the model outputs nearly the same
text as the example. We observed this undesirable
pattern only for some verb entries.

C Dataset overview

Table 2 provides an example of the dataset structure
while Figure 4 offers an overview of the amount
of data considered for different languages in our
work. As expected, more examples are available
for some languages (e.g., English) than for others
(e.g., Latin).

Target w

Example e

Definition d

EN | tea

Would you like some tea?

The drink made by infus-
ing dried leaves or buds in
hot water.

IT | pastasciutta

Mangiarsi un bel piatto di
pastasciutta ¢ uno dei pi-
aceri della vita.

(Gastronomia) pasta
alimentare solitamente e
principalmente composta
di grano tipica della
cucina italiana preparata
attraverso la bollitura, la
scolatura e il condimento.

FR | fromage

Par définition, les fro-
mages sont une forme de
conservation des deux con-
stituants insolubles du lait,

Aliment moulé, obtenu a
partir de la coagulation du
lait suivie ou non de fer-
mentation.

la caséine et la matiere
grasse. [...]
Bes cayina davetliydik.

TR | cay Cayla birlikte ufak tefek
seyler ikram edilen

toplanti.

Table 2: Example instances from our dataset for English
(EN), Italian (IT), French (FR), and Turkish (TR). In
our dataset, the examples e may include the target word
in both its lemma form and different inflected forms.

D Language combinations for
multilingual and cross-lingual
experiments

Table 3 summarizes all selected languages and their
combinations used in the multilingual and cross-
lingual experiments. For each combination, we
report the language family, the languages used for
training and testing in the multilingual setup, and
the languages used for cross-lingual evaluation. In
the cross-lingual setting, models are additionally
tested on all languages (even those from different
families) that were not used during fine-tuning.

Multilingual Crosslingual
Code Family Train Test Test
R Romance ites fr ites fr laptca
G Germanic sv de en sv de en da no nl
S Slavic plru plru -
R+G Romance + ites fr ites fr laptca
Germanic sv de en sv de en dano nl
R4S RomanFe + ites fr ites fr la pt ca
Slavic plru plru
G+S Germar}lc + sv de en sv de en da ol
Slavic plru plru
Romance + ites fr ites fr la ot
R+G+S Germanic + sv de en sv de en aptea
. da no nl
Slavic plru plru
Romance + ites fr ites fr laptca
Germanic + sv de en sv de en dano nl
All .
Slavic + plru plru -
Others elfikutrja elfikutrja zh mg It

Table 3: Language combinations used for the multilin-
gual and cross-lingual experiments.
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Figure 4: Top row: Number of definitions per target (left), examples per definition (middle), and examples per
target (right). Bottom: Total number of examples available for each language. For each language, the number of

training examples is also reported at the top of each bar.

E Correlation of evaluation metrics

Pearson correlation coefficients were calculated
over the average performance of fine-tuned and pre-
trained models across Unseen Test sets in different
languages. These can be seen in Figure 5.

F Prompts and fine-tuning parameters

In our experiment, we fine-tune Llama2Chat and
Llama3Instruct using the parameters reported in
Table 4. Additional parameters are available on-
line in our GitHub repository and Hugging Face
checkpoint.

During fine-tuning and inference, we prompt
the models using the chat template format they
were originally trained on. This format includes
specific markers to denote the start and end of sys-
tem, user, and assistant messages (the assistant mes-
sage appears only during fine-tuning). For English
prompts, we adopt the format proposed by Periti
et al. (2024), as shown below:

SYSTEM: You are a lexicographer
familiar with providing concise
definitions of word meanings.
USER: Please provide a concise
definition for the meaning of the
word "{TARGET}"in the following
sentence: "{EXAMPLE}".

Assistant: {DEFINITION}.

However, we translated these prompts into all con-
sidered languages using GPT-40 (OpenAl, 2024).

Fine-tuning details
. Llama-2-7b-chat-hf
pre-trained LLMs Meta-Llama-3-8B-Instruct
GPUs A100fat (80GB)
PEFT LoRA
LoRA dropout 0.1
Weight decay 0.01
Learning rate le-4
Lora rank 256
Lora alpha 512
Warmup ratio 0.15
Max train epochs 50
Early stopping patience 5
Early stopping threshold 0.001
Gradient accumulation steps 1
Max seq. length 300
Batch size 40
Optimizer paged_adamw_38bit
LoRA target modules 4_proj, V- proj, k_.p roj, o_projz
gate_proj, up_proj, down_proj

Table 4: Settings and parameters for fine-tuning
Llama2Chat and Llama3Instruct.
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Figure 5: Correlation matrix of evaluation metrics for Definition Generation. Pearson correlation coefficients were
computed over the average performance of fine-tuned and pre-trained models across Unseen Test sets in different

languages.

G Preliminary comparison of
language-specific vs. Llama models

Table 5 presents a comparative evaluation of
language-specific models versus Llama models in
the monolingual setting for Swedish, Dutch, and
Italian, detailing performance metrics on both seen
and unseen test sets.

H Impact of Fine-tuning in the
cross-lingual setting

Figure 6 illustrates the Multilingual Advantage
(MLA) across various source and target language
pairs, highlighting the dynamics of transfer and
forgetting in cross-lingual definition generation.

I Language attrition

To measure language attrition-the tendency of a
model to produce outputs in the fine-tuning lan-
guage instead of the input language-we use the
langdetect Python library (Nakatani, 2010; Dani-
lak, 2021) to automatically identify the language
of model outputs. For each model, we randomly
sample 1,000 outputs per input language (or use all
outputs if fewer are available) and apply langdetect
to each output to determine its language.

We observe that monolingual models frequently
generate outputs in the fine-tuning language, re-
gardless of the input, whereas multilingual models

are more robust and generally produce outputs in
the target language.

To analyze this behavior across models, we con-
struct confusion matrices where each row corre-
sponds to the input language and each column rep-
resents the language predicted by langdetect for the
generated output. To summarize across models, we
aggregate confusion matrices within each model
type (monolingual or multilingual) by taking the
element-wise maximum—this highlights the most
severe cases of language mismatches observed in
each condition.

To assess the reliability of langdetect for our
purposes, we evaluated its performance on 1,000
sampled word usage examples per language. The
tool achieved an overall F1 score of 0.57. Exclud-
ing Latin and Kurdish—languages not supported
by langdetect—improves this to 0.62. Notably, the
lower scores are largely due to misclassifications
in just five languages: Japanese, Greek, Russian,
Malagasy, and Chinese. When these are excluded,
the F1 score rises substantially to 0.91 across the
remaining 15 languages, demonstrating that langde-
tect is a suitable tool for approximately measuring
the language attrition in the majority of our evalua-
tion set.
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Language Model Training BLEU NIST ROUGE-L SacreBLEU xCOMET BERTScore Ex. Match

pre-trained N ) . ) ) ) N
_ Meta-Llama-3-SB-Instruct 0030 0160  0.096 2.105 0.495 0.607 0.000
Swedish owmeq | 0487 1525 0.593 45.267 0.754 0.834 0.313
0.116 0354 0215 9.805 0.568 0.685 0.037
Llama-3-8B-instruct pre-trained | 556 0.150 0086 1.661 0.365 0.603 0.000
Llama fine-tuned on Swedish fine-tuned 0.432 1.388 0.554 40.206 0.743 0.817 0.251
netuned | 0106 0345 0.209 8.729 0.578 0.680 0.029

pre-trained N N . N N ) N
Meta-Liaman3-SB-Instruct 0036 0222  0.109 1.973 0.384 0.574 0.000
Dutch euned | 0464 1527 0.560 43.866 0.814 0.793 0313
et 9214 0700 0311 19.635 0.691 0.678 0.117
Mistrgfiﬂi;ih”g;‘l])umh pre-trained | 016 0140 0.066 0.790 0.309 0.558 0.000
(Vanroy. 2024) iomed | 0371 1270 0492 34.604 0.782 0.759 0.183
Y 0.180 0590 0291 16.499 0.658 0.664 0.075

pre-trained . ) . N ) ) N
0035 0231  0.095 1.969 0.455 0.644 0.000

Meta-Llama-3-8B-Instruc

Ttalian eta-tama nstruct g | 0339 1337 0448 33.994 0.651 0.799 0.158
g 0.085 0354  0.168 8.830 0.480 0.703 0.015
M o ‘tr“;Bd’”;”I”:CI’IVIf O pretrained | 036 0204 0.081 2.183 0.345 0.644 0.000
(0?1 I 2%;1) fretuned | 0040 0245 0.080 3.262 0.204 0.612 0.000
ando etal, cmuned 0021 0148 0.054 1.368 0.200 0.604 0.000

Table 5: Preliminary evaluation in the monolingual setting for Swedish, Dutch, and Italian. For each language,
we report the performance obtained for each evaluation metric on the Seen Test set (top) and the Unseen Test set
(bottom). For each language, we highlight in bold the best results for each metric on both the Seen and Unseen Test
sets. Since the language-specific models consistently underperformed compared to the pre-trained and fine-tuned
Llama models, we decided to reduce the computational cost of our study by focusing exclusively on Llama models
for our study.

J Performance of fine-tuned models in the
monolingual setting

We report in Table 6 the performance of the fine-
tuned Llama3Instruct models in the monolingual
setting across all metrics and languages.

The highest values for BERTScore on the Seen
Test set are for German (0.884), English (0.857),
Latin (0.841), Swedish (0.834), and Chinese
(0.832). However, for the Unseen Test set, a dif-
ferent set of languages has the highest BERTScore,
namely Kurdish (0.800), Spanish (0.750), and Ital-
ian (0.702) followed by German (0.696) and Latin
(0.688).

For BLEU, we observed strong performance for
English (0.635) and German (0.631), followed by
Latin (0.505), Swedish (0.487), and French (0.465)
on the Seen Test set. However, performance on the
Unseen Test set remains considerably lower across
languages, but remain higher than the baseline.

Considering xCOMET, we observed the highest
scores for German (0.885 on Seen, 0.708 on Un-
seen) and English (0.832 / 0.637), followed closely
by Dutch (0.814 / 0.690) and Swedish (0.754 /
0.568), indicating consistently strong performance
across both test settings for these languages.
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Cross-lingua Transfer vs Catastrophic Forgetting
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Figure 6: Transfer vs. Forgetting in Cross-lingual Definition Generation. This matrix displays the Multilingual
Advantage (MLA) for models fine-tuned on various source languages (rows) and evaluated on unseen target
languages (columns). Positive MLA values (green) indicate successful transfer (i.e., performance gains over the
pre-trained baseline), whereas negative MLA values (pink) indicate forgetting (i.e., performance deteriorations).
The y-axis also reports the number of training examples for models fine-tuned on each source language. Note
that training sizes were not controlled in the monolingual setting but were fixed in the multilingual fine-tuning
experiments. White cells indicate language pairs where the model was both trained and evaluated on the same
language; these overlap with monolingual and multilingual settings and are thus excluded from cross-lingual
comparisons.
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Figure 7: Confusion matrices showing detected output languages for monolingual (left) and multilingual (right)
models. Rows indicate the true input language, and columns show the output language as identified by langdetect.
Each cell displays the maximum number of outputs (across all models in that category) where the input language
was mapped to the detected output language. This highlights the strongest language mismatches observed. Latin
and Kurdish are excluded as they are not supported by langdetect.
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ISO Language Family BERT BLEU NIST ROUGE-L SacreBLEU xCOMET BERTScore Ex. Match

en English Germanic bert-base-uncased 0.636  2.028 0.703 60.437 0.832 0.857 0.475
(Devlin et al., 2019) 0.144  0.501 0.277 11.793 0.637 0.837 0.030
. 0.465 1473 0.567 45.022 0.714 0.768 0.313
fr French Romance bert-base-french-europeana-cased 0149 0476 0253 13.584 0523 0595 0.049
de German Germanic bert-base-german-cased 0.631 2063 0.706 61.606 0.835 0.885 0.487
0.139 0.428 0.229 12.203 0.709 0.697 0.046
- Russian Slavic rubert-base-cased 0.138  0.367 0.003 13.841 0.505 0.493 0.065
(Kuratov and Arkhipov, 2019) 0.191  0.289 0.001 9.573 0.535 0.502 0.149
. . . 0.487 1.525 0.593 45.267 0.754 0.834 0.313
8% Swedish Germanic bert-base-swedish-cased 0116 0354 0215 0805 0568 0.685 0.037
l Dutch Germanic bert-base-dutch-cased 0.464 1.527 0.560 43.866 0.814 0.793 0.313
(de Vries et al., 2019) 0.214  0.700 0.311 19.635 0.691 0.678 0.117
. . . 0422 1.205 0.534 38.788 0.695 0.787 0.254
p! Polish Slavic bert-base-polish-uncased-v1 0177 0.496 0.283 17.927 0.559 0.680 0.065
Ku Kurdish Iranian xlm-roberta-base 0.039 0.147 0.107 3.716 0.307 0.000 0.123
(Conneau et al., 2020) 0.105 0.142 0.198 3413 0.413 0.000 0.023
q Finnish Uralic bert-base-finnish-cased-v1 0.326 0.814 0.403 29.492 0.632 0.703 0.219
(Virtanen et al., 2019) 0.048  0.097 0.103 5.831 0.480 0.556 0.009
o Greek Hellenic bert-base-greek-uncased-vl 0.182  0.661 0.007 17.355 0.516 0.559 0.334
(Koutsikakis et al., 2020) 0.068 0.252 0.001 6.313 0.441 0.479 0.205
. . . 0.363 0.316 0.029 24.861 0.698 0.820 0.274
ja_ Japanese  Japonic bert-base-japanese 0043 0047  0.009 6.696 0533 0.681 0.007
roberta-base-ca 0.360 0.972 0.451 33.779 0.660 0.726 0.234
ca  Catalan Romance (Armengol-Estapé et al., 2021) 0745 2.621  0.765 74.392 0.831 0.883 0.713
e Spanish Romance bert-base-spanish-wwm-cased 0.347 1.219 0.445 32.294 0.683 0.827 0.200
(Caiiete et al., 2020) 0.112  0.430 0.199 8.893 0.553 0.750 0.027
it Italian Romance bert-base-italian-uncased 0.339 1337 0.448 33.994 0.651 0.799 0.158
0.085 0.354 0.168 8.830 0.480 0.703 0.015
. . . 0.438 0.223 0.010 19.643 0.738 0.832 0.354
tr Turkish Turkic bert-base-turkish-cased 0046  0.036 0.006 7826 0.560 0.657 0.012
. Port R bert-base-portuguese-cased 0.235  0.696 0.327 21.196 0.603 0.598 0.128
pt  Fortuguese omance (Souza et al., 2020) 0075 0206  0.154 7.291 0.580 0.507 0.018
. . ) . 0.438 0.223 0.010 19.643 0.738 0.832 0.354
zh Chinese Sino-Tibetan bert-base-chinese 0046 0036 0.006 7826 0.560 0657 0012
no  Norwegian Germanic nb-bert-base 0.356  1.006 0.432 35.334 0.628 0.636 0.256
0.090 0.240 0.150 9.305 0.445 0.441 0.035

mg  Malagasy  Austronesian xm-roberta-base N N ) N N ) .
(Conneau et al., 2020) 0.084 0.215 0.175 8.208 0.220 0.578 0.000
. . ) 0.323  1.046 0.443 31414 0.666 0.655 0.110
da Danish  Germanic danish-bert-botxo 0058 0174 0131 5.584 0.528 0.468 0.000
It Lithuanian Baltic litlat-bert 0.100  0.088 0.082 6.201 0.394 0.605 0.077
0.114  0.226 0.156 14.641 0.467 0.632 0.040
la Latin Romance bamman-burns-latin-bert 0.506 1.439 0.575 50.337 0.667 0.841 0.391
(Bamman and Burns, 2020) 0.067 0.214 0.079 9.601 0.368 0.689 0.038

Table 6: Definition generation performance in the monolingual setting. For each language, we report its ISO code,
language family, the BERT model used for BERTScore, and the performance obtained for each evaluation metric
on the Seen Test set (top) and the Unseen Test set (bottom). For xCOMET, the same model was used across all
languages: XCOMET-XL.
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https://huggingface.co/dbmdz/bert-base-french-europeana-cased
https://huggingface.co/google-bert/bert-base-german-cased
https://huggingface.co/DeepPavlov/rubert-base-cased
https://huggingface.co/KB/bert-base-swedish-cased
https://huggingface.co/GroNLP/bert-base-dutch-cased
https://huggingface.co/dkleczek/bert-base-polish-uncased-v1
https://huggingface.co/FacebookAI/xlm-roberta-base
https://huggingface.co/TurkuNLP/bert-base-finnish-cased-v1
https://huggingface.co/nlpaueb/bert-base-greek-uncased-v1
https://huggingface.co/tohoku-nlp/bert-base-japanese
https://huggingface.co/PlanTL-GOB-ES/roberta-base-ca
https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
https://huggingface.co/dbmdz/bert-base-italian-uncased
https://huggingface.co/dbmdz/bert-base-turkish-cased
https://huggingface.co/neuralmind/bert-base-portuguese-cased
https://huggingface.co/google-bert/bert-base-chinese
https://huggingface.co/NbAiLab/nb-bert-base
https://huggingface.co/FacebookAI/xlm-roberta-base
https://huggingface.co/Maltehb/danish-bert-botxo
https://huggingface.co/EMBEDDIA/litlat-bert
https://huggingface.co/ashleygong03/bamman-burns-latin-bert
https://huggingface.co/Unbabel/XCOMET-XL

