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Abstract

Reasoning language models (RLMs) excel at
complex tasks by leveraging a chain-of-thought
process to generate structured intermediate
steps. However, language mixing, i.e., rea-
soning steps containing tokens from languages
other than the prompt, has been observed in
their outputs and shown to affect performance,
though its impact remains debated. We present
the first systematic study of language mixing
in RLMs, examining its patterns, impact, and
internal causes across 15 languages, 7 task dif-
ficulty levels, and 18 subject areas, and show
how all three factors influence language mixing.
Moreover, we demonstrate that the choice of
reasoning language significantly affects perfor-
mance: forcing models to reason in Latin or
Han scripts via constrained decoding notably
improves accuracy. Finally, we show that the
script composition of reasoning traces closely
aligns with that of the model’s internal represen-
tations, indicating that language mixing reflects
latent processing preferences in RLMs. Our
findings provide actionable insights for opti-
mizing multilingual reasoning and open new di-
rections for controlling reasoning languages to
build more interpretable and adaptable RLMs.'

1 Introduction

Reasoning language model (RLMs)?, such as Open-
ATl’s ol and 03 (Jaech et al., 2024; OpenAl, 2025),
and the DeepSeek-R1 series (Guo et al., 2025),
have demonstrated impressive capabilities in solv-
ing complex tasks through structured chain-of-
thought reasoning. These models generate inter-
mediate reasoning steps before answering the in-
put prompt. This not only improves task perfor-
mance, but also enhances the transparency and in-
terpretability of their decision-making processes.

'We make our data and code publicly available.

>The terms “Reasoning language models” (RLMs) and
“Large reasoning models” (LRMs) are both used in prior works
(e.g., Xu et al., 2025; Chen et al., 2025). In this paper, we
adopt the term Reasoning language models.

[3o

Question: How many of the first one hundred
positive integers are divisible by 3, 4, and 5?

A\

~ Thinking: Hmm, let me think about the question.
Well, if a number is divisible by multiple numbers,
it’s called a common multiple.

So maybe I should start by finding the least common
multiple (LCM) of 3, 4, and 5. ..

So, the LCM of 3, 4, and 5 is 60.

BTk, RFERHAEIFI00ZEE L DA%
60/ 55 o A2 U, R TT DL 25 A BE A%
o IR —12 60 x 2 =120, #iF7100...

So yes, only 60. Therefore, the answer is 1.

Answer: There is only one number, 60, that is divisi-
ble by 3, 4, and 5 in the first 100 positive integers.

Figure 1: An illustrative example of language mixing in
reasoning where the reasoning model switches from En-
glish to Chinese mid-reasoning, then back to English.’

However, the phenomenon of language mixing has
emerged: when prompted in one language, RLMs
have been observed to produce reasoning steps that
include a mixture of languages (QwenTeam, 2024;
Guo et al., 2025), as illustrated in Figure 1. This
phenomenon has been shown to affect reasoning
performance, though prior work offers conflicting
views on whether its impact is beneficial or detri-
mental (Guo et al., 2025; Xie et al., 2025). More-
over, it may hinder the readability and usability of
outputs in multilingual contexts.

To shed light on the phenomenon of language
mixing in state-of-the-art RLMs, we present a sys-
tematic investigation aimed at answering three key
questions: (1) When does language mixing hap-

3The Chinese text translates to: "Next, I need to find how
many numbers between 1 and 100 are multiples of 60. That is
to say, I can list the possible multiples. For example, the next
one is 60 x 2 = 120, which exceeds 100..."
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pen and what factors influence its occurrence and
degree?

(2) Is language mixing an issue and what impact
does it have on the model’s reasoning performance?
(3) Why does language mixing happen and how is
it related to the model’s internal thinking process?

First, we analyze occurrence patterns of lan-
guage mixing across 15 input languages, 7 task
difficulty levels, and 18 subject areas. We observe
that language mixing is most prevalent when the
input language is neither English nor Chinese, sug-
gesting that English, and to a lesser extent, Chinese,
serve as internal pivot languages during reason-
ing. Moreover, we find that the degree of language
mixing, measured by the entropy of language dis-
tribution in reasoning traces, increases with task
difficulty across models and languages. Further-
more, subject-wise analysis on the multilingual
MMLU dataset (Hendrycks et al., 2020) reveals
that language mixing entropy is significantly higher
in STEM subjects compared to other domains.

Second, although language mixing has been ob-
served in prior works, its impact on model perfor-
mance remains unclear and is under debate (Qwen-
Team, 2024; Guo et al., 2025; Xie et al., 2025).
While switching languages mid-reasoning may re-
duce readability, it may be undesirable to suppress
it entirely if such mixing enhances the model’s rea-
soning ability. To assess its impact, we introduce a
script control method that constrains models to rea-
son in specific script(s) via constrained decoding.
We find that constraining reasoning to Latin or Han
(Chinese) scripts significantly improves reasoning
performance, by up to 110% in some cases, indicat-
ing that the choice of reasoning script or language
has a substantial impact on model performance.

Finally, to understand the underlying cause of
language mixing, we analyze the internal process-
ing of RLMs using mechanistic interpretability. Ap-
plying Logit Lens (Nostalgebraist, 2022) at the
script level, we find that the script composition
of hidden representations closely mirrors that of
reasoning traces, revealing that language mixing
reflects the model’s latent processing preferences,
particularly a consistent bias towards Latin.

In summary, we present the first systematic anal-
ysis of language mixing in RLMs, analyzing its
occurrence patterns, performance impact, and inter-
nal causes. Our analysis offers practical guidance
for improving multilingual reasoning and opens up
new opportunities to control and adapt the reason-
ing language, supporting the development of more

robust, interpretable, and user-aligned RLMs.

2 Related Work

Reasoning Language Models. Reasoning lan-
guage models, such as OpenAl’s 01/03 (Jaech et al.,
2024; OpenAl, 2025) and the DeepSeek-R1 series
(Guo et al., 2025), have demonstrated strong capa-
bilities on complex tasks by generating structured
intermediate steps (Chen et al., 2025). While prior
work has largely focused on improving reasoning
quality via prompting or training, little attention
has been paid to RLM behavior in multilingual set-
tings. One underexplored aspect is language mix-
ing, where the language used in reasoning steps
differs from that of the input prompt. DeepSeek-R1
introduces a language consistency reward to reduce
such mixing (Guo et al., 2025), but reports a drop
in performance, suggesting potential benefits of
language mixing. In contrast, Xie et al. (2025)
show that responses without language mixing yield
higher accuracy in logical reasoning tasks.

Given these contradictory findings, our work
aims at a first systematic study of language mixing
in RLMs, analyzing its patterns, performance im-
pact, and internal causes in multilingual contexts.

Inner Workings of Multilingual LLMs. A
growing body of work has explored how multilin-
gual models internally represent and process infor-
mation across languages. Works by Wendler et al.
(2024), Dumas et al. (2024), Wang et al. (2025),
and Liu et al. (2025) reveal that models like Llama
tend to rely on English representations internally,
even when operating in other languages, highlight-
ing a strong bias toward high-resource languages.
While these works focus on internal activations
using translation or knowledge probing tasks, our
analysis links internal processing to external rea-
soning traces, showing that language mixing aligns
with the model’s latent language preferences during
reasoning.

Code-Switching in Language Models. Code-
switching, the natural alternation between lan-
guages within text, has been widely studied in NLP
tasks like sentiment analysis, machine translation,
and summarization (Dogruoz et al., 2021).

Prior work shows that current language mod-
els still struggle to understand and generate code-
switched text, particularly in low-resource settings
(Khanuja et al., 2020; Winata et al., 2023; Yong
et al., 2023; Zhang et al., 2023; Li et al., 2024a,b).
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Example of a Knights-and-Knaves puzzle

Problem: A very special island is inhabited only
by knights and knaves. Knights always tell the
truth, and knaves always lie. You meet 2 inhabi-
tants: Zoey, and Oliver. Zoey remarked, "Oliver is
not a knight". Oliver stated, "Oliver is a knight if
and only if Zoey is a knave". So who is a knight
and who is a knave?

Solution: (1) Zoey is a knave (2) Oliver is a knight

Figure 2: An illustrative example from the K&K dataset.

Recent studies have highlighted unnatural language
confusion in multilingual models as another type of
code-switching (Marchisio et al., 2024; Nie et al.,
2025), such as source-language hallucination or
off-target translation, especially in English-centric
models under zero-shot conditions.

In this work, we investigate language mixing, a
code-switching—like behavior that arises during in-
termediate reasoning steps in RLMs. We examine
its occurrence patterns across languages, difficulty
levels, and subject domains, assess its impact on
performance, and link it to models’ internal repre-
sentations, offering new insights into the reasoning
behavior of RLMs.

3 Experimental Setup

Models. We evaluate a broad range of rea-
soning language models, including DeepSeek-R1
(Guo et al.,, 2025) and its distilled variants,
DeepSeek-R1-Distill-Qwen-{1.5B, 7B, 14B,
32B} and DeepSeek-R1-Distill-Llama-{8B,
70B}. We also include QwQ-32B (QwenTeam,
2025b), Qwen3-{4B, 30B-A3B, 32B} (Qwen-
Team, 2025a), and Gemini 2.0 Flash Thinking
(Google, 2025) models to broaden coverage.
For comparing language mixing between RLMs
and their backbones, we include Qwen2.5-{14B,
32B} and Llama3.3-7@0B-Instruct, to compare
DeepSeek-R1-Distill-Qwen-{14B, 32B} and
DeepSeek-R1-Distill-L1lama-70@B with their dis-
tillation backbones. Table 5 in Appendix A.1.1
summarizes all models used in our evaluation. We
follow the official hyperparameter settings for each
model (see Table 6 in Appendix A.1.1). Some rea-
soning models occasionally exhibit endless reason-
ing — continue to generate reasoning steps without
reaching a final answer.* As this occurs only in

“This overthinking behavior is also observed in prior work
such as Cuadron et al. (2025).

Subject

HS World History, Moral Disputes,
Philosophy, World Religions

Supercategory

Humanities

Social Science  HS Macroeconomics, Sociology

STEM HS Computer Science, Col Com-
(Science, puter Science, Elem Mathematics,
Technology, HS Mathematics, Col Mathematics,
Engineering, HS Chemistry, Col Chemistry, HS
Mathematics)  Physics, Col Physics

Other Global Facts, Management, Profes-

sional Medicine

Table 1: Overview of the 18 subjects in m-MMLU in-
cluded in our evaluation. Abbreviations: HS = High
School, Col = College, Elem = Elementary.

specific cases for most models and does not reflect
a consistent pattern, our analysis focuses on valid
reasoning traces that conclude with a final answer.’

Datasets. The Knights-and-Knaves (K&K)
dataset (Xie et al., 2024) contains logical reasoning
puzzles where each character is either a knight, who
always tells the truth, or a knave, who always lies.
The goal is to infer each character’s identity based
on their statements (see example in Figure 2). Dif-
ficulty is controlled by varying the number of char-
acters (2-8). The original dataset is in English. To
enable multilingual evaluation, we translate it into
five additional languages: Arabic, French, Hindi,
Japanese, and Chinese using gpt-4o-mini, result-
ing in six languages and seven difficulty levels.

To evaluate language mixing across broader do-
mains, we also use the multilingual MMLU (m-
MMLU) dataset (Hendrycks et al., 2020), a large-
scale benchmark of multiple-choice questions cov-
ering 15 languages and 57 subjects across Humani-
ties, Social Sciences, STEM, and Other domains.
We select 18 representative subjects for RLM eval-
uation, as summarized in Table 1.

Further details on the datasets, including the
translation process and language coverage, are pro-
vided in Appendix A.1.2.

4 Language Mixing Patterns
4.1 Method

To investigate the occurrence patterns of language
mixing in RLMs, we first collect the reasoning
traces and final answers generated by each model
for queries in the K&K and m-MMLU datasets.

3See Appendix A.2.3 for validity statistics and accuracies.
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Figure 3: Language composition across difficulty levels in the K&K dataset for DeepSeek-R1-Distill-L1lama-7@B.
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Figure 4: Language mixing entropy across task difficulty levels for six input languages and twelve models. Entropy
mostly increases with difficulty, indicating harder tasks generally induce more language mixing in reasoning.

Following Marchisio et al. (2024), we perform line-
level language detection by splitting each output
on newline characters and identifying the language
of each line using fastText (Joulin et al., 2017).
This yields a per-line language distribution for each
reasoning trace and answer.’

We compute the language composition of each
sample by aggregating the detected languages
across lines. Averaging across all samples in a
dataset yields an overall language usage distri-
bution, e.g., {“en”: 0.5, “fr: 0.2,“zh™: 0.3}. To
quantify the degree of language mixing, we calcu-
late the entropy of the distribution, ([0.5,0.2,0.3]

®We consider results with confidence scores below 0.5 as
unknown. They are usually lines mixing multiple languages
or are mostly symbols.

in the example), where higher entropy indicates a
higher degree of language mixing, and lower en-
tropy reflects greater language consistency.

4.2 Results

We analyze the language mixing patterns in RLMs
across different input languages, task difficulty lev-
els (in K&K), and subject areas (in m-MMLU).
Our key observations are summarized below.

Language mixing is most prevalent when the
input is neither English nor Chinese.

Figure 3 shows the language usage composition
in reasoning traces and final answers across input
languages and difficulty levels in the K&K dataset

2641



m-MMLU Subject R1-70B  R1-32B R1-14B R1-8B R1-7B Gemini QwQ-32B Q3-32B Q3-30B-A3B Q3-4B
Elementary Mathematics 0.11 0.09 0.08 0.12 0.12 0.51 0.09 0.04 0.08 0.09
High School Mathematics 0.32 0.31 0.28 0.31 0.32 0.74 0.34 0.27 0.32 0.31
College Mathematics 0.39 0.35 0.35 0.39 0.39 0.84 0.35 0.35 0.38 0.40
High School Chemistry 0.20 0.17 0.18 0.22 021 - 055 0.20 0.11 0.17 0.19
College Chemistry 0.27 0.28 0.29 0.25 021 - 0.66 0.44 0.20 0.25 0.22
High School Physics 0.27 0.22 0.22 0.24 0.26 0.74 0.26 0.15 0.21 0.24
College Physics 0.32 0.27 0.28 0.26 0.30 0.84 0.33 0.20 0.27 0.28
High School Computer Science 0.15 0.14 0.14 0.17 0.19 0.47 0.14 0.10 0.15 0.15
College Computer Science 0.20 0.19 0.22 0.22 0.23 0.54 0.21 0.13 0.19 0.19

Table 2: Language mixing entropy across STEM subjects in m-MMLU for various reasoning models. Arrows
indicate increasing entropy trends with subject difficulty (Elementary — High school — College) in mathematics,
chemistry, physics, and computer science subjects.
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Figure 5: Language mixing entropy ( ) and task accuracy ( ) across 18 m-MMLU subjects for various
reasoning models. Language mixing is notably more pronounced in STEM subjects.

for DeepSeek-R1-Distill-Llama-7@B. Results
of other models and on the m-MMLU dataset are
provided in Appendix A.2.1. We observe that when
the input is English or Chinese, the reasoning re-
mains mostly in the input language. In contrast,
Arabic, French, Hindi, and Japanese yield more
mixed-language reasoning, often incorporating En-
glish and/or Chinese in the intermediate steps. In
some cases, the composition is even more com-
plex. For instance, with Arabic prompts, R1-70B
produces reasoning traces that mix Arabic, English,
Persian, and Chinese (Figure 3), while R1-32B gen-
erates traces involving Arabic, English, Spanish,
and Chinese (Figure 18).

Finding 2
RLMs mix languages during reasoning, yet
tend to generate answers in the input language.

While reasoning traces exhibit language mix-
ing, the final answers remain more aligned with
the input language. This indicates that language
mixing occurs primarily in the intermediate reason-
ing phase, not in the final output. This behavior
is unsurprising, as reasoning models are generally
trained with supervision or reward signals focused
on the final answer, encouraging alignment with
the input language, while leaving the reasoning

steps unconstrained. As a result, models are free
to mix languages during reasoning if it helps them
reach a correct answer more effectively.

Finding 3

The degree of language mixing increases with
task difficulty.

As shown in Figure 4, language mixing entropy
in reasoning traces rises with task difficulty across
languages and models. This trend is also evident
in the m-MMLU dataset, which includes subjects
with varying difficulty levels, e.g., mathematics at
the elementary, high school, and college levels. As
shown in Table 2, the average entropy’ consistently
increases with subject difficulty across models, fur-
ther confirming that task difficulty is an important
trigger of language mixing behavior in RLMs.

Finding 4

Language mixing is more pronounced in
STEM subjects.

Figure 5 shows language mixing entropy across
18 m-MMLU subjects® for R1-70B, R1-32B and
R1-14B. Entropy values are averaged across all
evaluated languages. Additional results for other

"The entropy is averaged across languages for each subject.
8The subject order is provided in Appendix A.2.1.
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ar en fr hi ja zh  AVG
RI 0.06 002 048 022 001 008 0.15
Qwen2.5-14B 0.07 0.01 032 005 0.04 0.10 0.10
RI-14B 0.06 000 059 032 001 011 0.18
QOwen2.5-32B 025 0.01 025 0.14 0.12 026 0.17
RI-32B 039 0.02 0.64 024 016 009 0.26
Llama3.3-70B 0.08 0.00 0.12 0.14 0.00 0.07 0.07
RI1-70B 051 0.01 043 018 014 012 0.23

Table 3: Language mixing entropy for backbone models
and their distilled variants on the K&K dataset. Distilled
reasoning models (bottom row in each pair) exhibit
higher entropy than their corresponding base models.

models and per-language breakdowns are shown in
Figure 9 and Figure 10 in Appendix A.2.1. STEM
subjects, starting from tick mark 10 in the figure,
consistently exhibit higher entropy than Humani-
ties, Social Sciences, or Other domains, suggesting
that technical content tends to induce more lan-
guage mixing during reasoning. While entropy
still increases with task difficulty within individual
STEM domains (Table 2), the overall entropy gap
between STEM and non-STEM subjects appears
more related to subject type, as they exhibit no
clear difference in difficulty based on accuracy (the
purple curve in Figure 5).

Finding 5

Distillation amplifies language mixing.

Table 3 compares the language mixing entropy
for three DeepSeek backbone models and their cor-
responding distilled variants. Across all model
pairs, the distilled versions consistently exhibit
higher average entropy values, particularly when
the input language is neither English nor Chinese.
Although Guo et al. (2025) do not provide details
on the language composition of the distillation data,
the observed trend suggests that an English- and
Chinese-heavy training distribution may lead the
model to rely more on these high-resource language
features during reasoning, thereby amplifying lan-
guage mixing in multilingual settings.

5 Performance Impact of Reasoning
Languages

5.1 Method: Script-controlled Generation

As discussed in Section 2, the impact of language
mixing on RLM performance remains debated. To
address this, we adopt a direct script control ap-
proach to evaluate how reasoning language influ-
ences model performance.

We constrain models to generate reasoning steps
using only specific script(s) by masking the log-
its of all other scripts during decoding. While
language-level control is difficult due to token over-
lap, script-level control offers a clean separation
based on Unicode, as tokens from different scripts
do not overlap. We apply this script control during
the reasoning phase (though it could also be applied
to the answer phase); the final answer is generated
freely after the “</think>" token, as models typi-
cally default to the input language for answers (as
shown in Section 4). For examples of model gen-
eration under different script control settings, see
Figures 11 to 14 in Appendix A.2.2.

5.2 Results

We compare model performance across various rea-
soning modes: unconstrained, single-script, and
multi-script control to directly measure the impact
of script (and implicitly, language) choice on rea-
soning performance. Figure 6 shows results for
six input languages from the K&K dataset: three
written in non-Latin/Han scripts (Arabic, Hindi,
Japanese), two in Latin (English, French) and
one in Han (Chinese), on three reasoning models:
R1-70B, R1-32B, and R1-14B.”

Non-Latin/Han-script languages benefit signif-
icantly from reasoning in Latin or Han scripts.

For Arabic, Hindi, and Japanese, forcing reason-
ing in Latin or Han scripts significantly improves
performance. In Hindi, for example, switching to
Latin yields gains ranging from 44% to 115%. In
contrast, using the native script consistently results
in the lowest accuracy, indicating that models strug-
gle with scripts underrepresented in their training
data. For multi-script control (see Table 10 and Ta-
ble 11 in Appendix A.2.2), reasoning in both Latin
and Han scripts does not outperform single-script
control, and including the input script alongside
Latin and/or Han leads to suboptimal results.

Finding 7
Latin and Han-script languages favor their na-
tive script.

For English, French, and Chinese, reasoning in
the native script yields performance comparable

These models are selected to cover a range of model sizes
and base architectures.
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Figure 6: Accuracy on the K&K dataset under script-controlled reasoning. Latin or Han script control boosts
performance for Arabic, Hindi, and Japanese, while native scripts yield the best results for English, French, and
Chinese, highlighting the impact of script choice on reasoning efficacy.

to the unconstrained setting. However, switching
scripts (e.g., Han for English/French or Latin for
Chinese) leads to notable performance drops, sug-
gesting that mismatched scripts disrupt alignment
with the model’s internal reasoning patterns.
These results highlight a strong connection be-
tween script choice and reasoning performance.
Models internally favor Latin and Han scripts,
which benefits non-Latin/Han inputs when reason-
ing is constrained to those scripts. For Latin or
Han-script languages, maintaining script consis-
tency is optimal, while mismatches hurt the rea-
soning performance. This suggests that language
mixing reflects the models’ learned association be-
tween dominant scripts and reasoning competence.

6 Internal Causes of Language Mixing

6.1 Method: Logit Lens Analysis

Inspired by prior work on latent language dynam-
ics in LLMs (Wendler et al., 2024; Wang et al.,
2025), we use Logit Lens (Nostalgebraist, 2022)
to examine the script composition of internal rep-
resentations of RLMs and connect it to the scripts
used in the models’ external reasoning output.

We use Logit Lens to project intermediate layer
representations onto the vocabulary space and iden-
tify the script of the top-ranked token at each
layer.' By averaging predictions across all K&K
samples, we obtain a layer-wise distribution of
script usage. We then compare these internal pat-
terns to the script usage in reasoning traces, track-
ing how both evolve with task difficulty. This al-

We operate at the script-level (rather than language-level)
to avoid ambiguity due to token overlap across languages.

lows us to directly link the model’s external reason-
ing behavior with its internal processing dynamics.

To quantify this connection, we compute the
Pearson correlation between script usage across dif-
ficulty levels in hidden layers and reasoning traces.
Specifically: (1) for each difficulty level (ranging
from 2 to 8 ppl), we calculate the proportion of to-
kens belonging to different scripts (e.g., Latin, De-
vanagari) in both the latent space (estimated with
the Logit Lens) and the reasoning trace (measured
via script-level detection); and (2) for each script,
we compute the Pearson correlation coefficient be-
tween its percentage across difficulty levels in the
latent space and its corresponding percentage in
the reasoning trace. A more detailed description of
the Pearson correlation calculation is provided in
Appendix A.1.3.

6.2 Results

Figure 7 shows that the hidden layer script compo-
sition (i.e., the internal representation) for Hindi
inputs at difficulty levels 2ppl, 5ppl, and 8ppl in
R1-7@B, is consistently dominated by the Latin
script. Devanagari (Hindi’s script) appears only
in final layers. This aligns with prior findings that
Llama models primarily "think" in English (i.e.,
Latin script) (Wendler et al., 2024; Wang et al.,
2025).

Finding 8
Language mixing reflects the internal process-

ing patterns of RLMs, as reasoning traces mir-
ror the model’s preferred scripts.

As task difficulty increases, Latin usage rises
while Devanagari decreases. The same trend ap-
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Figure 7: Script composition of internal representations
and reasoning traces for Hindi inputs in R1-70B. (a—)
show hidden layer script distributions via Logit Lens
across three difficulty levels. (d) shows reasoning trace
script composition mirroring internal trends: Latin us-
age increases and Devanagari decreases with difficulty.

Correlation R1-70B R1-32B R1-14B
Arabic

Arabic script 0.7411  0.9960 0.8986
Latin script 0.7168  0.7751  0.7774
Hindi

Devanagari script  0.9019  0.9352  0.8840
Latin script 0.8875 09173  0.8969

Table 4: Pearson correlation between script usage in
hidden layers and reasoning traces across task difficulty
levels, showing strong alignment between internal rep-
resentations and external reasoning outputs.

pears in the reasoning traces (Figure 7d), suggest-
ing a strong link between internal processing and
external reasoning behavior. The Pearson correla-
tions between script usage across difficulty levels
in hidden layers and reasoning traces are reported
in Table 4. We observe consistently high correla-
tions for both Arabic and Hindi inputs in R1-70B,
R1-32B and R1-14B models. These results provide
evidence that language mixing in reasoning traces
reflects internal processing patterns. In particular,
the internal preference for the Latin script explains
why RLMs tend to mix into Latin-script reason-
ing, especially when processing underrepresented
scripts.

7 Discussion and Future Works

Is language mixing a solved problem in RLMs?
Although Guo et al. (2025) attempt to mitigate
language mixing by incorporating a language con-
sistency reward during reinforcement learning, our
evaluation reveals that language mixing persists in
DeepSeek-R1, as shown, for instance, in Figure 4
and Figure 15. Regardless of whether language
mixing should be removed (which we discuss in
the following), our findings indicate that eliminat-
ing it with targeted optimization during training
remains technically challenging.

Should language mixing be eliminated? Our
investigation into the impact of language mixing
on reasoning performance (Section 5) shows that
constraining reasoning to high-resource language
scripts, such as Latin or Han, significantly improves
performance on under-resourced language inputs
like Arabic, Hindi, and Japanese. This raises ques-
tions about whether language mixing is truly un-
desirable. Notably, Guo et al. (2025) also report
that enforcing language consistency leads to per-
formance degradation, suggesting that language
mixing may serve as a functional adaptation that
supports effective multilingual reasoning.

Reasoning language control. Our study shows
that script control significantly boosts performance
for under-resourced languages, highlighting the
potential of reasoning language control in RLMs.
Our findings in Section 5 and Section 6 point to
two potential future directions: (1) developing fine-
grained language-level control through constrained
decoding, extending beyond script-level masking,
and (2) steering representations through representa-
tion engineering (Zou et al., 2023) or latent space
reasoning methods (Hao et al., 2024) to align the
model’s latent processing with the desired reason-
ing language. These approaches may offer more
flexible control over language mixing and enable
more controllable and performant RLMs.

Impact of distillation on language mixing. Ta-
ble 3 shows that DeepSeek-R1 distilled models con-
sistently exhibit higher language mixing entropy
than their original backbones, suggesting distilla-
tion amplifies language mixing when the input lan-
guage is neither English nor Chinese. This high-
lights the need to better understand how distillation
affects language mixing (Yong et al., 2025), which
is a promising future work direction. Moreover,
multilingual distillation strategies may help reduce
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unnecessary mixing while preserving or improving
performance.

Adaptive reasoning language selection. Our
results show that switching to high-resource lan-
guages during reasoning can substantially improve
model performance on under-resourced inputs.
This suggests a promising direction for future work:
training RLMs to adaptively determine which lan-
guage to use at different stages of reasoning, rather
than relying on static language constraints. Such
adaptive control could allow the model to dynam-
ically leverage the strengths of high-resource lan-
guages while still accommodating the input lan-
guage, ultimately realizing more robust multilin-
gual reasoning. This idea is aligned with recent
advances in adaptive memory usage for reasoning
(Yan et al., 2025), which highlight the benefits of
enabling models to flexibly select internal strate-
gies based on task demands.

8 Conclusions

In this work, we presented the first systematic in-
vestigation of language mixing in reasoning lan-
guage models, analyzing its occurrence patterns,
performance impact, and internal causes. Our find-
ings reveal that language mixing is most likely to
occur when the input is neither English nor Chi-
nese, and becomes more pronounced with higher
task difficulty and in STEM subjects. We further
demonstrated that constraining reasoning to Latin
or Han scripts significantly improves performance
for non-Latin/Han inputs. Finally, our interpretabil-
ity analysis shows that the language composition of
reasoning traces mirrors that of the models’ inter-
nal representations, suggesting language mixing re-
flects underlying processing preferences. These in-
sights offer a deeper understanding of multilingual
reasoning behavior and provide guidance for devel-
oping more controllable and interpretable RLMs.

Limitations

While our analysis provides a broad view of lan-
guage mixing in reasoning language models, it has
several limitations.

First, we use script-level control to examine
the impact of reasoning language. This approach,
while effective, remains relatively coarse. More
fine-grained methods, such as language-level con-
strained decoding, could enable more precise con-
trol and allow detailed comparisons of the perfor-

mance across different reasoning languages given
a specific input language.

Second, while we analyze the internal causes of
language mixing through mechanistic interpretabil-
ity, we do not trace its origins in the training pro-
cess. Future work could investigate the role of
training data composition (including pretraining,
reinforcement learning, and distillation) and opti-
mization objectives to better understand the roots
of this phenomenon.

Third, our study covers 15 languages, but many
other languages—particularly those with low re-
sources or unique scripts—remain unexamined. Ex-
tending the analysis to a broader set of languages
would help validate the generality of our findings.

Lastly, we do not include DeepSeek-R1-Zero
(Guo et al., 2025) in our evaluation due to resource
constraints. As a key variant of reasoning language
models with a different training setup, comparing
it with DeepSeek-R1 could offer further insight
into the effect of reinforcement learning training
on language mixing.
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A Appendix

A.1 Experimental Setup Details
A.1.1 Models

Model Lists. As introduced in Section 3, we
evaluate a diverse set of reasoning language mod-
els (RLMs) across developers. Table 5 lists their
full names, backbone models, and reference names
used throughout this paper.

Hyperparameters. For reproducibility and con-
sistency, we report the decoding hyperparameters
used across all models evaluated in our experiments
in Table 6.

A.1.2 Datasets

Knights-and-Knaves dataset translation. As
introduced in Section 3, the Knights and Knaves
(K&K) dataset consists of algorithmically gener-
ated reasoning puzzles, with difficulty controlled
by varying the number of characters (2-8) and the
complexity of logical operations. In these puzzles,
as illustrated in Figure 2, each character is either
a knight, who always tells the truth, or a knave,
who always lies. The objective is to determine each
character’s identity based on their statements. All
puzzles are constructed using formal logic rules,
ensuring a unique, verifiable solution, which makes
the dataset well-suited for analyzing the impact of
task difficulty on reasoning in language models.
To extend the dataset beyond English, we trans-
late it into five additional languages, Arabic (ar),
French (fr), Hindi (hi), Japanese (ja), and Chinese
(zh), covering diverse scripts and linguistic fami-
lies. To ensure consistent translations of identity
terms (e.g., “knight”, “knave”) and character names
(e.g., Zoey, Oliver), we construct a fixed transla-
tion map of these identity and character names
from English to each target language. We then use
gpt-40-mini to translate the puzzles and solutions
while enforcing consistency with this map. The
translation prompt is shown in Figure 8.

Further details of m-MMLU The m-MMLU
dataset covers 15 languages across diverse linguis-
tic and geographic regions as shown in Table 7.
This broad coverage allows for a comprehensive as-
sessment of multilingual reasoning abilities across
a wide spectrum of languages. We follow the
prompts and the evaluation framework used in
simple-evals library.'!

1 https://github.com/openai/simple-evals
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Developer Model Name Backbone Model Ref. Name
DeepSeek-R1-Distill-Qwen-1.5B Qwen2.5-Math-1.5B R1-1.5B
DeepSeek-R1-Distill-Qwen-7B Qwen2.5-Math-7B R1-7B
DeepSeek-R1-Distill-Llama-8B Llama-3.1-8B R1-8B

DeepSeek  DeepSeek-R1-Distill-Qwen-14B Qwen2.5-14B R1-14B
DeepSeek-R1-Distill-Qwen-32B Qwen2.5-32B R1-32B
DeepSeek-R1-Distill-Llama-70B Llama-3.3-70B-Instruct R1-70B
DeepSeek-R1 DeepSeek-V3-Base R1

Google gemini-2.0-flash-thinking-exp-01-21 - Gemini / Gemini 2.0 Flash Thinking
QwQ-32B Qwen2.5-32B-Instruct QwQ

Qwen Qwen3-4B Qwen3-4B-Base Q3-4B / Qwen3-4B
Qwen3-30B-A3B Qwen3-30B-A3B-Base  Q3-30B-A3B/Qwen3-30B-A3B
Qwen3-32B Qwen3-32B-Base Q3-32B / Qwen3-32B

Table 5: Summary of reasoning models evaluated in this work, including their backbone models and the reference

names used in the paper.

Model

Hyperparameters

DeepSeek R1 series
gemini-2.0-flash-thinking
QwQ-32B

Qwen3 series

Temperature=0.6, TopP=0.95

Temperature = 0.7, TopP = 0.95, TopK = 64
Temperature=0.6, TopP=0.95
Temperature=0.6, TopP=0.95, TopK=20

Table 6: Hyperparameters used for different reasoning models in our evaluation. Settings follow the recommended
configurations provided by model developers on HuggingFace to ensure fair comparison.

Dataset Languages

K&K Arabic (ar), English (en), French (fr),
Hindi (hi), Japenese (ja), Chinese (zh)

m-MMLU Arabic (AR-XY), Bengali (BN-BD),

German (DE-DE), Spanish (ES-LA),
French (FR-FR), Hindi (HI-IN), Indone-
sian (ID-ID), Italian (IT-IT), Japanese
(JA-JP), Korean (KO-KR), Brazilian
Portuguese (PT-BR), Swahili (SW-KE),
Yoruba (YO-NG), Simplified Chinese
(ZH-CN)

Table 7: Languages covered in the K&K and m-MMLU
datasets.

A.1.3 Pearson correlation calculation

To clarify how the Pearson correlation coefficients
in Table 4 are calculated, we provide a detailed
description of the procedure.

We take Figure 7 in the main text as an example
(which shows the script composition of internal rep-
resentations and reasoning traces for Hindi inputs
in the R1-70B model). The Pearson correlation is
computed as follows:

1. For each difficulty level (from 2 to 8 ppl), we
collect the percentage of tokens belonging to
different scripts, such as Latin and Devana-
gari. These percentages are measured in (1)
the latent space, obtained via Logit Lens anal-

ysis of hidden layer activations; and (2) the
reasoning trace, obtained through script-level
detection of the generated text.

2. For each script, we then calculate the Pearson
correlation coefficient between its sequence
of percentages across difficulty levels in the
latent space and the corresponding sequence
in the reasoning trace. An illustrative example
is provided in Table 9.

These Pearson correlations indicate how closely
the model’s internal script usage aligns with the
script composition of the generated reasoning trace.

A.2 Additional Experimental Results
A.2.1 Language Mixing Patterns

m-MMLU complete results. Figure 9 presents
language mixing entropy across m-MMLU sub-
jects for additional reasoning models beyond those
shown Figure 5. As in the main results, entropy
is averaged across languages. The trend remains
consistent: language mixing is markedly higher
in STEM subjects (subjects 10-18), compared to
non-STEM areas. This pattern reinforces our main
finding that technical subjects tend to induce more
language mixing during reasoning.

m-MMLU per-language results. Figure 10
presents the per-language breakdown of language
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K&K Translation System Prompt

You are a professional translator. Please translate
the following English text into { target_language}
while following these rules:

* Translate person names according to this map-
ping: {name_map}.

* Translate “Knights” and “Knaves” always as
follows:
- “Knights” — {identity_map[’Knights’]}
- “Knight” — {identity_map[’Knight’]1}
- “Knaves” — {identity_map[’Knaves’]}
- “Knave” — {identity_map[’Knave’]}

* Ensure the sentence remains grammatically cor-
rect and natural in {target_language}.

* Do NOT translate placeholders (if any exist).

* Return only the translated text, no extra informa-
tion.

Figure 8: System prompt used to translate K&K puzzles
into target languages with consistent identity and person
name mapping.

mixing entropy across m-MMLU subjects, com-
plementing the averaged results in Figure 5. The
observed rise in entropy within STEM subjects
(subjects 10-18) holds consistently across most
languages, supporting the conclusion that STEM
subjects tend to elicit more language mixing during
reasoning. The specific subject order we use here
is: global_facts, world_religions, sociology, high_
school_world_history, moral_disputes,profession-
al_medicine, philosophy, high_school_macroeco-
nomics, management, elementary_mathematics,
high_school_computer_science, high_school_che-
mistry, college_computer_science, high_school _
physics, college_chemistry, college_physics, high_
school_mathematics, college_mathematics.

Language composition visualization. In Fig-
ures 15 to 26 and Figures 27 to 37, we visualize the
language composition of reasoning traces and final
answers across models on the K&K and m-MMLU
datasets, respectively. These figures provide a de-
tailed view of how different RLMs vary in their use
of languages during the reasoning process across
inputs. Missing bars in some plots correspond to
rare failure cases where the model enters an endless
reasoning loop and fails to produce a final answer.
For more details on these invalid generations, see
Appendix A.2.3.

Language  Abbreviation Script
Languages of investigation

Arabic ar/ AR-XY Arabic
Bengali BN-BD Bangla
Chinese zh / ZH-CN Han
English en/EN-US Latin
French fr Latin
German DE-DE Latin
Hindi hi / HI-IN Devanagari
Indonesian  ID-ID Latin
Italian IT-IT Latin
Japanese ja/JA-JP Han, Hiragana, Katakana
Korean KO-KR Hangul
Portuguese  PT-BR Latin
Spanish ES-LA Latin
Swabhili SW-KE Latin
Yoruba YO-NG Latin

Languages emerge in the reasoning trace

Persian fa Perso-Arabic
Marathi mr Devanagari
Russian ru Cyrillic

Table 8: Languages examined in our study, with their ab-
breviations and writing scripts. We distinguish between
the languages of investigation, which serve as evalu-
ation inputs covered by the K & K and/or m-MMLU
datasets, and the languages that emerge in the reasoning
trace, which appear spontaneously during the model’s
reasoning process.

A.2.2 Script-Controlled Generation

Script control complete results. Tables 10
and 11 present the detailed performance results of
three DeepSeek-R1 models (R1-70B, R1-32B, and
R1-14B) across various script control strategies for
languages from the K&K dataset. We compare
model accuracy under three settings: no control
(default decoding), single-script control (forcing
reasoning in one script), and multi-script control
(allowing reasoning in a combination of scripts).
The languages are grouped into two sets based on
their writing scripts: Arabic, Hindi, and Japanese
use non-Latin/Han scripts; English, French, and
Chinese use Latin or Han scripts. As shown, non-
Latin/Han languages benefit substantially from
being forced to reason in Latin or Han scripts,
whereas native-script reasoning is optimal for Latin
and Han-script languages. These findings highlight
the importance of aligning reasoning scripts with
the model’s internal preferences for achieving opti-
mal multilingual reasoning performance.

2For Japanese, entries under “Input+Han” and “In-
put+Latin+Han” are omitted because Japanese inherently uses
Han characters. Thus, “Input+Han” is equivalent to “Input”,
and “Input+Latin+Han” is equivalent to “Input+Latin” in this
case.
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Difficulty | Latin —latent (%) Latin — reasoning (%) | Devanagari - latent (%) Devanagari — reasoning (%)
2 ppl 77.01 0.76 17.82 99.19
3 ppl 77.00 4.22 18.34 95.75
4 ppl 78.54 15.05 16.96 78.11
5 ppl 80.93 31.68 15.11 61.90
6 ppl 84.78 48.02 12.18 48.02
7 ppl 91.46 44.71 6.60 44.33
8 ppl 91.79 63.26 6.40 21.54

Table 9: Example of script composition across difficulty levels for Hindi inputs in the R1-70B model. Percentages
of tokens in the latent space (via Logit Lens) and reasoning trace (via script-level detection) are shown for Latin and
Devanagari scripts. These values form the basis for computing Pearson correlations reported in the main text.
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Figure 9: Language mixing entropy ( ) and task accuracy (blue) across 18 m-MMLU subjects for additional
reasoning models. Entropy consistently increases in STEM subjects.

Script control generation examples. We demon-
strate the effects of script control on multilin-
gual reasoning through examples using the same
Knights and Knaves puzzle with Arabic input (Fig-
ures 11 to 14). Figure 11 shows unconstrained
reasoning with natural language mixing across En-
glish, Chinese, and Arabic. Figures 12, 13, and 14
demonstrate controlled reasoning under Latin, Han,
and Arabic script constraints respectively. These
examples illustrate how script control can effec-
tively guide language selection while maintaining
the model’s cross-lingual reasoning capabilities.

A.2.3 Model Performance Details

Here, we report the valid reasoning rate and accu-
racy across all reasoning models used in this work
in Tables 12 to 23. The valid reasoning rate refers
to the proportion of generations that produce a com-
plete reasoning trace followed by a final answer,
as defined in Section 3. The accuracy is computed
over all generations, both valid and invalid, and
reflects the overall correctness of the final answers.
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Figure 10: Per-language language mixing entropy across 18 m-MMLU subjects for various reasoning models. Each
line represents the entropy trend for a specific input language. STEM subjects (subjects 10—18) consistently exhibit
higher entropy across most languages, mirroring the pattern seen in the language-averaged results (Figure 5).

Single-script control Multi-script control

No control  [nputscript Latin  Han Latin+Han Input+Latin Input+Han Input+Latin+Han
Arabic
R1-70B 0.34 [mozem 055 034 0.35 0.27 0.31 0.33
R1-32B 0.35 0.37 049 045 0.52 0.68 0.81 0.66
R1-14B 0.25 0.23 032 043 0.33 0.32 0.38 0.32
AVG 0.31 0.29 045 041 0.40 0.42 0.50 0.44
Hindi
R1-70B 0.33 0.71 049 0.66 0.68 0.54 0.66
R1-32B 0.39 0.60 [0:28 | 0.58 0.32 0.29 0.32
R1-14B 0.32 046 041 0.48 0.47 0.44 0.47
AVG 0.35 0.59 0.39 0.57 0.49 0.42 0.48
Japanese
R1-70B 0.31 0.33 0.64 049 0.65 0.30 - -
R1-32B 0.41 0.42 0.56 0.47 0.50 - -
R1-14B 0.25 0.23 0.38 - 0.24 0.25 - -
AVG 0.32 0.33 0.53 031 0.45 0.35 - -

Table 10: Performance comparison across different script control strategies for Arabic, Hindi, and Japanese.'?

Single-script control ~ Multi-script control

No control 1 a¢in Han Latin+Han

English

R1-70B 0.81 0.79 0.79
R1-32B 0.86 0.85 0.86
R1-14B 0.81 0.81 0.80
AVG 0.83 0.82 0.82
French

R1-70B 0.64 0.65 0.59 0.65
R1-32B 0.75 0.75 0.76
R1-14B 0.72 0.72 0.72
AVG 0.70 0.71 0.71
Chinese

R1-70B 0.67 - 0.69 0.67
R1-32B 0.70 0.61 0.67 0.70
R1-14B 0.61 0.52 0.59 0.60
AVG 0.66 0.56 0.65 0.66

Table 11: Performance comparison across different script control strategies for English, French, and Chinese.
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R1-70B reasoning without script control

Question: . yioy Wal 0o a5 00K s ggdlally (@adl goei Ll gl oytadly oloil Lis LKy Ve Lol 5,5
Tl ga gay Wl ge of 6 Ul OB ke Wl e e 306 i Gle i Csh ols b ke Of Wl SJB
(A very special island is inhabited only by knights and knaves. Knights always tell the truth, and knaves always lie.

You meet 2 inhabitants: Amelia and Jacob. Amelia said that Jacob is a knight and Jacob is a knave. Jacob commented:
’If Amelia is a knave, then Amelia is a knight.” So who is the knight and who is the knave?)

Thinking: G 0 ol Ly s Rl o ol Logis, uuf W B e (aly ) Al o8 il
Wl 0b iz Lol b 15 1366 sin e f B gay boay e SOl G ity b s sie o Wl cd oshas Ll
Loy e 3 3 \fsz [CHEERYCE ul o Y (W) u\' M.a.\.u sy ey (Juzy \.’“J\’ ub \_y}a.u o ook Wl ul Loyl A\')L_Ul: &
N NI % B g FAIYS A T gl ol ¥ L, U =S B PR W PP B PV £ V- O o

Ol Csie OF B 0sdS ol Gl o Sl o e 1 sl ke sa MHAOBRIRRNIAE o R cor
gt then according to his statement, L. should be a knight, which is a contradiction. So, if _ i, is a knight, Wl
cannot be a liar, which means LL.| must be a knight too, but that contradicts her initial statement. Alternatively, if
< si~ 18 a liar, then his statement is false. That means that if LL.l is a liar, she is not a knight, which is consistent

because liars cannot be knights. So, if _ i« is a liar, L.l must be a knight, but that contradicts her initial statement that
< si~; 1s both a knight and a liar. Wait, this seems confusing. Maybe I need to break it down step by step.Let me

assume .| is a knight. Then her statements must be true. She says _ i~ is a knight and a liar, which is impossible.
So, Wt cannot be a knight, which means she must be a liar. Therefore, her statements are false. So, it’s not true that

o siny, 1S @ knight and a liar. That means either he is a knight or a liar, but not both. Now, let’s consider _ 4i., ’s

statement: "If L.l is a liar, then w.'is a knight." Since we’ve established that w.!is a liar, the statement becomes: If
true, then false. In logic, this is a false statement because a true antecedent leading to a false consequent makes the

implication false. Since _ .z, ’s statement is false, he must be a liar.So, putting it all together: W..lis a liar, and _ sze,
is also a liar. But wait, can both be liars? The problem doesn’t state that there must be at least one knight, so it’s
possible."

Answer: (1)t 5o sin (2)0ke o W]

Figure 11: Example output from the DeepSeek R1-70B model on a Knights and Knaves logic puzzle. The model
processes Arabic input and generates its reasoning without script constraints. The results demonstrate language
mixing behavior, with the model combining English, Chinese, and Arabic for reasoning, illustrating the model’s
natural tendency toward cross-lingual reasoning when solving complex logical problems.

R1 2ppl 3ppl 4ppl Sppl 6ppl Tppl 8ppl
acc%  valid% | acc%  valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%

ar 96 100 100 100 89 100 92 100 92 100 91 100 92 100
en 100 100 100 100 98 100 96 100 96 100 98 100 96 100
fr 96 100 97 100 92 100 89 100 89 100 89 100 89 100

ja 98 100 94 100 86 100 89 100 89 100 81 100 89 100
zh 99 100 99 100 97 100 97 100 97 100 95 100 97 100
hi 100 100 99 100 91 100 92 100 92 100 88 100 92 100

AVG 98 100 98 100 92 100 93 100 93 100 90 100 93 100

Table 12: Accuracy and valid reasoning rate (%) of DeepSeek-R1 on the K&K dataset across difficulty levels (2ppl
to 8ppl) and input languages.

R1-70B 2ppl 3ppl 4ppl Sppl 6ppl 7Tppl Sppl
acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%
ar 59 96 54 90 37 89 26 85 28 83 17 82 16 86
en 92 99 93 99 87 94 78 92 78 96 74 92 63 93
fr 76 92 72 87 67 84 61 85 61 87 59 91 52 88
ja 57 97 42 92 32 90 29 89 21 86 20 86 15 87
zh 88 100 81 99 75 99 64 97 66 97 50 91 44 99
hi 44 78 40 77 37 73 28 73 28 68 30 77 26 73
AVG 69 94 63 91 56 88 47 87 47 86 42 86 36 87

Table 13: Accuracy and valid reasoning rate (%) of DeepSeek-R1-Distill-L1lama-70B on the K&K dataset across
difficulty levels (2ppl to 8ppl) and input languages.
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R1-70B reasoning with script control in Latin

Question: . yin,y Wl ious G 053K L ogeally ikl galyi L Lol oallally gl ki LK B Lol e
il sa s il a6 Ul 0B Bl W B 15 306 she Gl i Gsie Oy ol wsie O W 206

(A very special island is inhabited only by knights and knaves. Knights always tell the truth, and knaves always lie.
You meet 2 inhabitants: Amelia and Jacob. Amelia said that Jacob is a knight and Jacob is a knave. Jacob commented:
’If Amelia is a knave, then Amelia is a knight.” So who is the knight and who is the knave?)

Thinking: Alright, so I’ve got this logic puzzle here about knights and knaves on a special island. Knights always
tell the truth, and knaves always lie. I meet two people, Amelia and Jacob. Amelia says that Jacob is a knight and
that Jacob is a knave. Then Jacob says, "If Amelia is a knave, then Amelia is a knight." I need to figure out who’s
who.\n\nFirst, let me break down the statements. Amelia makes two claims: Jacob is a knight and Jacob is a knave.
Wait, that’s contradictory. If she’s a knight, she can’t lie, so both her statements must be true, but saying Jacob is
both a knight and a knave can’t be true at the same time. So that suggests Amelia might be a knave because she’s
making contradictory statements.\n\nBut hold on, if Amelia is a knave, then her statements are lies. So if she says
Jacob is a knight, then Jacob must actually be a knave. And when she says Jacob is a knave, that would mean he’s
actually a knight. Wait, that’s also a contradiction. Hmm, maybe I’'m approaching this wrong.\n\nLet me try another
angle. Let’s assume Amelia is a knight. Then her statements must both be true. But she says Jacob is both a knight
and a knave, which is impossible. So Amelia can’t be a knight because that leads to a contradiction. Therefore,
Amelia must be a knave.\n\nIf Amelia is a knave, her statements are false. So when she says Jacob is a knight, ...
(Omitted here due to character limit) ... Wait, no, if she says J is both a knight and a knave, and she’s lying, then J
is neither? But that’s impossible because everyone is either a knight or a knave.\n\nl think I’'m getting tangled up
here. Let me try again. If Amelia is a knave, her statements are false. So when she says Jacob is a knight, it’s false,
meaning Jacob is a knave. And when she says Jacob is a knave, it’s false, meaning Jacob is a knight. Contradiction
again.\n\nWait, maybe the only way this works is if Amelia is a knave and Jacob is a knave. Because if Jacob is
a knave, his statement is a lie. His statement is "If Amelia is a knave, then Amelia is a knight," which is -A —
A. Since Amelia is a knave (—A), the implication is false, which makes Jacob’s statement false, so he’s a knave.
That fits.\n\nSo, Amelia is a knave, and Jacob is a knave. But wait, earlier I thought Jacob had to be a knight. I’'m
confused.\n\nWait, no. If Amelia is a knave, her statements are false, so Jacob is not a knight and not a knave? That
can’t be. So maybe I need to accept that Jacob is a knave, and his statement is a lie, which makes sense because as a
knave, he lies.\n\nSo, putting it all together: Amelia is a knave, Jacob is a knave. But does that satisfy all statements?
Let’s check.\n\nAmelia says Jacob is a knight (lie, so Jacob is a knave) and Jacob is a knave (lie, so Jacob is a knight).
Contradiction again. Hmm, I’m stuck.\n\nMaybe I need to consider that both are knaves. If both are knaves, then
Amelia’s statements are lies, so Jacob is not a knight and not a knave, which is impossible. So that can’t be.\n\nWait,
perhaps the only solution is that Amelia is a knave and Jacob is a knight. Let’s see:\n\nAmelia is a knave, so her
statements are false. She says Jacob is a knight (false, so Jacob is a knave) and Jacob is a knave (false, so Jacob is a
knight). Contradiction again.\n\nI’m going in circles. Maybe the answer is that Amelia is a knave and Jacob is a
knave. Even though it seems contradictory, it’s the only way to make their statements false.\n\nWait, no, because
if Jacob is a knave, his statement is a lie, which fits. And Amelia’s statements being lies fit if Jacob is a knave. So
maybe that’s the answer.\n

Answer: (1)Jus 5o sin (2)0ke o W]

Figure 12: Example output from the DeepSeek R1-70B model on a Knights and Knaves logic puzzle. The model
processes Arabic input, generates its reasoning in English via Latin script constrained decoding, and produces the
final answer in Arabic without script constraints, demonstrating cross-lingual reasoning with selective script control.

R1-8B 2ppl 3ppl 4ppl Sppl 6ppl Tppl 8ppl
acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%

ar 10 99 5 93 3 94 3 96 1 92 1 93 0 89
en 68 100 66 100 56 99 42 99 38 99 35 100 20 98
fr 17 100 20 99 15 100 9 99 6 99 6 99 3 98
ja 14 100 9 98 7 98 1 929 0 98 1 96 1 99
zh 55 98 44 99 41 98 30 100 22 99 18 99 13 99
hi 24 99 23 99 11 100 8 99 6 98 2 98 2 97

AVG 31 99 28 98 22 98 15 99 12 98 10 98 6 97

Table 14: Accuracy and valid reasoning rate (%) of DeepSeek-R1-Distill-L1lama-8B on the K&K dataset across
difficulty levels (2ppl to 8ppl) and input languages.
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R1-70B reasoning with script control in Han

Question: .. yio, Wl ook a5 093K W gglally (il oyhs bl gloal odbally gl bis LKw Vo Lols G,
Tl ga oy oWl ga o Ll Wl 0l (ke Ul o 15 306 Cgie Gle Ji Csie Oly b wsie o) Wl SIB

(A very special island is inhabited only by knights and knaves. Knights always tell the truth, and knaves always lie.
You meet 2 inhabitants: Amelia and Jacob. Amelia said that Jacob is a knight and Jacob is a knave. Jacob commented:
’If Amelia is a knave, then Amelia is a knight.” So who is the knight and who is the knave?)

Thinking: "8, XMHBEEAREAEZR, BRSBEBEGE . H5&, BIEERLSTHARES,

WLERWEE, MBS/ BIEFRIMER, MRS, M8 8RR T &5k,

FH EME X LT IeRAIW R T L, R TOH - \n\nE 58, BTG FT L T A A 2 0 - T HER AR T
i ARSI Z T, AR IR L . "XERE RS, TURFE-DE 2 - \nnfR
BRI R L, MAAEREER, W2 RHERMRSER L. A RSMIERN T L, B
EHO AR R - HESAHIER — D ARMEA): URFTAEFLR M, 4 PR Lt A L . X EA
SE, B URET R S £, AR 4 B S A F0 ILR TE st 2 B . 2 EEd, — R
BN M ARIEI A, ARG ERR, TRE M. BT LU AR REE X MG O T = EFR,

XEMERHLHSH—5. FFLLXNEET, WAR N L, (SRR I Ui & A6 2 55 L2 IEf
{1, TRERAR IR AL, P DUX A RER — D FTRERIME - L. \n\nElE, ATRE RV S B IR TE R

AMENEFETE, FOUEREEHR LR T, RS AAIE R, Mg e, B blan R
AL TTH, B2 BT AR B2 B o B, 3 TR R Bl Al R T A EL BT A L AN R B e, SXRT,

Fir LA AR 9 TE R AT RERY - \n\nfBL[R] R AT REAE T, A0SR ANER D TCH, B 4 Bl 4l 0 L 12 HE A& A 2 0
TRBEK, MBEAMERTH, WrEEaNER, XHMIL, Prelalfem mmeg, H@E% ERE—
ME, FREFEENREN - B, WRENMET, MRMERAMZLH, MAE M, BT Ledn R
BHILZE T, AR LR R o B, X EERE A LR T BRI AR L, XM
52, BrDAB AR N TERR FTRERY - \n\nfEDE &, XERFERE —ME, WRERTEEHEE - \nnA—H
TEREREEREDN - RARFEF I EE £, PIERAER L 2. \nnA — T (B L
) \nJ —» (A = A) (ARG, FHAMRAEWRAZES (-A) , BLAZFE (A) ”) \nnil
£, BATFRERBARIKATEEA S - \nnfEll: A=H, J=AwfEH LIS E-H, AL AR
W Eo (H-oH) =E— (BoE) = E-H, B \ff IMERIREL . \n\nfEil2: A=H, J={R\nfT
WHRALAE: B, ARGL, FrLUHERR - \n\nf& 3. A=R, J=E\nfTHHILAE. BB, R (F
Fifan AT LU AR 4518) - WHESARIE: HE— RoR) = E— (BE-R) = B, THGL,
B AHERR - \n\nfE#l4: A=fB, J=R\nPTHEA L AE: Bo®, KoL WESHAME: B BRo®R) =
B— (B-off) =B/, XFEZES, @R, BEMmEEAR, FTURASMIERTTH, MrER%
AR, PrLUXALAL - \n\nBtE, EOLURIEII4ERAAL, IXEWEEMMATRERIE:. WARC AR L, &M
NERRTER - (BB F X R FAE —F, TREREEH N - \n\nglE, ATREREET, WRMAKN
T, IRAFESATHIE B, T0anRETEFL TR, A2 PR LR B, X ERE AR L
TR B TR LA R £, XML, B AR AR TERUR ATRERY - ... 73— M5 152 % B HE & AR R 2
BREEH o RERATUL: “ARMAEBFILETH, AAMEBFRTMRERL . XHEE T A - A, Bl
R-A, MA”. XEZHEETEN, FHANR-ANE, BLAALIAER, XSECFE, FRAANGERR
BB FTLL, FESAMANEEZE LR AN, Hthrois ReeRMn, By UHEAARLIUE T - \n\nBEAR
TERARTH, IAMENEREL, A - A”RER, XERE-ANELANE, RIFTHEFLET
Mo B, PRI R oM, FEA AR T . \n\nfHiXHe, FIHERILIE N T, WS R LRI
. BTUEAAT R T, XS5ENTZAHISEIE—E \n\nfTLL, HELEIRR, B L AUHE A A 5 2 To -

Answer: (1)Jes 50 Csin (202 o W

\.

Figure 13: Example output from the DeepSeek R1-70B model on a Knights and Knaves logic puzzle. The model
processes Arabic input, generates its reasoning in Chinese via Han script constrained decoding, and produces the
final answer in Arabic without script constraints, demonstrating cross-lingual reasoning with selective script control.
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R1-70B reasoning with script control in Arabic

Question: . i,y Wl ioua G0 s g lally @ikl ok Ll oLl ogtally Lol bbb LK e ol iy
Tl n ey ol sa 8 B Wl 0B B Wl o 1 366 Csie Gle Ji2 sie Oly b wsie o) Wl CIB

(A very special island is inhabited only by knights and knaves. Knights always tell the truth, and knaves always lie.
You meet 2 inhabitants: Amelia and Jacob. Amelia said that Jacob is a knight and Jacob is a knave. Jacob commented:
’If Amelia is a knave, then Amelia is a knight.” So who is the knight and who is the knave?)

Thinking: udls ogtall iy Gadl ogsi bl gLoil oglisy olos LK Bu5m Sl L g5 F oUW g Tl S
WY i Dt et Lol Jol e LB ay Ol L i Csia Oy B wsie O Wl 2B Osiay Ul 2EILSIS
Qo Wl 00 Oy Bz Cer b olals b et O e 26 Ll 0B k2 Lol oof 18 B G Gl fBa el
cagl G ety Ll o Csin o Wl O e T i Csie Oy b csie Of Wl cI6 Ll o6 pemi Tnlalil iy
Js b Lol Wl oo Bl Bolaae ool b W aely o 3 Yy Ll 00K of oKe ¥ et 0¥ Sl gay bogay o
b 055 o Ko Y Wl o % Be el 05K O K6 Y b osmy i il g Yhey LB Gosie 05K O o Sy ciiad]
Olp ki LSy 5dl ol b ) ommell Jeall Yy Bl ) Csie o LR ks of (ke Ul I Lol o Jubs
JUly (o3 LK O Ve Wl oo el Gl sl @ AT K W il Csie 05K o s W ey
(Osiny Sdwt LG Osia 0K O gl ol Olis ki Ky 54 o &as & b s Sy i gl LB ) s
W) ek i o) Gem Bl Ggha o6 aem B2 Ul O nad san o002 Wl O e LS 13) Laslie gay oD OB

Answer: (1) s sin (2)B02 o Ul

Figure 14: Example output from the DeepSeek R1-70B model on a Knights and Knaves logic puzzle. The model
processes Arabic input, generates its reasoning in Arabic via Arabic script constrained decoding, and produces the
final answer in Arabic without script constraints, demonstrating cross-lingual reasoning with selective script control.
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Figure 15: Language composition for R1 (K&K).

R1-32B 2ppl 3ppl 4ppl Sppl 6ppl Tppl Sppl
acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%

ar 45 100 41 99 43 100 32 929 29 99 31 99 25 99
en 95 100 94 100 92 100 88 100 88 99 79 100 70 99
fr 81 100 84 100 82 100 76 100 75 100 67 100 60 100
ja 59 89 50 83 50 88 43 90 36 90 28 90 19 81
zh 87 97 78 93 78 93 71 96 68 96 59 99 52 95
hi 53 99 49 99 44 100 35 100 39 100 26 99 27 99

AVG 70 98 66 96 65 97 57 98 55 98 48 98 42 96

Table 15: Accuracy and valid reasoning rate (%) of DeepSeek-R1-Distill-Qwen-32B on the K&K dataset across
difficulty levels (2ppl to 8ppl) and input languages.
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Figure 16: Language composition for R1-70B (K&K).

Reasoning - Arabic (ar)  Answer - Arabic (ar) Reasoning - English (en) Answer - English (en) Reasoning - French (fr)  Answer - French (fr)
1

1.0 0
08 0.8
0.6 0.6
0.4 0.4
02 02
23456780'0 23456780'0

Reasoning - Hindi (hi)  Answer - Hindi (hi) Reasoning - Japanese (ja) Answer - Japanese (ja) ~ Reasoning - Chinese (zh) Answer - Chinese (zh)

1.0 1.0
0.8 0.8
0.6 0.6
04 04
02 0.2
0.0 0.0

2 3 4 5 6 7 8 2 3 4 5 6 7 8 2 3 4 5 6 7 8 2 3 4 5 6
0 ar bh T en 0 fa e fr 00 hi T ja mr N zh I unknown I others

©
w
IS
“
EN
<
o

2 3 4 5 6 7 8 2 3 4 5 6 7 8 2 3 4 5 6 7 8

©
w
-
o
Y
<
P

-
%

©
w
-
w
Y
<
P

Figure 17: Language composition for R1-8B (K&K).
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Figure 18: Language composition for R1-32B (K&K).
R1-14B 2ppl 3ppl 4ppl Sppl 6ppl 7pp! 8ppl
acc%  valid% | acc%  valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%
ar 40 100 37 100 34 100 23 100 17 100 16 100 11 929
en 95 100 92 100 87 100 81 100 77 99 72 100 65 100
fr 84 100 71 100 83 100 72 929 70 99 62 99 55 929
ja 45 96 40 95 31 96 21 90 19 90 12 89 7 87
zh 83 97 78 95 65 94 60 93 56 95 48 93 41 93
hi 49 100 47 100 38 99 29 98 22 98 25 98 18 95

AVG 66 99 62 98 56 98 48 97 43 97 39 97 33 96

Table 16: Accuracy and valid reasoning rate (%) of DeepSeek-R1-Distill-Qwen-14B on the K&K dataset across
difficulty levels (2ppl to 8ppl) and input languages.
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Figure 19: Language composition for R1-14B (K&K).
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Figure 20: Language composition for R1-7B (K&K).
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Figure 21: Language composition for R1-1.5B (K&K).
R1-7B 2ppl 3ppl 4ppl Sppl 6ppl Tppl Sppl
acc%  valid% | acc% valid% | acc%  valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%
ar 9 90 4 84 2 83 1 76 0 74 0 76 0 77
en 90 99 80 97 66 96 53 93 43 91 31 85 26 82
fr 40 98 23 98 14 98 10 99 3 97 4 97 2 95
ja 4 82 2 80 0 85 0 82 0 78 0 78 0 80
zh 61 98 52 97 45 95 40 97 26 95 21 95 10 97
hi 19 97 10 92 6 85 3 81 1 84 1 85 1 78
AVG 37 94 28 92 22 90 18 88 12 87 9 86 6 85

Table 17: Accuracy and valid reasoning rate (%) of DeepSeek-R1-Distill-Qwen-7B on the K&K dataset across
difficulty levels (2ppl to 8ppl) and input languages.
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Figure 22: Language composition for Gemini (K&K).
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Figure 23: Language composition for QwQ-32B (K&K).
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Figure 24: Language composition for Qwen3-32B (K&K).

R1-1.5B 2ppl 3ppl 4ppl Sppl 6ppl Tppl 8ppl
acc% valid% | acc%  valid% | acc%  valid% | acc%  valid% | acc% valid% | acc% valid% | acc%  valid%
ar 3 89 1 86 0 80 1 79 0 74 0 66 0 63
en 56 98 34 96 12 92 11 83 4 83 1 78 0 73
fr 27 92 12 92 2 83 1 76 0 75 0 66 0 67
ja 1 86 0 78 0 71 0 71 0 64 0 57 0 64
zh 21 84 17 75 12 70 7 78 2 76 0 73 0 77
hi 6 94 3 91 1 86 1 88 1 83 0 88 0 80
AVG 19 91 11 86 4 81 3 79 1 76 0 72 0 71

Table 18: Accuracy and valid reasoning rate (%) of DeepSeek-R1-Distill-Qwen-1.5B on the K&K dataset across
difficulty levels (2ppl to 8ppl) and input languages.
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Figure 25: Language composition for Qwen3-30B-A3B (K&K).
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Figure 26: Language composition for Qwen3-4B (K&K).

Gemini 2ppl 3ppl 4ppl Sppl 6ppl Tppl Sppl
acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%
ar 45 59 45 59 38 52 45 50 39 47 49 56 45 52
en 53 63 60 75 67 76 59 71 69 74 60 62 53 57
fr 50 59 54 69 48 59 50 65 40 54 44 54 35 41
ja 35 51 44 62 42 61 58 75 45 62 46 64 41 56
zh 51 65 49 61 44 62 52 78 36 63 39 56 33 54
hi 41 92 31 82 25 85 29 89 36 86 31 83 34 84
AVG 46 65 47 68 44 66 49 71 44 64 45 62 40 57

Table 19: Accuracy and valid reasoning rate (%) of Gemini-Flash-Thinking on the K&K dataset across difficulty
levels (2ppl to 8ppl) and input languages.

QuQ 2ppl 3ppl 4ppl Sppl 6ppl 7ppl 8ppl
acc%  valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%
ar 74 100 68 100 62 99 61 99 56 99 56 100 47 99
en 99 100 97 100 90 98 93 100 87 99 86 100 85 99
fr 89 99 87 98 38 100 87 929 85 99 33 99 81 98

ja 82 100 79 99 74 99 60 99 64 100 57 99 49 99
zh 92 100 86 100 80 100 72 100 61 100 60 100 59 100
hi 22 100 17 100 16 100 20 100 17 99 18 100 9 100
AVG 76 100 72 100 68 100 65 100 61 100 60 100 55 99

Table 20: Accuracy and valid reasoning rate (%) of QwQ-32B on the K&K dataset across difficulty levels (2ppl to
8ppl) and input languages.
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Figure 28: Language composition for R1-8B (m-MMLU).
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Figure 29: Language composition for R1-32B (m-MMLU).
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Figure 30: Language composition for R1-14B (m-MMLU).
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Figure 31: Language composition for R1-7B (m-MMLU).
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Figure 32: Language composition for R1-1.5B (m-MMLU).
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Figure 33: Language composition for Gemini (m-MMLU).
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Figure 34: Language composition for QwQ-32B (m-MMLU).
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Figure 35: Language composition for Qwen3-32B (m-MMLU).
Thoughts - AR-XY Thoughts - BN-BD Thoughts - DE-DE Thoughts - EN-US Thoughts - ES-LA
1.0 1.0 1.0
0.8 08 08 0.8 0.8
0.6 0.6 0.6 0.6 0.6
04 04 04 0.4 0.4
02 0.2 02 0.2 02
0. I 1 | | 11
: 123456789101112131415161718 1234567809I101112131415161718 123456789I101112131415161718 1234567809I101112131415161718 1234567809101112131415161718
Solution - AR-XY Solution - BN-BD Solution - DE-DE Solution - EN-US Solution - ES-LA
1.0 1.0 10 10 1.0
0.8 0.8 08 0.8 0.8
0.6 0.6 0.6 0.6 0.6
04 04 0.4 04 0.4
02 02 02 02 0.2
0. - 0 00 00 00
: 123456789101112131415161718 : 123456789101112131415161718 : 123456789101112131415161718 12345678 9101112131415161718 : 12345678 9101112131415161718
Thoughts - FR-FR Thoughts - HI-IN Thoughts - ID-ID Thoughts - IT-IT Thoughts - JA-JP
1.0 1.0 1.0 1.0 1.0
0.8 0.8 08 0.8 0.8
0.6 0.6 0.6 0.6 0.6
04 04 04 0.4 04
02 0.2 0.2 02 02
0. L i)
123456789101112131415161718 123456789I101112131415161718 1234567809I101112131415161718 123456789I101112131415161718 1234567809101112131415161718
Solution - FR-FR Solution - HI-IN Solution - ID-ID Solution - IT-IT Solution - JA-JP
1.0 - 1.0 10 1.0 1.0
0.8 0.8 08 0.8 0.8
0.6 0.6 0.6 0.6 0.6
04 0.4 0.4 0.4 0.4
02 02 02 02 0.2
0.0+ 0.0 0.0 0.0 0.0
123456789101112131415161718 123456789101112131415161718 123456789101112131415161718 12345678 9101112131415161718 1234567809101112131415161718
Thoughts - KO-KR Thoughts - PT-BR Thoughts - SW-KE Thoughts - YO-NG Thoughts - ZH-CN
1.0 1.0 1.0 1.0 1.0
0.8 08 08 0.8 0.8
0.6 0.6 0.6 0.6 0.6
04 04 04 0.4 04
02 0.2 0.2 0.2 02
0 L 00 00
123456789I101112131415161718 1234567809101112131415161718 1234567809I101112131415161718 1234567809I101112131415161718 1234567809101112131415161718
Solution - KO-KR Solution - PT-BR Solution - SW-KE Solution - YO-NG Solution - ZH-CN
1.0 1.0 10 1.0
0.8 0.8 08 0.8 0.8
0.6 0.6 0.6 0.6 0.6
0.4 04 0.4 0.4 . | 04
02 02 02 02 0.2
0.0 0.0 0.0 0.0 0.0

12345678 9101112131415161718

12345678 9101112131415161718

12345678 9101112131415161718

12345678 9101112131415161718

12345678 9101112131415161718

Figure 36: Language composition for Qwen3-30B-A3B (m-MMLU).
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Figure 37: Language composition for Qwen3-4B (m-MMLU).
Qwen3-32B 2ppl 3ppl 4ppl Sppl 6ppl Tppl 8ppl
acc%  valid% | acc%  valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid%
ar 95 99 92 97 89 95 86 99 87 98 84 98 81 99
en 100 100 100 100 100 100 100 100 98 100 99 100 97 99
fr 91 100 93 100 92 100 91 100 89 100 91 100 87 100
ja 94 99 94 100 92 100 83 100 88 100 87 100 85 100
zh 96 100 94 99 96 100 94 100 94 100 93 99 87 100
hi 78 95 72 85 7 62 5 59 11 62 5 61 2 80
AVG 92 99 91 97 79 93 76 93 78 93 76 93 73 96

Table 21: Accuracy and valid reasoning rate (%) of Qwen3-32B on the K&K dataset across difficulty levels (2ppl to
8ppl) and input languages.

Qwen3-30B-A3B 2ppl 3ppl 4ppl Sppl 6ppl Tppl 8ppl
acc%  valid% | acc%  valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%

ar 0 0 0 0 0 100 0 0 0 0 2 2 1 98
en 99 98 96 95 98 100 97 98 99 99 99 99 97 99
fr 68 71 64 65 88 100 84 92 87 95 87 96 84 99
ja 0 0 0 0 0 100 0 0 0 0 0 0 0 99
zh 55 64 64 67 62 100 76 79 79 84 81 83 71 100
hi 0 3 0 4 0 89 0 2 0 4 0 4 0 92

AVG 37 40 37 39 41 98 43 45 44 47 45 48 43 98

Table 22: Accuracy and valid reasoning rate (%) of Qwen3-30B-A3B on the K&K dataset across difficulty levels
(2ppl to 8ppl) and input languages.

Qwen3-4B 2ppl 3ppl 4ppl Sppl 6ppl Tppl Sppl
acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc% valid% | acc%  valid%

ar 81 100 73 100 59 100 51 99 40 100 37 100 28 100
en 97 96 96 96 95 94 97 96 95 95 93 93 89 90
fr 78 99 83 99 81 100 77 100 79 99 80 100 74 100
ja 0 0 0 0 0 0 0 0 0 0 0 0 0 0
zh 7 9 13 30 14 31 15 45 14 45 18 45 19 52
hi 71 98 46 97 39 97 36 93 31 98 30 100 24 97

AVG 56 67 52 70 48 70 46 72 43 73 43 73 39 73

Table 23: Accuracy and valid reasoning rate (%) of Qwen3-4B on the K&K dataset across difficulty levels (2ppl to
8ppl) and input languages.
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