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Abstract

Advances in Large Language Models (LLMs)
have improved multi-step reasoning by gen-
erating free-text rationales, but these models
tend to lose focus over the middle of long con-
texts. This raises concerns that as reasoning
progresses, LLMs may overlook information in
earlier steps when decoding subsequent steps,
leading to unreliable and redundant rationales.
To address this, we propose guiding LLMs to
generate more accurate and concise rationales
by (1) proactively referencing information from
underutilized prior steps, and (2) minimizing
redundant information between new and ex-
isting steps. We introduce stepwise informa-
tiveness search, an inference-time tree search
framework incorporating two selection heuris-
tics: grounding-guided selection which prior-
itizes steps paying higher attention over un-
derutilized steps; and novelty-guided selection
which encourages steps with novel conclusions.
We further utilize a self-grounding strategy that
prompts LLMs to explicitly reference relevant
prior steps as premises before deduction at each
step, mitigating distraction from irrelevant con-
tent. Experiments on five reasoning datasets
across five LLMs show the effectiveness and
efficiency of our approach to improve reason-
ing with reduced errors and redundancy 1.

1 Introduction

Large Language Models (LLMs) (OpenAI, 2023;
Team et al., 2023) have shown remarkable per-
formance in reasoning tasks through Chain-of-
Thought (CoT) (Wei et al., 2022) prompting, which
elicits step-by-step rationales to derive answers.
However, complex multi-step reasoning remains
challenging, particularly for smaller-scale mod-
els (Dziri et al., 2024). Recent advances in tree-
search algorithms (Wang et al., 2024b; Yao et al.,

* Equal contribution.
1Code and data are available at https://github.com/

SiyuanWangw/Informativeness-Search.

Generated reasoning steps:

[Step-2] … Nadia is James's aunt.

[Step-3] … Cesar is Nadia's father or uncle.

[Step-5] … Beatrice is Dan's cousin.

[Step-6] … Don is Beatrice's brother.

Query:  Orville got his son, James …; Charles was thrilled his brother, Orville …; 
Charles …with his sister Nadia; Steven …with his granddaughter, Nadia. Cesar 
took his dad Steven to …; Cesar‘s son Dan …; Dan has a aunt named
Constance …; Constance wanted … for her daughter, Beatrice; Don and his 
brother Sidney ...; Sidney asked his sister, Beatrice, …. So Don is James's what?

Underutilized Step: 
Providing valuable 
information but are 
overlooked

Redundant Step:
[Step-5][Step-7]
Beatrice is Dan's cousin.

[Step-4] … Dan is Nadia’s sibling.

[Step-1] … Charles is James's uncle.

[Step-8] James is Orville's son, and Orville 
is Don's father, so Don is James's father.

🧩

🔁

[Step-7] … Beatrice is Dan's cousin. 🔁

🧩

🧩

❌

❌ Incorrect Answer:
Hallucinated reference
Orville is Don's father
[Step-2,4,5,6] are useful but 
not utilized

🔁

Figure 1: An example illustrating LLMs’ difficulty in
referencing early-step information (e.g., underutiliza-
tion of [Step-2,4,5,6]), and the inclusion of redundant
steps (e.g., repeated conclusions in [Step-5, 7]). The
rightward red arrow indicates the focus is on generating
[Step-8] with [Step 1-7] have been generated.

2024; Zhang et al., 2024b) improve this by gen-
erating step-level candidates 2 and using scoring
mechanisms to select the most promising ones it-
eratively, thereby improving overall generated ra-
tionales. However, they typically rely on domain-
specific reward models or more powerful LLMs to
assess candidate validity (Luo et al., 2024).

Moreover, LLMs tend to focus on leading and
recent contexts while losing attention in the mid-
dle (Hsieh et al., 2024). As reasoning progresses,
this causes difficulty in referencing useful inter-
mediate conclusions from earlier steps when de-
coding subsequent ones, leading to unreliable and
redundant rationales. For example, in Fig. 1, [Step
2,4,5,6] provide useful information for deriving
the final answer but are not effectively utilized.
This results in redundant steps (e.g., [Step-7] and
[Step-5] have repeated conclusions) and incorrect
answer (e.g., [Step-8]). Consequently, LLMs risk

2A reasoning step in this paper refers to a sentence in
generated rationales, delimited by the end-of-line token “/n”.
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getting trapped in repetitive reasoning loops (Chen
et al., 2024) and generating unnecessarily lengthy
rationales, increasing the likelihood of cumulative
errors (Furuta et al., 2024).

To address this, we propose to guide LLMs in
generating more accurate and concise step-by-step
rationales by (1) proactively referencing intermedi-
ate conclusions generated from underutilized steps,
and (2) minimizing redundancy between new and
existing steps. With higher-quality rationales gen-
erated, we can improve answer accuracy and re-
duce decoding costs. Underutilized steps are those
whose intermediate conclusions have been less fre-
quently referenced before the current step, suggest-
ing untapped potential to offer useful information
for subsequence reasoning. Meanwhile, reducing
redundancy across steps can contribute novel infor-
mation, enabling more efficient exploration of the
reasoning space toward final answers.

We introduce stepwise informativeness search,
an inference-time tree search framework that pri-
oritizes steps based on informativeness, either by
leveraging underutilized steps or generating novel
content. The framework follows a stepwise beam
search paradigm (Xie et al., 2024), generating mul-
tiple candidate steps at each iteration. Based on
standard cumulative step-level likelihood, it incor-
porates two heuristics to guide candidate selection.
(1) Grounding-guided selection identifies under-
utilized steps by computing each step’s reference
degree so far to estimate its information gain for
subsequent reasoning. As LLMs naturally assign
higher attention to grounding context (Zhang et al.,
2023), we prioritize candidate steps with higher at-
tention scores over underutilized steps. (2) Novelty-
guided selection ranks candidates based on the nov-
elty of their intermediate conclusions relative to
prior steps. A trigram-based similarity measure
filters out highly similar candidates for simplicity.

We empirically validate that encouraging the
grounding of underutilized steps improves reason-
ing, though LLMs inevitably generate unnecessary
steps during reasoning. Specifically, for LLaMA-3-
8B self-generated rationales on CLUTRR (Sinha
et al., 2019) problems requiring 8 steps, the model
exhibits significantly higher accuracy 57.89% when
all steps build upon at least one underutilized step,
compared to only 22.39% when they do not. To
further prevent grounding on underutilized yet irrel-
evant steps, we introduce a self-grounding strategy
that elicits LLMs’ ability to identify relevant prior
steps to provide premises before each deduction.

This process enables connecting with distant under-
utilized steps by first specifying their step numbers,
and reinforcing the generation of well-supported
new steps through explicit grounding. We imple-
ment our informativeness search framework both
with and without self-grounding strategy.

Experiments on four multi-step reasoning and
one commonsense reasoning datasets validate the
effectiveness of the informativeness search frame-
work and self-grounding strategy across five LLMs
of varying families and scales. Overall, our frame-
work can generate more effective solutions with
improved accuracy and reduced tokens. Moreover,
the two heuristics leverage the model’s internal out-
puts and attention to guide step search, making the
approach domain-agnostic and efficient by elim-
inating the need for exhaustive interactions with
external scorers or self-evaluation during decoding.

2 Stepwise Beam Search for Reasoning

In this work, we formulate multi-step reasoning
as a stepwise beam search process considering its
generation parallelizability can accelerates search
process (Xie et al., 2024). This contrasts with an-
other common tree-search practice, Monte Carlo
Tree Search (MCTS) methods (Feng et al., 2023;
Zhang et al., 2024a), which involve extensive roll-
out simulations and are computationally expensive.

Specifically, at each iteration, the model gen-
erates a set of reasoning steps in parallel, each
delimited by a special end-of-line token “/n”. A
beam of the top N steps are selected according to
various criteria, where N is the beam size. Un-
like step-level evaluation, stepwise beam search
ranks candidates by their cumulative rewards (e.g.,
likelihood) across the sequence generated so far.

Formally, the generation of a reasoning sequence
R = [s1, s2, . . . , sT ] with T steps is formulated as

P (R = s1:T |x) =
∏

t

P (st|s1:t−1, x),

where st is the t-th step and x is the input query.
Stepwise generation and selection are performed
with beam size N and sample size k as follows:
starting with N sequences at step t − 1, it gener-
ates k continuations from P (st|s1:t−1, x) for each
sequence s1:t−1, forming a candidate set Ct con-
taining Nk reasoning chains of length t. The top
N sequences are then selected based on a scoring
criteria ϕ(Ct, γ(·)) = {s1, s2, . . . , sN}. ϕ is the
selection function (e.g., topk(·)) and γ(s1:t) eval-
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uates the sequence so far s1:t. Initially, given only
an input x, we generate Nk candidates.

A standard scoring criteria is the cumulative
likelihood of a sequence, defined as: γL(s1:t) =
log

∏
t P (st|s1:t−1, x). Alternative scoring func-

tions γ(s1:t) are employed in self-evaluation (Xie
et al., 2024) and deductive beam search (Zhu
et al., 2024). The former prompts the backend
LLM to provide a correctness score γc(st) to as-
sess whether st is correct given s1:t−1, which
is then combined with likelihood: γE(s1:t) =
log

∏
t P (st|s1:t−1, x) γc(st). The latter trains an

external deductive verifier f to assess whether
each step st is logically entailed by previous
contexts, and replaces the sequence likelihood
with a cumulative deductive score: γD(s1:t) =∏

t f(entails|st, s1:t−1, x).

While these methods improve performance, they
require additional annotations or prompts to obtain
domain-specific scoring models. They also incur
interaction overhead by waiting for scorer response
at each decoding step, yet failing to address afore-
mentioned grounding and redundancy challenges.

3 Informativeness Search Framework

Unlike iteration-based scoring functions described
above, we introduce stepwise informativeness
search framework with two scoring heuristics
that utilize model’s intrinsic outputs and attention
scores. This reduces reliance on off-the-shelf scor-
ers and iterative interactions during decoding. It
prioritizes steps based on informativeness, assessed
by grounding-guided and novelty-guided heuristics
that determine whether new decoded steps ground
on underutilized steps and generate novel content.

3.1 Grounding-Guided Selection

To ground each deduction upon underutilized steps
to maximally leverage useful information, we de-
sign an algorithm to identify underutilized ones
among all prior steps. The candidate sequences, de-
noted as Ct = {s11:t, s21:t, . . . , sNk

1:t }, are then eval-
uated and selected based on whether each current
step sit is well derived from corresponding under-
utilized steps. Further empirical analysis on the
correlation between underutilized steps grounding
and improved reasoning is provided in Appendix C.

Identifying Underutilized Steps At each reason-
ing step, underutilized steps are those referenced
less frequently up to that point, offering higher
untapped potential for contributing information to

subsequent reasoning. At the current step st, the
immediately preceding step st−1 is by default con-
sidered underutilized since it represents the most
recent addition to the reasoning path. For addi-
tional underutilized steps, we perform a backward
traversal from step st−2 to s1, calculating the refer-
ence degree of each step to assess its information
gain to subsequent reasoning.

Specifically, for each prior step sj ∈
{st−2, ..., s2, s1}, we first extract its intermedi-
ate conclusion cj by segmenting it using special
clause delimiters (e.g., “so”, “thus” and commas).
We then compare cj with each subsequent step
sm ∈ {sj+1, . . . , st−1} before the current step us-
ing a trigram-based similarity measure. The infor-
mation gain of sj is computed as follows:

InfoGain(sj) = 1− max
m∈j+1,...,t−1

Simtri(cj , sm)

We classify a prior step as underutilized if its infor-
mation gain exceeds a predefined threshold τ . The
set of underutilized steps at step t is:

It = {st−1} ∪ {sj | InfoGain(sj) > τ},
j ∈ {1, . . . , t− 2}

Grounding on Underutilized Steps After iden-
tifying the set of underutilized steps Ii

t for each
candidate sequence si1:t in the candidate set Ct =
{s1, s2, . . . , sNk} (with subscripts omitted for sim-
plicity), we prioritize candidates that more effec-
tively ground their reasoning in sit upon their re-
spective underutilized steps.

LLMs typically assign higher attention scores to
their grounding context (Zhang et al., 2023). We
leverage attention to assess how well each candi-
date focuses on its identified underutilized steps Ii

t

when constructing step sit. Given that there may
be multiple underutilized steps (|Ii

t | > 2), we do
not enforce grounding on all of them. Instead, we
apply a soft attention mechanism that prioritizes
candidates assigning higher weights to a subset of
these steps. Specifically, we compute the ground-
ing score of sit over Ii

t as γa(sit) by applying mean
pooling across all tokens in sit and only highly at-
tended tokens within Ii

t . Detailed calculations are
provided in Appendix D. This approach maintains
robustness to irrelevant or noisy steps while captur-
ing valuable signals from underutilized steps.

We then integrate this attention-based measure
into the original cumulative likelihood scoring func-
tion to obtain an grounding-enhanced score:

γG(s1:t) = γL(s1:t) + α · γa(st)
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Wrong Deduction

Orville got his son, James…; 
Charles was thrilled his 
brother, Orville…; 
Charles …with his sister 
Nadia; Steven …with his 
granddaughter Nadia. Cesar 
took his dad Steven …; 
Cesar‘s son Dan …; Dan has a 
aunt named Constance …;
Constance wanted … for her 
daughter, Beatrice; Don and 
his brother Sidney ...; Sidney 
asked his sister, Beatrice…. 
So Don is James's what?

[Step-1] From Query, 
Orville is James's father, 
and Charles is Orville's 
brother, so Charles is 
James's uncle.

[Step-2] From Step-
1 and Query, 
Charles is James's 
uncle, and Nadia is 
Charles's sister, so 
Nadia is James's aunt.

[Step-3] 
… Cesar is Nadia's father.
[Step-4] 
… Dan is Nadia’s brother.
[Step-5] 
…Beatrice is Dan's cousin.
[Step-6] 
… Don is Beatrice's brother.

… Beatrice is James's 
aunt, Don is 
Beatrice’s brother, so
Don is James’s uncle.

Wrong Deduction
Query

[Step-7] From Step-4 
and Step-5, Dan is 
Nadia’s brother, Beatrice 
is Dan's cousin, so 
Beatrice is Nadia's cousin

[Step-7] From Query, 
Constance is Cesar’s 
sister (since she is Dan’s 
aunt), and Nadia is 
Cesar’s daughter, so 
Beatrice is Dan’s cousins.

Wrong Deduction

……

Logically correctness of [Step-7]?

Self-Evaluator

Logically correctness of
Query + [Step-1, … , 6] ⇒ [Step-7] ?

Deductive Verifier

🧩

🧩

[Step-7] From Query, 
Constance is Cesar’s 
sister …, so Beatrice is
Dan’s cousins.

❌

❌❌

Low Novelty:

Uninformative Grounding: 
[Step-2] [Step-4] [Step-5] [Step-5]

Grounding & Novelty based Evaluator
Evaluation at [Step-7] 

…… ……

…… ……

✅

✅

“Beatrice is Dan’s cousins” 🔁

🧩

❌

……

❌

Figure 2: Upper: Overview of our informativeness search framework illustrated with beam size of 1. Green blocks
indicate selected steps, red-crossed blocks denote discarded steps, and gray blocks contain incorrect deductions. The
orange block ([Step-7]) highlights a low-quality step that only can be filter by our method. Bottom: Evaluation
comparison of [Step-7]. Previous methods accept [Step-7] as logically correct at both step and sequence levels,
whereas our framework filters it out based on its low novelty and poor grounding on underutilized steps.

where γL(s1:t) = log
∏

t P (st|s1:t−1, x) and α is
a weighted hyperparameter. Then N candidates
are selected from Ct = {s1, s2, . . . , sNk} with
the highest γG(s1:t). We validate this attention-
based operation in Sec. 5.3 by analyzing the consis-
tency between highly attended content and actual
grounded information.

3.2 Novelty-Guided Selection

To reduce redundancy across multiple intermedi-
ate steps, we assess the conclusion novelty of each
newly generated step sit in a candidate sequence
si1:t, and select candidates with higher novelty. We
extract intermediate conclusions from sit and all
its prior steps {si1, . . . , sit−1} by segmenting the
corresponding sentences using special clause de-
limiters (e.g., “so”, “thus” and commas), forming
a set of conclusions {ci1, . . . , cit−1, c

i
t}. We then

calculate the trigram-based similarity between the
newly generated conclusion cit and all preceding
conclusions {ci1, . . . , cit−1}. The novelty score of
sit is then obtained as follows:

N(sit) = 1− max
j∈1,...,t−1

Simtri(c
i
t, c

i
j)

where Simtri(·, ·) measures trigram-based simi-
larity with justification discussed in Appendix E.
We also explore embedding-based similarity mea-
sure in Sec. 5.4. To incorporate novelty into
candidate selection, we calibrate the grounding-
enhanced scoring function with novelty score. At
step t, candidates with low-novelty conclusions

(i.e., N(st) ≤ θ) are filtered out, retaining only
diverse and meaningful candidates. The adjusted
scoring function is defined as below, where θ is a
predefined threshold.

γN (s1:t) =

{
γG(s1:t), ifN(st) > θ,

−100, otherwise.

3.3 Self-Grounding Strategy
To handle irrelevant steps that may arise during
reasoning and prevent grounding-guided selection
from focusing on irrelevant prior steps, especially
when contexts contain distracting information, we
introduce a self-grounding strategy. This approach
leverages LLMs’ inherent ability to anchor reason-
ing in relevant prior information, either from prior
steps or the input query, that serve as necessary
premises for each new deduction. The strategy ex-
plicitly prompts LLMs to reason step by step, struc-
turing each step in the format: “[Step-i] From
<source>, <deduction>.” where “<source>”
refers to either relevant prior steps or the input
query that provide premises for deducing new con-
clusions in “<deduction>”. For example, “[Step-1]
From Query, we know ...”, “[Step-2] From Step-
1 and Query, we know ...” and “[Step-3] From
Step-1 and Step-2, because ...”. This explicit step-
grounding process ensures that each new step di-
rectly builds upon established information, main-
taining logical coherence while minimizing irrel-
evant or unsupported conclusions. Moreover, ex-

25295



Models Methods FOLIO ProofWriter MMLU-Pro GPQA-Diamond Avg.

Llama3.2-3B-Instruct

Few-shot CoT 38.73% 40.00% 28.57% 21.72% 32.25%
Self-Grounding CoT 45.59% 43.33% 28.57% 22.73% 35.06%

Best-of-N 45.59% 37.00% 30.00% 22.73% 33.83%
Self-Consistency 46.57% 47.67% 29.64% 22.73% 36.65%
Tree-of-Thought 44.12% 44.17% 26.43% 22.73% 34.36%

Self-Eval Beam Search 45.10% 47.00% 30.71% 19.19% 35.50%
Deductive Beam Search 48.04% 38.17% 25.71% 24.75% 34.17%

MCTS + Math-PRM / / 26.07% 22.22% /
Informativeness Search 46.57% 50.33% 33.57% 27.27% 39.44%

Informativeness Search (w/ SG) 51.96% 53.67% 33.93% 24.24% 40.95%

Llama3-8B-Instruct

Few-shot CoT 54.90% 55.33% 37.50% 29.29% 44.25%
Self-Grounding CoT 55.39% 57.00% 38.57% 30.30% 45.32%

Best-of-N 56.86% 50.00% 39.29% 30.30% 44.11%
Self-Consistency 57.84% 60.17% 39.29% 31.31% 47.15%
Tree-of-Thought 55.88% 53.33% 39.29% 27.78% 44.07%

Self-Eval Beam Search 59.31% 56.17% 35.00% 29.80% 45.07%
Deductive Beam Search 54.90% 48.83% 37.50% 27.78% 42.25%

MCTS + Math-PRM / / 27.14% 28.28% /
Informativeness Search 58.33% 61.33% 40.00% 33.33% 48.25%

Informativeness Search (w/ SG) 59.80% 62.00% 40.71% 35.35% 49.46%

Table 1: Experimental results (accuracy %) of different methods on Llama3.2-3B-Instruct and LLaMA3-8B-Instruct.
SG denotes the Self-Grounding strategy. Shaded rows present results from our proposed method.

plicitly referencing step numbers facilitates con-
nections with distant underutilized steps. Further
details on the prompts and few-shot demonstrations
are provided in Appendix B.

4 Experiments

4.1 Setup

Baselines We evaluate against both sequence-
level CoT methods and step-level search meth-
ods. Sequence-level methods include: (1) Few-shot
CoT (Wei et al., 2022) performs step-by-step rea-
soning. (2) Self-Grounding CoT is our proposed
self-grounding strategy without search. (3) Best-of-
N (Lightman et al., 2023) samples Nk rationales
and selects the best via LLM self-evaluation as we
lack general reward models for diverse tasks. (4)
Self-Consistency (Wang et al., 2022) samples Nk
rationales and uses majority voting for the final
answer. Step-level methods include: (5) Tree-of-
thought (Yao et al., 2024) performs breadth-first
tree search with self-evaluation at each step. (6)
Self-Eval Beam Search (Xie et al., 2024) and (7)
Deductive Beam Search (Zhu et al., 2024) both
use stepwise beam search, with the former re-
lying on self-evaluation and the latter on deduc-
tive scoring trained on synthesized datasets. (8)
MCTS (Zhang et al., 2024a) where we use the min-
imum score across all steps from Qwen2.5-Math-
PRM-7B (Zhang et al., 2025) to evaluate simulated
solutions. As this is a mathematical PRM, we re-

port MCTS results only on MMLU-Pro and GPQA-
Diamond. We evaluate our informativeness search
with and without the self-grounding (SG) strategy.

Implementation Details We evaluate our frame-
work on four multi-step reasoning datasets: FO-
LIO (Han et al., 2022), ProofWriter (Tafjord
et al., 2020), MMLU-Pro (Wang et al., 2024c) and
GPQA (Rein et al., 2023). We mainly evaluate
our method and baselines on Llama3.2-3B-Instruct
and Llama3-8B-Instruct, using a two-shot prompt-
ing strategy with a 1024-token generation limit.
We set N = 3 and k = 2 for all stepwise beam
search methods. The parameter α is set to 2 and
the threshold τ to 0.7. θ is set to 0.5 for FOLIO
and ProofWriter, 0.4 for MMLU-Pro and GPQA-
Diamond. Further details and search configurations
are provided in Appendix A.

4.2 Main Results

Table 1 presents the overall performance com-
parison across four benchmark datasets. Our
method consistently outperforms all baseline meth-
ods across both deductive and diverse reasoning
datasets when implemented with either Llama3.2-
3B-Instruct or Llama3-8B-Instruct. This demon-
strates the general superiority of our informative-
ness search framework and self-grounding strat-
egy. Notably, our method yields more substantial
improvements on Llama3.2-3B-Instruct, suggest-
ing its particular effectiveness in enhancing rea-
soning for lower-performing models. Additionally,
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Figure 3: Accuracy and average token count (Avg. # Tokens) of final predicted rationales using different methods
on Llama3.2-3B-Instruct.

self-grounding further enhances informativeness
search, except when using Llama3.2-3B-Instruct
on GPQA-Diamond. We attribute this to Llama3.2-
3B-Instruct’s inability to perform self-grounding ef-
fectively for the challenging GPQA-Diamond task.
Step-level methods like tree-of-thought, deductive
beam search and MCTS show moderate perfor-
mance due to their reliance on specialized reward
model or verifiers, limiting their generalizability. In
contrast, informativeness search is broadly applica-
ble without requiring task-specific customization.

4.3 Efficiency Analysis

Average Rationale Length We analyze the aver-
age token count of final predicted rationales using
different methods on Llama3.2-3B-Instruct to ex-
amine the relationship between rationale length and
accuracy. As shown in Figure 3, our method gener-
ates shorter rationales with fewer tokens than few-
shot CoT and stepwise beam search while achiev-
ing higher accuracy, both with and without the
self-grounding strategy. Notably, our approach ex-
hibits greater token reduction in deductive reason-
ing, correlating with more significant performance
improvements. We attribute this to our informa-
tiveness search framework can effectively reduce
redundancy by combining grounding-guided and
novelty-guided selection. This minimizes cumula-
tive errors and prevents circular reasoning loops,
ultimately leading to better performance.

Total Inference Cost We further analyze the to-
tal inference cost, including candidate step genera-
tion and evaluation throughout the search process
for all methods involving stepwise beam search. As
shown in Table 2, we compare token consumption,
inference time and memory usage across all meth-

ods, evaluated consistently on the same NVIDIA
RTX A6000 GPU with batch size 1. Our method
effectively reduces token usage and inference time
compared to the baseline and other beam search
methods while maintaining comparable memory
usage, exhibiting superior efficiency. The high cost
of Self-Eval and deductive beam search stems from
additional interactions to obtain evaluation feed-
back after each step. Moreover, deductive beam
search requires additional computational resources
for training a domain-specific deductive verifier.

Search Method Token Num. Inference Time Memory

Self-Eval 75.0×K 589 min 7348 MiB
Deductive 46.3×K 346 min 9789 MiB
Stepwise 2.40×K 123 min 10918 MiB

Stepwise w/ SG 2.48×K 135 min 11052 MiB
Informativeness 1.89×K 103 min 10895 MiB

Informativeness w/ SG 2.17×K 112 min 11256 MiB

Table 2: Efficiency comparison of different stepwise
beam search methods on FOLIO. Baseline stepwise
beam search uses only cumulative likelihood scoring.

4.4 Results on Additional LLMs

To further validate the broad effectiveness of our
method, we implement it on Phi-4 (Abdin et al.,
2024), Qwen2.5-7B-Instruct (Qwen et al., 2025)
(14B and 7B-parameter models from different fam-
ilies), and DeepSeek-R1-Distill-Llama-8B (Guo
et al., 2025), a slow-thinking Llama3-8B variant
distilled from DeepSeek-R1. We evaluate perfor-
mance on FOLIO, ProofWriter, and MMLU-Pro,
comparing against few-shot CoT, self-grounding,
and self-consistency baselines using correspond-
ing backbones. A one-shot prompting strategy is
used with N = 3 and k = 1, and we extend the
generation limit to 2048 tokens to accommodate
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long CoT from R1-Distill-Llama-8B. As shown
in Table 3, our framework consistently improves
performance on more powerful LLMs, though self-
grounding fails on R1-Distill-Llama-8B, as it learns
to generate free-form CoT and struggles to follow a
structured response format. Despite this, our infor-
mativeness search still yields significant improve-
ments, notably reducing redundant tokens in final
rationales (Table 4). This aligns with DeepSeek-
R1’s over-thinking problems as pointed by (Chen
et al., 2024; Cuadron et al., 2025). These results,
along with Table 1 demonstrate our method’s ro-
bustness across models.

Method FOLIO ProofWriter MMLU-Pro

Phi-4
Few-shot CoT 73.67% 72.55% 71.79%

Self-Grounding CoT 73.50% 72.06% 72.14%
Self-Consistency 71.17% 72.55% 72.50%

Informativeness Search w/ SG 76.67% 77.94% 72.86%

Qwen2.5-7B-Instruct
Few-shot CoT 65.20% 54.17% 53.21%

Self-Grounding CoT 67.16% 54.83% 53.57%
Self-Consistency 69.12% 56.33% 54.29%

Informativeness Search w/ SG 70.59% 58.00% 55.36%

DeepSeek-R1-Distill-Llama-8B
Few-shot CoT 61.76% 48.67% 38.57%

Self-Grounding CoT 53.92% 38.17% 35.36%
Self-Consistency 62.25% 63.50% 46.07%

Informativeness Search 70.10% 66.50% 47.50%

Table 3: Additional results on Phi-4, Qwen2.5-7B-
Instruct and R1-Distill-Llama-8B.

Method FOLIO ProofWriter MMLU-Pro

Few-shot CoT 1105 1861 1636
Informativeness Search 588 1023 1001

Table 4: Average token count of the final predicted
reasoning paths from R1-Distill-Llama-8B.

4.5 Applicability to General Reasoning Task

To validate the generalization ability of our method
on general reasoning tasks beyond multi-step
reasoning datasets, we further evaluate it on a
randomly sampled subset (100 instances) from
the ARC Challenge dataset, a benchmark for
commonsense reasoning. We report the results
for Llama3.2-3B-Instruct, DeepSeek-R1-Distill-
Llama-8B and Phi-4, as shown in Table 5. The con-
sistent performance gains across all models demon-
strate the applicability of our method beyond the
original four multi-step reasoning datasets.

Methods Llama3.2-3B R1-Llama-8B Phi-4

Few-shot CoT 71% 68% 94%
Self-Grounding CoT 73% 74% 94%

Self-Consistency 70% 75% 95%
Stepwise Beam Search 75% 76% 94%

Informativeness Search w/ SG 78% 83% 97%

Table 5: Performance on ARC Challenge Dataset.

5 Further Analysis

5.1 Ablation Study

To investigate the contribution of our proposed
novelty-guided and grounding-guided selection,
we conduct an ablation study using LLama3.2-
3B-Instruct on FOLIO and MMLU-Pro datasets.
Starting with stepwise beam search as our base-
line, we separately incorporate each component
individually, and compare them with our final In-
formative Search). Table 6 reveals that each se-
lection heuristic contributes substantially to perfor-
mance improvements, with their integration produc-
ing our best-performing search framework overall.
Notably, novelty-based selection proves especially
effective on FOLIO, addressing the challenge of
redundant step generation in deductive reasoning
tasks, while grounding-guided selection shows par-
ticular strength on MMLU-Pro. These findings
validate the standalone effectiveness of each heuris-
tic and their complementary nature when integrated
into our complete framework.

Methods FOLIO MMLU-Pro

Stepwise Beam Search 41.18% 30.36%
w/ only Novelty-Guided Heuristic 45.10% 32.14%
w/ only Grounding-Guided Heuristic 42.65% 32.50%

Informativeness Search 46.57% 33.57%

Table 6: Ablation study using LLaMA3.2-3B-Instruct.

5.2 Redundant Step Analysis

In complex multi-step reasoning tasks, LLMs tend
to generate repeated intermediate conclusions, ei-
ther from same or different premises, which can
trap reasoning in circular loops. For detailed in-
vestigation, we measure the average number of re-
peated conclusions across steps per rationale gener-
ated by our method compared to few-shot CoT and
self-grounding CoT baselines using LLama3.2-3B-
Instruct. Specifically, we split rationales into steps
using end-of-line token “/n” and extract intermedi-
ate conclusions based on special clause delimiters
as operated in Sec. 3.2. A step is considered re-
dundant if its conclusion shares over 70% tri-word

25298



overlap with any previous conclusions in the same
rationale. As shown in Figure 4, LLMs exhibit a
pronounced tendency to produce redundant steps,
particularly in deductive reasoning tasks. This oc-
curs because deductive contexts often contain ver-
bally similar information, causing LLMs to lose
track of logical progression and become stuck in
circular reasoning. In contrast, our self-grounding
strategy and informativeness search substantially
reduce redundant steps, enabling more effective
and efficient multi-step reasoning.

FOLIO ProofWriter MMLU-Pro GPQA-Diamond0

2

4

6

Av
g. 

#R
ep

ea
tit
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Few-shot CoT
Self-grounding CoT
Informativeness Search w/ SG

Figure 4: Average count of redundant steps whose con-
clusions have over 70% tri-word overlap with any previ-
ous conclusions in the same rationale.

5.3 Validity of Attention-Based Selection

To validate our attention-based implementation in
grounding-guided selection, we examine whether
LLMs naturally assign higher attention to grounded
steps than other steps. Using the CLUTRR dataset,
which provides well-annotated reasoning paths, we
conduct a teacher-forcing analysis where all pre-
vious ground-truth steps are fed into the model to
prompt the next step. We then compute the aver-
age attention score over both grounded and non-
grounded steps. This analysis is performed both
with and without self-grounding, using Llama3.2-
3B-Instruct and Llama3-8B-Instruct. As shown
in Fig. 5, LLMs exhibit significantly higher atten-
tion over grounded steps. This demonstrates the
consistency of LLMs’ attention patterns and their
grounding behavior, and confirms the validity of
our attention-based implementation.

5.4 Effectiveness using Embedding-based
Similarity

We further explore the effectiveness of our method
when utilizing more robust embedding-based simi-
larity instead of simple trigram-based similarity to
measure novelty and information gain. Specifically,
we employ a lightweight sentence-transformers
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Figure 5: Average attention on grounded and other steps.

model, all-MiniLM-L6-v2 (with only 22.7M pa-
rameters), which maps each sentence into a 384-
dimensional embedding for cosine similarity com-
putation. We compare this embedding-based
method to our original trigram-based measure
on FOLIO and MMLU-Pro using Llama3.2-3B-
Instruct and Llama3-8B-Instruct. Results in Table 7
suggest that the embedding-based method provides
comparable or slightly improved performance on
MMLU-Pro, which contains more free-form text.
The slight drop on FOLIO may stem from its struc-
tured and templated format, where trigram match-
ing more precisely captures exact phrase overlap.

Method FOLIO MMLU-Pro

Llama3.2-3B-Instruct
Few-shot CoT 38.73% 28.57%

Informativeness Search w/SG (Trigram) 51.96% 33.93%
Informativeness Search w/SG (Embedding) 51.47% 35.00%

Llama3-8B-Instruct
Few-shot CoT 54.90% 37.50%

Informativeness Search w/SG (Trigram) 59.80% 40.71%
Informativeness Search w/SG (Embedding) 59.31% 40.36%

Table 7: Additional results using embedding-based sim-
ilarity.

6 Related Work

LLMs (OpenAI, 2023; Abdin et al., 2024; Guo
et al., 2025) and Chain-of-Thought (CoT) prompt-
ing (Wei et al., 2022; Zhou et al., 2022) have
demonstrated remarkable performance in reasoning
tasks by generating step-by-step rationales. How-
ever, for complex multi-step reasoning problems,
LLMs often underutilize earlier critic information
as rationale getting longer due to tendency to lose
focus on middle-context content (See et al., 2017;
Peysakhovich and Lerer, 2023; Junqing et al., 2023;
Hsieh et al., 2024). They also frequently generate
repeated sub-conclusions, leading to redundant rea-
soning and error accumulation (Dziri et al., 2024;
Furuta et al., 2024). These difficulties are pro-
nounced in smaller LLMs with limited reasoning
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capacity (Fu et al., 2023). An intuitive method is
to simply prompt for concise outputs. However,
LLMs often struggle to maintain output quality
under length constraints, leaving grounding and
redundancy issues unresolved (Nayab et al., 2024;
Han et al., 2024).

This inspires generating multiple rationales and
selecting the most likely solution via majority vot-
ing (Wang et al., 2022) or best-of-N (Wang et al.,
2024b). However, they are computationally costly
due to exponentially growing search space. To re-
duce search space, tree search techniques use scor-
ing mechanisms to prioritize promising candidates
at each step, such as stepwise beam search (Xie
et al., 2024), Tree-of-Thought (Yao et al., 2024),
and Monte Carlo Tree Search (Jiang et al., 2024;
Feng et al., 2023; Zhang et al., 2024a). While
effective, they face practical limitations, relying
on extensive rollouts (Wang et al., 2024b,a) and
annotations (Lightman et al., 2023) for training
specialized reward models. Besides, they intro-
duce latency due to interactions with external or
self-evaluators during autoregressive decoding (Xie
et al., 2024; Yao et al., 2024), and ignore the
grounding and redundancy issues in this work.

7 Conclusion

In this work, we address the challenge of LLMs
losing focus on intermediate steps during multi-
step reasoning, which can lead to unreliable and
redundant rationales. To mitigate this, we pro-
pose an inference-time tree search framework in-
corporating grounding-guided and novelty-guided
heuristics, enhancing rationale generation by proac-
tively grounding underutilized steps and minimiz-
ing redundancy between reasoning steps. Our self-
grounding strategy further prompts LLMs to ex-
plicitly reference relevant prior steps before each
deduction. Experiments show that our method
improves reasoning accuracy and efficiency with
fewer errors and reduced redundancy.

Limitations

Our work has several limitations to address in fu-
ture research. First, due to computational con-
straints, our main experiments operate within a
limited search space with beam size 3 and sample
size 2, and use LLM backbones of at most 14B
parameters. Future work can explore larger search
spaces and more powerful LLMs to further unlock
the potential of our framework. Second, while our

method currently relies solely on stepwise beam
search with standard cumulative likelihood, incor-
porating our selection heuristics with other scoring
mechanism, such as self-evaluation and process
reward models, as well as other tree-search algo-
rithms like MCTS could be potential future work.
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A Implementation Details

A.1 Baseline Details

For Best-of-N and Self-Consistency, we adopt a
sampling configuration with temperature T = 1.0
and top-40 token truncation. For tree-of-thought
(ToT) and self-eval beam search (Self-Eval BS),
we prompt LLMs to conduct self-evaluation. For
deductive beam search that provide a general ver-
ifier checkpoint and two data subsets for training
a commonsense and a mathematical verifier, we
select the best-performing verifier for each dataset.
Specifically, we use the general or commonsense
verifier for FOLIO, ProofWriter, and MMLU-Pro,
and the general or mathematical verifier for GPQA.
For MCTS which operates in a iterative four-stage
manner: selection, expansion, simulation and back-
progation, we use the minimum score across all
steps from Qwen2.5-Math-PRM-7B (Zhang et al.,
2025) to evaluate simulated rollout.

Comparison among ToT, MCTS, and Self-
evaluation Beam Search ToT and Self-
evaluation beam search both perform stepwise
tree search using a scorer function at each step.
The key difference lies in granularity: Self-eval
scores and accumulates at the individual step
level, while ToT evaluates each thought generated
so far as a unit. In contrast, MCTS follows a
fundamentally different approach. It performs
simulation-based search, where each node is
evaluated through multiple rollouts, and scores are
provided by a reward model. While this enables
deeper exploration, it also introduces significantly
higher computational cost.

A.2 Dataset Details

We evaluate our framework on four multi-step
reasoning datasets: FOLIO (Han et al., 2022),
ProofWriter (Tafjord et al., 2020), MMLU-
Pro (Wang et al., 2024c) and GPQA (Rein et al.,
2023), and and one commonsense dataset ARC
Challenge (Clark et al., 2018). FOLIO and
ProofWriter focus on deductive reasoning, requir-
ing 1-8 and 1-6 reasoning steps respectively, with
test sets of 204 and 600 cases. MMLU-Pro covers
14 domains, including math, physics, chemistry,
engineering, law, and psychology, from which we
uniformly sample 280 cases. GPQA specializes
in biology, physics, and chemistry, and we use its
Diamond subset containing 198 expert-answered
but non-expert-failed questions.
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A.3 Implementation Details

We apply grounding-guided and novelty-guided se-
lection primarily after the third step, as the initial
steps typically ground on the given context and
contain minimal redundant steps. Additionally, our
prompt requires summarizing the final answer af-
ter the reasoning process, separated by the special
token “[END]”. We restrict grounding-guided and
novelty-guided selection to the reasoning phase
only, ensuring that the final answer output, which
often overlaps with the last reasoning step, remains
unaffected.

A.4 Varying Search Configurations

For step-level candidate generation in stepwise
beam search, we explore both temperature sam-
pling and tokenwise beam search. As shown in
Table 8, our method with grounding and novelty-
guided selection consistently outperforms stepwise
beam search baseline (with cumulative likelihood
scoring), regardless of whether self-grounding is
applied. Additionally, tokenwise beam search for
candidate generation yields slightly better perfor-
mance than temperature sampling.

Methods FOLIO MMLU-Pro

Beam Search
Stepwise Beam Search 41.18% 30.36%
Informativeness Search 46.57% 33.57%
Stepwise Beam Search (w/ SG) 50.49% 32.86%
Informativeness Search (w/ SG) 51.96% 33.93%

Temperature Sampling
Stepwise Beam Search 41.67% 29.64%
Informativeness Search 44.12% 31.43%
Stepwise Beam Search (w/ SG) 47.55% 29.64%
Informativeness Search (w/ SG) 48.53% 32.50%

Table 8: Different candidate step generation methods.

We further evaluate the impact of varying beam
sizes in our informativeness search, using both to-
kenwise beam search and temperature sampling
for candidate step generation. Specifically, we set
the sample size to 2 and vary the beam size from
1 to 4. As shown in Fig. 6, both alternatives con-
sistently outperform the few-shot CoT baseline.
Additionally, our informativeness search continues
to improve as beam size increases. Notably, when
the search space is constrained (i.e., with a smaller
beam size), tokenwise beam search performs better.
Based on these findings, we adopt tokenwise beam
search for all stepwise beam search methods in our
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Figure 6: The impact of beam size on our utility-based
search for the FOLIO dataset on Llama3.2-3B-Instruct.

reported results (Table 1∼ 4) considering its better
performance and accelerated computational speed.

A.5 Comparison to Tokenwise Beam Search

We further compare our informativeness search
(beam size N = 3, sample size k = 2) with naive
tokenwise beam search for whole rationale genera-
tion using beam size 3 and 6. Table 9 demonstrate
the effectiveness of our method.

Method FOLIO ProofWriter MMLU-Pro GPQA-D

Few-shot CoT 38.73% 40.00% 28.57% 21.72%
Tokenwise BS (3) 43.63% 45.00% 28.93% 21.72%
Tokenwise BS (6) 46.08% 42.17% 31.07% 19.19%

Informativeness Search 46.57% 50.33% 33.93% 27.27%

Table 9: Comparison with tokenwise beam search using
Llama3.2-3B-Instruct for whole rationale generation.
Numbers in parentheses denote the beam size.

B Framework Prompts

Table 10, 11, 12 and 13 present the prompts used in
our informativeness search framework without self-
grounding strategy for the FOLIO, ProofWriter,
MMLU-Pro and GPQA-Diamond datasets. For
illustration, Table 14 provides the prompt used in
our informativeness search framework with self-
grounding strategy on GPQA-Diamond 3.

C Correlation between of Grounding
Challenge and Reasoning Performance

We provide a detailed illustration of the ground-
ing challenge that LLMs face when referencing

3We use GPT-4o and Claude to adjust prompts manually.
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prior reasoning steps. Specifically, we analyze
all instances involving 8-9 reasoning steps from
CLUTRR (Sinha et al., 2019), a dataset with well-
annotated rationales. We evaluate the performance
of Llama3-8B-Instruct across instances grouped
by the maximum distances between referencing
and referenced steps. As shown in Fig. 7, perfor-
mance degrades as the distance to the referenced
prior steps grows. This demonstrates the inher-
ent difficulty of grounding distant prior step, with
longer distances (steps accumulating) progressively
degrade reasoning performance.
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Figure 7: Accuracy versus maximum distance between
referencing and referenced steps on CLUTRR.

D Attention Calculation

To compute the grounding score γa(s
i
t) that mea-

sures how effectively step sit attends to the underuti-
lized steps Ii

t , we use a selective attention mecha-
nism that emphasizes the most relevant connections
while remaining robust to noisy information. Our
approach proceeds in three stages. First, we collect
attention weights from all L layers and H heads of
the model. For each generated step, we extract the
attention scores from the N tokens in the current
step sit to the M tokens in the underutilized prior
steps Ii

t , yielding L×H×M×N attention values.
Next, we take the mean over the N tokens in the
current step sit, reducing it to L×H×M scores to
measure how much the step sit as a whole attends
to each token in underutilized steps. Finally, we se-
lect the top-K scores (we experiment and conclude
that K = 50 ∼ 100 yield similar results) and com-
pute their mean to obtain the final attention score
γa(s

i
t). This selective averaging maintains robust-

ness to irrelevant or noisy steps while capturing
most valuable signals from underutilized steps.

E Justification of Using Trigram-based
Similarity

We simply adopt trigram-based similarity to mea-
sure novelty and information gain for each step
for the following reasons. (1) Similarity computa-
tion includes both semantics-based similarity and
N -gram-based similarity. However, the former of-
ten requires additional model inference, introduc-
ing substantial computational overhead. To reduce
costs, we opted for N -gram-based similarity, which
can be computed efficiently without model calls.
(2) Among N -gram-based metrics, uni-gram sim-
ilarity performs poorly, as it only captures word
overlap and lacks sentence-level representation.
In contrast, higher-order N-grams (e.g., 4-gram)
are overly strict and fail to recognize semantically
similar sentences with slightly different wording.
Through empirical comparisons on bi-gram and tri-
gram similarity, we found that trigram-based sim-
ilarity provides the best trade-off between robust-
ness and flexibility, making it the preferred choice
in our implementation. Alternatively, lightweight
embedding-based measures can further enhance
semantic fidelity and merit further exploration.

F Further Discussion on Handling
Intermediate Noise or Repetition

LLMs inevitably generate irrelevant or incorrect
steps during reasoning, making not all underuti-
lized steps useful. However, we argue that our
method encouraging the grounding of underuti-
lized steps still improve reasoning. As discussed
in Sec. 1, empirical evidence shows that when
LLaMA-3-8B is prompted to self-generate multi-
step rationales on CLUTRR instances requiring
eight ground-truth steps, accuracy is significantly
higher (57.89%) in cases where each step grounds
on at least one underutilized prior step, compared
to 22.39% when they do not. Besides, our proposed
self-grounding strategy further mitigate the impact
of irrelevant steps by prompting the model to iden-
tify and state relevant prior steps before each de-
duction, leveraging its internal reasoning to surface
useful content. Finally, we adopt a soft attention
mechanism prioritizes grounding on a selective sub-
set of underutilized steps, maintaining robustness
against noise while capturing valuable signals.

Additionally, our framework can extend to long-
thinking models that generate intermediate conclu-
sions similar to their final answers. Unlike short-
thinking models that terminate reasoning upon
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reaching likely answer, long-thinking models usu-
ally explore multiple alternative solutions or per-
form verification. However, valuable alternative
solutions and verifications often appear in varied
expressions. For instance, the conclusion “the an-
swer to 2 + 3 is 5” may emerge through diverse
intermediate forms such as “two apples plus three
apples equals five apples” or “2 is II and 3 is III in
Roman numerals, adding them gives V”. Similarly,
useful verifications include phrases like “which is
the same as 2 plus 3” or “this aligns with 2 plus
3 equals 5”. Our trigram-based similarity metric
recognizes these varied expressions as semantically
novel, encouraging diverse reasoning paths that in-
crease information richness and model confidence
in its answer. The strong performance of DeepSeek-
R1-Distill-Llama-8B in Table 3 validates the gener-
alization of our approach to long-thinking models.
Moreover, we can apply in-block novelty-guided
selection, filtering within reasoning blocks seg-
mented by special transition tokens (e.g., “Wait,”
or “Alternatively”) to maintain diversity while miti-
gating the risk of filtering meaningful content.
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Prompt without Self-Grounding (FOLIO)

You are a helpful assistant.
You will receive a query. Your task is to answer the query.

#### Examples
Query: LanguageA is a universal language. If a universal language exists, then for every two people if they both
know the same universal language they can communicate. Katya cannot communicate with Danil. Katya knows
LanguageA. Based on the above information, is the following statement true, false, or uncertain? Danil knows
LanguageA.
Thought:
Because LanguageA is a universal language, and if a universal language exists, then for every two people if they
both know the same universal language they can communicate, so every two people that know LanguageA can
communicate.
Because every two people that know LanguageA can communicate, and Katya knows LanguageA, so Katya can
communicate with others that know LanguageA.
Because Katya can communicate with others that knows LanguageA, and Katya cannot communicate with Danil, so
Danil does not know LanguageA.
Therefore, the statement "Danil knows LanguageA." is False.
END.
So the answer is: False.
——
Query: All eels are fish. No fish are plants. A thing is either a plant or animal. Nothing that breathes is paper. All
animals breathe. If a sea eel is either an eel or a plant, then a sea eel is an eel or an animal. Based on the above
information, is the following statement true, false, or uncertain? Sea eel breathes or is paper.
Thought:
Because all eels are fish, so a sea eel is a fish.
Because no fish are plants, a thing is either a plant or animal, so a fish is an animal.
Because a sea eel is a fish, and a fish is an animal, so a sea eel is an animal.
Because a sea eel is an animal, and all animals breathe, so a sea eel breathes.
Because a sea eel breathes and nothing that breathes is paper, so a sea eel is not paper.
Therefore, the statement "Sea eel breathes or is paper." is True.
END.
So the answer is: True.

#### Here’s what you need to do. Please first think step-by-step, give out each of your step in a newline,
then end your thought with "END.". Finally respond "True", "False" or "Uncertain" in a newline, strictly starting with
"So the answer is: ".

Table 10: The prompt without self-grounding on FOLIO.
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Prompt without Self-Grounding (ProofWriter)

You are a helpful assitant.
You will receive a query. Your task is to answer the query.

#### Examples
Query: Bob is big. Dave is big. Dave is rough. Erin is nice. Erin is white. Gary is nice. Gary is white. Red things are
white. All big things are green. All red, white things are nice. All green things are blue. If something is nice then it is
big. All blue, green things are rough. All rough things are red. If something is blue then it is nice. If something is red
then it is blue. Based on the above information, is the following statement true, false, or unknown? Gary is not red.
Thought:
Because Gary is nice, and if something is nice then it is big, so Gary is big.
Because Gary is big and all big things are green, so Gary is green.
Because Gary is green and all green things are blue, so Gary is blue.
Because Gary is green and Gary is blue, and all blue, green things are rough, so Gary is rough.
Because Gary is rough and all rough things are red, so Gary is red.
Therefore, the statement "Gary is not red." is false.
END.
So the answer is: False.
——
Query: Anne is nice. Anne is smart. Charlie is green. Fiona is nice. Fiona is round. Fiona is white. Harry is blue.
White, kind things are nice. If something is smart and kind then it is green. If something is round and kind then it is
white. Smart things are kind. Nice, white things are kind. Round things are kind. If something is nice then it is smart.
All white things are round. If Charlie is green then Charlie is white. Based on the above information, is the following
statement true, false, or unknown? Charlie is smart.
Thought:
Because Charlie is green, and if Charlie is green then Charlie is white, so Charlie is white.
Because Charlie is white and all white things are round, so Charlie is round.
Because Charlie is round and round things are kind, so Charlie is kind.
Because Charlie is white and Charlie is kind, and white, kind things are nice, so Charlie is nice.
Because Charlie is nice, and if something is nice then it is smart, so Charlie is smart.
Therefore, the statement "Charlie is smart." is true.
END.
So the answer is: True.

#### Here’s what you need to do. Please first think step-by-step, give out each of your step in a newline,
then end your thought with "END.". Finally respond "True", "False" or "Unknown" in a newline, strictly starting with
"So the answer is: ".

Table 11: The prompt without self-grounding on ProofWriter.
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Prompt without Self-Grounding (MMLU-Pro)

You will receive a query and ten options. Your task is to select an option to answer the query.

#### Examples
Query: Kylar went to the store to buy glasses for his new apartment. One glass costs $5, but every second glass costs
only 60% of the price. Kylar wants to buy 16 glasses. How much does he need to pay for them?
Options: A.24, B.54, C.40, D.32, E.64, F.8, G.16, H.60, I.100, J.74
Thought:
Because one glass costs $5, and every second glass costs only 60% of the price, so the discount price of every second
glass is 60/100 * 5 = $3.
Because every second glass is discounted at $3, and Kylar wants to buy 16 glasses, so Kylar is going to buy 16 / 2 = 8
discounted glasses and 16 - 8 = 8 regular-priced glasses.
Because Kylar is going to buy 8 discounted glasses, and every discounted glass is $3, so Kylar is going to pay 8 * 3 =
$24.
Because Kylar is also going to buy 8 regular-priced glasses, and one glass costs $5, so Kylar will pay 8 * 5 = $40.
Because Kylar will pay $24 for 8 discounted glasses, and $40 for 8 regular-priced glasses, so in total Kylar needs to
pay 24 + 40 = $64 for the glasses he wants to buy.
END.
So the answer is: E.
——
Query: A refracting telescope consists of two converging lenses separated by 100 cm. The eye-piece lens has a focal
length of 20 cm. The angular magnification of the telescope is ?
Options: A.10, B.40, C.6, D.25, E.15, F.50, G.30, H.4, I.5, J.20
Thought:
Because in a refracting telescope both lenses are converging, so their focus must be between the two lenses.
Because the focus of both lenses must lie between them, so their focal lengths must add up to their separation.
Because the two lenses are separated by 100 cm, and one lens has a focal length of 20 cm, so the other lens must have
a focal length of 80 cm.
Because one lens has a focal length of 20 cm and the other 80 cm, so the magnification is the ratio of their focal
lengths, which is 4.
END.
So the answer is: H.

#### Here’s what you need to do. Please first think step-by-step, presenting each of your step in a new
line. Then end your thought with "END.". Finally respond with an option from "A", "B", "C", "D", "E", "F", "G",
"H", "I" or "J" in a newline, strictly starting with "So the answer is: ".

Table 12: The prompt without self-grounding on MMLU-Pro.
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Prompt without Self-Grounding (GPQA-Diamond)

You will receive a query along with four options. Your task is to select an option to answer the query.

#### Examples
Query: Kylar went to the store to buy glasses for his new apartment. One glass costs $5, but every second glass costs
only 60% of the price. Kylar wants to buy 16 glasses. How much does he need to pay for them?
Options:
(A) 24
(B) 54
(C) 40
(D) 64
Thought:
Because one glass costs $5, and every second glass costs only 60% of the price, so the discount price of every second
glass is 60/100 * 5 = $3.
Because every second glass is discounted at $3, and Kylar wants to buy 16 glasses, so Kylar is going to buy 16 / 2 = 8
discounted glasses and 16 - 8 = 8 regular-priced glasses.
Because Kylar is going to buy 8 discounted glasses, and every discounted glass is $3, so Kylar is going to pay 8 * 3 =
$24.
Because Kylar is also going to buy 8 regular-priced glasses, and one glass costs $5, so Kylar will pay 8 * 5 = $40.
Because Kylar will pay $24 for 8 discounted glasses, and $40 for 8 regular-priced glasses, so in total Kylar needs to
pay 24 + 40 = $64 for the glasses he wants to buy.
END.
So the answer is: D.
——
Query: A refracting telescope consists of two converging lenses separated by 100 cm. The eye-piece lens has a focal
length of 20 cm. The angular magnification of the telescope is ?
Options:
(A) 10
(B) 6
(C) 4
(D) 25
Thought:
Because in a refracting telescope both lenses are converging, so their focus must be between the two lenses.
Because the focus of both lenses must lie between them, so their focal lengths must add up to their separation.
Because the two lenses are separated by 100 cm, and one lens has a focal length of 20 cm, so the other lens must have
a focal length of 80 cm.
Because one lens has a focal length of 20 cm and the other 80 cm, so the magnification is the ratio of their focal
lengths, which is 4.
END.
So the answer is: C.

#### Here’s what you need to do. Please first think step-by-step, give out each of your step in a newline.
Then end all your thought with "END.". Finally respond with an option from "A", "B", "C" or "D" in a newline,
strictly starting with "So the answer is: ".

Table 13: The prompt without self-grounding on GPQA-Diamond.
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Prompt with Self-Grounding (GPQA-Diamond)

You will receive a query along with four options. Your task is to select an option to answer the query.

#### Examples
Query: Kylar went to the store to buy glasses for his new apartment. One glass costs $5, but every second glass costs
only 60% of the price. Kylar wants to buy 16 glasses. How much does he need to pay for them?
Options:
(A) 24
(B) 54
(C) 40
(D) 64
Thought:
[Step-1] From Query, because one glass costs $5, and every second glass costs only 60% of the price, so the discount
price of every second glass is 60/100 * 5 = $3.
[Step-2] From Step-1 and Query, because every second glass is discounted at $3, and Kylar wants to buy 16 glasses,
so Kylar is going to buy 16 / 2 = 8 discounted glasses and 16 - 8 = 8 regular-priced glasses.
[Step-3] From Step-1 and Step-2, because Kylar is going to buy 8 discounted glasses, and every discounted glass is
$3, so Kylar is going to pay 8 * 3 = $24.
[Step-4] From Step-2 and Query, because Kylar is also going to buy 8 regular-priced glasses, and one glass costs $5,
so Kylar will pay 8 * 5 = $40.
[Step-5] From Step-3 and Step-4, because Kylar will pay $24 for 8 discounted glasses, and $40 for 8 regular-priced
glasses, so in total Kylar needs to pay 24 + 40 = $64 for the glasses he wants to buy.
END.
So the answer is: D.
——
Query: A refracting telescope consists of two converging lenses separated by 100 cm. The eye-piece lens has a focal
length of 20 cm. The angular magnification of the telescope is ?
Options:
(A) 10
(B) 6
(C) 4
(D) 25
Thought:
[Step-1] From Query, because in a refracting telescope both lenses are converging, so their focus must be between
the two lenses.
[Step-2] From Step-1, because the focus of both lenses must lie between them, so their focal lengths must add up to
their separation.
[Step-3] From Step-2 and Query, because the two lenses are separated by 100 cm, and one lens has a focal length of
20 cm, so the other lens must have a focal length of 80 cm.
[Step-4] From Step-3 and Query, because one lens has a focal length of 20 cm and the other 80 cm, so the
magnification is the ratio of their focal lengths, which is 4.
END.
So the answer is: C.

#### Here’s what you need to do. Please first think step-by-step, give out each of your step in a newline
starting with [Step-i], and cite the sources (e.g., Step-i, Query) of your premises at the beginning of each step. Then
end all your thought with "END.". Finally respond with an option from "A", "B", "C" or "D" in a newline, strictly
starting with "So the answer is: ".

Table 14: The prompt with self-grounding on GPQA-Diamond.
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