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Abstract

Retrieval-augmented generation (RAG) en-
hances the outputs of language models by in-
tegrating relevant information retrieved from
external knowledge sources. However, when
the retrieval process involves private data, RAG
systems may face severe privacy risks, poten-
tially leading to the leakage of sensitive infor-
mation. To address this issue, we propose us-
ing synthetic data as a privacy-preserving al-
ternative for the retrieval data. We propose
SAGE, a novel two-stage synthetic data gen-
eration paradigm. In the stage-1, we em-
ploy an attribute-based extraction and gen-
eration approach to preserve key contextual
information from the original data. In the
stage-2, we further enhance the privacy prop-
erties of the synthetic data through an agent-
based iterative refinement process. Extensive
experiments demonstrate that using our syn-
thetic data as the retrieval context achieves
comparable performance to using the orig-
inal data while substantially reducing pri-
vacy risks. Our work takes the first step to-
wards investigating the possibility of gener-
ating high-utility and privacy-preserving syn-
thetic data for RAG, opening up new oppor-
tunities for the safe application of RAG sys-
tems in various domains. Our code is avail-
able at https://github.com/phycholosogy/RAG-
SAGE.

1 Introduction

Retrieval-augmented generation (RAG) aims to im-
prove language model outputs by incorporating
relevant information retrieved from external knowl-
edge sources. It has been effectively applied in
various scenarios, such as domain-specific chatbots
(Siriwardhana et al., 2023) and email/code comple-
tion (Parvez et al., 2021). A typical RAG system
often operates in two stages: retrieval and genera-
tion. First, the system retrieves relevant knowledge
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Figure 1: An illustration for RAG with synthetic data.

from an external database based on the user query.
Then, the retrieved information is integrated with
the query to form an input for a large language
model (LLM). The LLM uses its pre-trained knowl-
edge and the retrieval data to generate a response,
enhancing the overall quality of the output.
However, according to existing literature (Zeng
et al., 2024; Huang et al., 2023; Ding et al., 2024;
Qi et al., 2024; Ren et al., 2024), RAG may face
severe privacy issues when the retrieval process in-
volves private data. For example, Zeng et al. (2024)
observe that carefully designed user prompts are
able to extract original sentences in the retrieval
data (untargeted attack), and can also extract spe-
cific pieces of private information (targeted attack),
potentially leading to the leakage of considerable
amount of the retrieval data. The potential risk of
information leakage can significantly limit the ap-
plications of RAG systems. For instance, a medical
chatbot (Yunxiang et al., 2023) using patients’ his-
torical diagnosis cases as a knowledge source may
improve response quality but raises concerns about
exposing sensitive patient information. Therefore,
enhancing the privacy properties of RAG systems
and protecting the retrieval data from leakage is of
high importance to prevent unauthorized access or
misuse and enable safe and widespread adoption,
particularly in sensitive domains like healthcare.
Some adaptations (Zeng et al., 2024) have been
proposed to protect the privacy of RAG by incorpo-
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rating additional components in the RAG pipeline.
These adaptations include pre-retrieval techniques
(such as setting similarity distance thresholds in
retrieval) and post-processing techniques (e.g., re-
ranking and summarization (Chase, 2022)). How-
ever, as demonstrated by (Zeng et al., 2024), these
methods cannot fully eliminate privacy risks, as
the data itself may contain sensitive information.
Moreover, these methods often introduce a signifi-
cant privacy-utility trade-off and may incur extra
time costs during inference.

To address the above concern, we propose an
alternative data-level solution via using synthetic
data as shown in Figure 1. By generating a privacy-
preserving version of the original data and only
providing the synthetic version to the LLM, the risk
of information leakage could be effectively miti-
gated. This approach can potentially ensure that
the original data is not directly used as input to the
LLMs, thereby reducing the chances of sensitive
information being exposed or leaked during the re-
trieval and generation process. Therefore synthetic
data allows the creation of a safe, surrogate dataset
that maintains the essential properties and relation-
ships of the original data while protecting sensitive
information. There are recent works exploring syn-
thetic data generation using pre-trained language
models (Ye et al., 2022; Meng et al., 2022; Gao
et al., 2023a; Chen et al., 2023; Yu et al., 2024; Xie
et al.) and utilizing the synthetic data in the down-
stream task to protect the privacy of the original
data. Besides, some studies integrate differential
privacy with synthetic data for in-context demon-
strations (Tang et al., 2023). However, while ex-
isting methods for generating synthetic data work
well for downstream tasks or in-context demonstra-
tions, they are not well aligned with the unique
requirements of RAG: RAG primarily focuses on
utilizing key information from the data to answer
related questions (Ding et al., 2024), rather than
learning general patterns. Therefore, it is crucial
to preserve as much useful information as possible
from the original data when generating synthetic
retrieval data. On the other hand, existing synthetic
methods do not require generating data that shares
the same key information with the original data.
Consequently, there is a lack of exploration on how
to effectively use synthetic data for RAG and how
to design a feasible solution for generating high-
quality retrieval data. Meanwhile, the unique infor-
mation requirements of retrieval data also present
challenges in generating privacy-preserving syn-

thetic data, as it is crucial to carefully select what
information to preserve.

In this work, we take the first effort to investigate
the possibility of generating synthetic retrieval data
that maintains high utility while enhancing privacy
protection for RAG. After identifying the related
data from the original dataset, we use the synthetic
version of the data as context instead of the original
data for generation. We use a two-stage genera-
tion and refinement paradigm called called SAGE
(Synthetic Attribute-based Generation with agEnt-
based refinement) to generate synthetic retrieval
data. To preserve the important information of the
original data and keep the utility of the synthetic
data, we first utilize an attributed-based extraction
and generation approach to generate the synthetic
data. Specifically, for each dataset, we first input
few-shot samples to make the LLM identify impor-
tant attributes of the dataset. Then, for each data
sample, we ask the LLM to extract key information
corresponding to these attributes. After that, we
input the attribute information into another LLM
and ask it to generate synthetic data based on these
key points (stage-1). In this way, the generated data
contains key contextual information.

Although the attribute-based method can pre-
serve key information of the original data, it may
still include some privacy information, as the stage-
1 does not incorporate privacy constraints. There-
fore, a second step is necessary to further preserve
privacy. In stage-2, we propose an agent-based
iterative refinement approach to enhance the pro-
tection of private information. Specifically, we in-
troduce two agents, a privacy assessment agent and
a rewriting agent. The privacy assessment agent
determines whether the generated data contains pri-
vacy information, such as containing personally
identifiable information (PIIs) or potentially lead-
ing to the linkage of personal information, and
provide feedback. The rewriting agent then takes
this feedback to refine its generated data until the
privacy agent deems it safe. Our experimental re-
sults show that using our synthetic data as retrieval
data can achieve comparable performance with us-
ing original data while substantially reducing the
associated privacy risks.

2 Related Works
2.1 Retrieval-augmented generation and its
privacy issues

Retrieval-augmented generation (RAG), introduced
by Lewis et al. (2020), has become a popular ap-
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proach to enhance LLMs’ generation ability (Liu,
2022; Chase, 2022; Van Veen et al., 2023; Ram
et al., 2023; Shi et al., 2023; Guo et al., 2025; Han
et al., 2024; Zeng et al., 2025b,a). RAG improves
output accuracy and relevance (Gao et al., 2023b),
mitigating "hallucinations" of LLMs (Shuster et al.,
2021). Its flexible architecture allows seamless up-
dates to the dataset, retriever, and LLM without
re-training (Shao et al., 2023; Cheng et al., 2023).
These advantages make RAG a favored approach
for applications like personal chatbots and special-
ized domain experts (Panagoulias et al., 2024).

However, there application of RAG also brings
privacy issues. Huang et al. (2023) have shown
the privacy implications of retrieval-based LM and
identified privacy leakage of KNN-LM (Khandel-
wal et al., 2019), a specific kind of retrieval LM.
Zeng et al. (2024) have shown that RAG is vulner-
able to extraction attacks. Qi et al. (2024) have
shown that production RAG models also suffer
from attacks. The vulnerability of RAG makes its
application in privacy domains under high risks.

2.2 Synthetic data generation using large
language models

As large language models become more expres-
sive, researchers have explored using them to gen-
erate synthetic data. Ye et al. (2022); Meng et al.
(2022) propose to generate synthetic data via zero-
shot prompting and then train smaller models on
these data to handle various tasks like text clas-
sification, question answering and etc. Gao et al.
(2023a) further develop a noise-robust re-weighting
framework to improve the quality of generated data.
Chen et al. (2023) propose to mix a set of soft
prompts and utilize prompt tuning to generate di-
verse data. Yu et al. (2024) focus on the attributes
of data itself including length and style to generate
more diverse data. Recent works (Tang et al., 2023;
Xie et al.; Xu et al., 2019, 2020) take privacy into
consideration. Tang et al. (2023) propose a few-
shot data generation method to generate private
in-context demonstrations from a private dataset
and provide a differential privacy guarantee. Xie
et al. introduce a private evolution algorithm to
generate deferentially private data. However, their
synthetic data is not guaranteed to include contex-
tual information in the original data, thus not fitting
the RAG system well.

3 Methods

Our SAGE framework of generating synthetic
retrieval data is composed of two stages, i.e.,
attribute-based data generation and agent-based in-
teractive refinement, as shown in Figure 2. The
stage-1 aims to generate data that contains essential
information of original data, while the stage-2 aims
to automatically refine the data to further mitigate
the privacy concerns. The synthetic data generation
process can be conducted offline and only needs
to be performed once. During inference, when
the original data is identified, the corresponding
synthetic data is returned as retrieval data'.

3.1 Stage-1: Attribute-based data generation

In this stage, we aim to generate synthetic data
that contains all the essential information from the
original data. To achieve this goal, we propose
an attribute-based data extraction and generation
paradigm to create synthetic data.

The entire process of Stage-1 consists of three
steps: identifying important attributes using few-
shot samples, extracting key information related to
essential attributes, and generating synthetic data
conditioned on the extracted key information. First,
we feed few examples within the dataset to an LLM-
based attribute identifier and prompt it to identify
m most essential attributes of the dataset?. This
process is performed before generating any syn-
thetic data, and is only needed for once. Then, after
obtaining the essential attributes, we leverage an
LLM-based information extractor to extract key
information related to these attributes for each data
sample and construct [attribute:key information]
pairs. This step captures the core useful informa-
tion of the original data. Finally, we input these
attribute-information pairs into an LLM-based data
generator to generate new synthetic data. The syn-
thetic data is expected to include key information
extracted in the second step, thus reducing the loss
of useful information in the original data. The
prompt used for this step is provided in Appendix
A.1.1. The LLMs used in these steps (attribute
identifier, information extractor, and data genera-
tor) can be the same or different models. In Section
4.4, we also explore different model combinations
and their impacts. Through stage-1, the risk of un-
targeted attacks is also mitigated, as this process

'Our framework is versatile and adaptable to various sce-
narios and fields, as discussed in Appendix A.10
2We discuss the impact of m in Section 4.4
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Figure 2: Pipeline of generating synthetic data.

reduces unnecessary information from the original
data while only maintaining essential information.

3.2 Stage-2: Agent-based private data
refinement

Though the synthetic data generated in Stage-1 has
preserved important information from the original
data, it may still have privacy issues as no privacy
controls are added. For example, it may contain
PIIs such as email addresses or phone numbers,
or specific personal information that can possibly
be linked to specific individuals. Thus, the syn-
thetic data still may cause privacy leakage when
used as retrieval data. Although methods such as
anonymization can mitigate this issue to some ex-
tent, they can only mask highly structured data
like email addresses, and it is challenging to reduce
other potential privacy risks (Wang et al., 2022). As
pointed out in (Brown et al., 2022), one key chal-
lenge in natural language processing (NLP) is that
private information is often not explicitly presented
but can be inferred from the context. Considering
the sentence: "I just got back from the oncology de-
partment at City Central Hospital. The doctor said
my chemo is going well.", this sentence does not
directly mention the person’s name but reveals that
the speaker is undergoing cancer treatment at City
Central Hospital. Moreover, Shi et al. (2022) fur-
ther demonstrate that although directly removing
all entities can preserve privacy, it will cause the
data to contain almost no useful information, and
the performance loss would be unacceptable. To
address this issue, we propose to utilize the rewrit-
ing and reflection capabilities of large language
models (LLMs) through an agent-based approach.

This method involves 2 agents collaborating to it-
eratively refine the generated answers so that they
can maintain utility while protecting privacy.
Specifically, in our framework, we introduce a
privacy agent and a re-writing agent that collabo-
rate iteratively to enhance the privacy of the gener-
ated data. The privacy agent takes both the gener-
ated data from Stage-1 and the original data as input
to assess whether the generated data contains pri-
vacy issues, such as containing PIIs or the linkage
of personal information. It then provides feedback
to the re-writing agent. The re-writing agent, in
turn, improves data according to the privacy agent’s
advice. The privacy agent then evaluates the newly
generated data again. This process continues until
the privacy agent determines that the synthetic data
is safe’. Stage-2 mitigates targeted attack risks by
eliminating structured PII (e.g., emails, phone num-
bers), which can be effectively identify, remove
and rewrite by advanced LLMs such as GPT-3.5.

4 Experiment

In this section, we present various experimental
results to demonstrate the utility and privacy prop-
erties of SAGE. We first introduce our experiment
setup in Section 4.1, including the components
of RAG, evaluation datasets, tasks, and baselines.
Then, we present the utility and privacy results in
Section 4.2 and Section 4.3. Moreover, we conduct
ablation studies in Section 4.4 to investigate the
impact of the number of attributes, model choice,

3We put the detailed workflows and system prompts of
these two agents and average iteration rounds in Appendix
A.1.2 and synthetic data examples in Appendix A.11.
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and the number of retrieved documents on the per-
formance and privacy of SAGE. We also discuss
the cost of synthetic data in Appendix A.7.

4.1 Evaluation Setup

RAG components In our experiments, we
mainly employed Llama3-8b-chat (L8C) as the lan-
guage model for text generation for performance
evaluation. We chose this model because it cannot
perform well on our chosen tasks without RAG,
allowing us to test the extent to which RAG can
improve the generation quality. For the privacy
experiments, we use both the widely-used closed-
source model GPT-3.5-turbo and the open-source
model L8C for text generation. Both models have
been safety-aligned, allowing us to demonstrate
the vulnerability of RAG systems and the effec-
tiveness of our proposed methods. We utilized
the bge-large-en-v1.5 model as the embedding
model. The embeddings were stored and the re-
trieval database was constructed using the FAISS
library. By default, the Lo-norm was used as the
similarity metric to compare embeddings. Unless
otherwise specified, we retrieved a single document
(k = 1) for each query. The impact of varying the
number of retrieved documents was further investi-
gated in Section 4.4. 4

Tasks and retrieval datasets We consider two
privacy-related scenarios to verify the effective-
ness of our synthetic methods. In the first scenario,
we focus on monitoring medical dialog cases and
utilize the HealthcareMagic-101 dataset of 200k
doctor-patient medical dialogues as the retrieval
dataset. In the second scenario, we follow the
setting of (Huang et al., 2023) to consider a case
where some private information is mixed with a
public dataset. Specifically, we mix personal in-
formation pieces from the Enron Mail dataset (pri-
vate dataset) with the wikitext-103 dataset (public
dataset), which we refer to as Wiki-PII dataset.
We extract personal PIIs and combine those PIIs
with each sample of the wikitext-103 dataset. The
details of the construction are presented in Ap-
pendix A.9. We then evaluate the performance
of our methods on open-domain question answer-
ing datasets (ODQA), including Natural Questions
(NQ) (Kwiatkowski et al., 2019), Trivia QA (TQA)
(Joshi et al., 2017), Web Questions (WQ) (Berant
et al., 2013), and CuratedTrec (CT) (Baudis and

“By defaute, we use GPT-3.5 at stage-1 and GPT-4 for
agents at stage-2, we explore the model choice in Section 4.4

Sedivy, 2015). The detailed descriptions of these
datasets are included in Appendix A.9.

Baselines. To verify the effectiveness of our
methods, we include three baselines: simple para-
phrasing’ and existing representative LLM-based
data synthesis methods like ZeroGen (Ye et al.,
2022) and AttrPrompt (Yu et al., 2024). We pro-
vide the details of these methods in Appendix A.3.
We also report generation results without RAG,
denoted as 0-shot, using original data directly as
retrieval data, denoted as Origin, and the outputs of
the attributes-based generation, denoted as Stage-
1. Finally, we report the outputs of the complete
SAGE pipeline, denoted as Stage-2.

Method | BLEU-1 ROUGE-L

0-shot 0.081 0.0765
Origin 0.0846 0.0789
Paraphrase 0.105 0.0952
ZeroGen 0.0850 0.0769
AttrPrompt | 0.079 0.067
Stage-1 0.114 0.0956
Stage-2 0.113 0.0943

Table 1: Utility results on HealthCareMagic dataset

4.2 Utility of using synthetic data

To assess the utility of using synthetic data as re-
trieval data, we evaluate the quality of the gener-
ated answers by comparing the answers with the
ground truth. We primarily report the ROUGE-L
and BLEU scores between the generated and the
ground truth answers. We also incorporate more
evaluation metrics such as Exact Match(EM) and
LLM-based evaluation and get similar conclusion
in Appendix A.2. The details of these matrics are
explained in Appendix A.8.

Utility results on medical dialog. For the med-
ical dialog case, we split the data into two parts:
99% of the data is used as the retrieval data, and the
remaining 1% is used as the test data. To evaluate
the system’s performance, we input questions from
the test set and compare the generated answers
with the ground truth answers using similarity-
based metrics such as ROUGE-L and BLEU scores.
The results are reported in Table 1. The results
demonstrate that using synthetic data achieves per-
formance comparable to, and even better than, us-
ing original data. Moreover, it significantly out-

SWe also incorporate more complex prompts and advanced
models, such as GPT-40 in Appendix A.6, for paraphrasing,
and obtain consistent conclusions.
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Method | NQ TQA

wQ CT

‘ BLEU-11 ROUGE-L1 BLEU-1t ROUGE-Lt BLEU-11 ROUGE-L{ BLEU-11 ROUGE-Lt

0-shot 0.00719 0.0136 0.00843 0.0157 0.00716 0.0143 0.00882 0.0150
Origin 0.0180 0.0315 0.0150 0.0272 0.0147 0.0271 0.0178 0.0323
Paraphrase 0.0153 0.0269 0.0127 0.0251 0.0094 0.0187 0.0135 0.0252
ZeroGen 0.0034 0.0063 0.0057 0.010 0.0104 0.0201 0.0116 0.0205
AttrPrompt 0.0061 0.0107 0.006 0.0108 0.006 0.0110 0.00624 0.0111
Stage-1 0.0131 0.0257 0.0125 0.0249 0.0132 0.0277 0.0122 0.0242
Stage-2 0.0177 0.0322 0.0131 0.0247 0.0173 0.0298 0.0129 0.0267

Table 2: Utility results on Wiki-PII dataset

| Target-wiki-llama-3-8b

Target-wiki-gpt-3.5

Target-chat-1lama-3-8b Target-chat-gpt-3.5

Method ‘ Target info |  Repeat prompts | ‘ Target info | Repeat prompts | ‘ Target info |  Repeat prompts | ‘ Target info | Repeat prompts |

origin 25 12 167 64

para 9 1 28 9
ZeroGen 4 5 5 2
AttrPrompt 0 0 0 0
Stage-1 1 4 3 19
Stage-2 0 0 0 7

7 23 75 132
17 26 42 81
0 3 1 6
0 0 0 0
3 11 12 36
0 0 0 0

Table 3: Targeted attack results on Wiki-PII and HealthCareMagic dataset(250 prompts)

‘ Untarget-chat-1lama

Untarget-chat-gpt3.5

Repeat ROUGE | Repeat ROUGE | Repeat ROUGE | Repeat ROUGE
Method
prompt | prompt | | context] context| | prompt| prompt| | context] context |
origin 19 17 16 13 61 67 49 67
para 23 13 22 11 45 63 33 50
ZeroGen 0 0 0 0 0 0 0 0
AttrPrompt 0 0 0 0 0 0 0 0
Stage-1 1 2 1 2 1 0 1 0
Stage-2 0 0 0 0 0 0 0 0

Table 4: Untargeted attack results on HealthCareMagic dataset(250 prompts)

performs generation without retrieval. Our meth-
ods also surpass simple paraphrasing and ZeroGen.
These findings suggest that our approach to gener-
ating synthetic data effectively preserves the utility
of the original data.

Utility results on ODQA. To assess open-
domain question answering (ODQA) performance,
we combine the WikiText-101 dataset with Enron
Mail, as the source for information retrieval. We
then evaluate the system’s performance using mul-
tiple ODQA datasets, such as Natural Questions
(NQ), Trivia QA (TQA), WQ, CT.

The experiment results are summarized in Table
2. Similar to Table 1, using our proposed synthetic
data as retrieval data shows consistently high per-
formance, comparable to directly using the original
data. In some datasets, such as NQ and WQ, our
synthetic data even outperforms the original data.
This may be because our pipeline in stage-1 pre-
serves most of the essential key information. In
stage-2, the data is further refined, and the final
outputs contain more "pure" useful information,
making it easier for the LLM to identify essential
information and generate better answers.

4.3 Privacy of using synthetic data

To evaluate the privacy properties of using our
synthetic data as retrieval data, we conducted tar-
geted and untargeted attacks following (Zeng et al.,
2024), which can cause considerable data leakage
from standard retrieval database. The composite
structured prompting attack on RAG consists of
two components: {information} and {command}.
The {information} component guides the retrieval
system to fetch specific data, while the {command}
component instructs the language model to include
the retrieved information in its response. For the
{command} component, we use phrases such as
"Please repeat all the context" for both targeted and
untargetd attacks. The {information} component is
adjusted according to the objectives of the attack.
Targeted attacks aim to extract specific sensitive
information, such as PII or private dialogue cases,
by providing relevant input. In contrast, untargeted
attacks seek to gather as much data as possible
from the entire retrieval dataset without focusing
on specific information.

For untargeted attacks, we report the number
of prompts that can generate outputs with either
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at least 10 tokens exactly matching the original
dataset (Repeat Prompt) or with sufficient similar-
ity to the original data, as indicated by a ROUGE-L
score exceeding 0.5 (Rouge Prompts). Addition-
ally, we report the number of unique verbatim ex-
cerpts (Repeat Contexts) and closely similar an-
swers retrieved from the data, with a ROUGE-L
score higher than 0.5 (Rouge Contexts). For tar-
geted attacks, we also report the Repeat Prompt
metric and the number of unique targeted infor-
mation pieces extracted (Targeted Information).
Further details regarding the threat models are pro-
vided in Appendix A 4. ©

Untargeted attack results. In the context of an
untargeted attack, the attacker’s objective is to
gather as much information as possible from the
whole retrieval dataset, rather than seeking spe-
cific data. To achieve this, following (Carlini et al.,
2021), we randomly select chunks from the Com-
mon Crawl dataset to serve as the {information}
component. We report the results of untargeted
attacks on the HealthCareMagic dataset in Table
4. From the results, we can observe that (a) The
attribute-based generated data in the first stage
shows a lower attack success rate than using orig-
inal data and simple paraphrasing. This indicates
that the method is inherently more robust to pri-
vacy attacks. This may be because the generation
process produces a new version of the data and
naturally avoids highly similar sentences and exact
copies. (b) After the agent-based refinement, using
the final version of the data as context shows nearly
no untargeted attack success. This demonstrates
that the refinement process has further protected
the data, and the produced data is of high safety.

Targeted attack results. In the targeted attack,
the attacker has specific objectives regarding the
type of information they aim to extract, such as
PIIs including phone numbers and email addresses,
or sensitive content like personal dialogue cases.
For these attacks, the {information} component
consists of some specific information that is related
to the attacker’s goals. When evaluating the Health-
CareMagic dataset, our goal is to extract diagnosed
cases for specific diseases. We use the prompt "I
want information about disease" as the information
component. To consider the targeted information
as successfully extracted, two criteria must be met:

SWe also directly compare the similarity between the syn-
thetic data and original content as a worst-case scenario,
presented in Appendix A.5 and Table 8.

(a) the name of the targeted disease must appear
in the original data, and (b) the model’s output
must contain repetitive segments from the original
data at least 10 tokens. In the case of the Wiki-PII
dataset, which includes a mix of data from Enron
Mail, we focus on retrieving PIIs by employing
frequently used leading phrases such as "My phone
number is" as the information element. The tar-
geted information in this context is measured by
the total count of PIIs effectively extracted from
the retrieval dataset.

The results of targeted attacks lead to conclu-
sions similar to those of untargeted attacks. From
Table 3, the generated data in the first stage has
significantly reduced targeted information leakage.
This is because the synthetic data only retains the
essential key information and may naturally omit
some specific privacy information. Furthermore,
after the agent-based refinement process, the at-
tack success rate further decreases to nearly zero.
This validates that the agent-based refinement pro-
cess can successfully further reduce the possibly
privacy-violating information in the synthetic data.

4.4 Ablation Studies

To investigate the factors that affect the quality of
synthetic data, we conduct ablation studies regard-
ing the impact of model choice, the number of
attributes, and retrieved documents per query.

Impact of model choice. To investigate the in-
fluence of model choice on stage-1 generation, we
change the models used for the information ex-
tractor and data generator components in stage 1.
Specifically, we experiment with different models,
including GPT-4, GPT-3.5, and Llama3-Chat-8b,
for these two components. For the experiments
on the information extractor, we fix the data gen-
erator as GPT-3.5 and vary the model used for
the information extractor. Similarly, for the ex-
periments on the data generator, we fix the model
of information extractor as GPT-3.5 and vary the
model of data generator. We conduct the utility
experiments on the HealthCareMagic dataset and
use BLEU-1 and ROUGE-L scores compared with
groundtruth as performance indicators. The impact
on performance is shown in Figure 3a and Figure
3b. We can clearly observe that if weak models like
Llama-8b-chat are used as the data generator or
the information extractor, the overall performance
is poor, even worse than zero-shot prediction. This
indicates that the generated data is of poor quality.
The performance of GPT-3.5 and GPT-4 when used
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as information extractor and data generator both
show promising results, and GPT-4 does not out-
perform GPT-3.5. This may indicate that GPT-3.5
is already powerful enough to handle the stage-1
generation tasks, and more powerful models like
GPT-4 do not necessarily improve the performance.

We also report the targeted attack results on the
HealthCareMagic dataset when using the stage-1
generated data as retrieval data in Figure 3c and
Figure 3d. From the results, we can observe that
using L8C as the information extractor and data
generator results in no privacy leakage, as the gen-
erated data is of poor quality and fails to preserve
information from the original data. We also found
that using GPT-4 results in lower privacy leakage
than GPT-3.5. This may be because the safety
mechanism of GPT-4 is better, and it automatically
filters out more sensitive information.

Impact of the number of attributes. In this part,
we investigate the influence of the number of at-
tributes m. We change the number of attributes m
and observe its impact on performance and privacy
on the HealthCareMagic dataset. The performance
results are shown in Figure 4a. From the figure,
we can observe that when the number of attributes
is very small (e.g., when the number of attributes
is 2), the performance is likely to be poor. This
is because the limited number of attributes fails
to capture all the essential information. Besides,
we find that with an increase in the number of at-
tributes, the performance improves but does not

N w
o o
Target Info
N w

=

Target Info

=
o

o
o

(a) Targeted Attack vs k (GPT)(b) Targeted Attack vs k (L8C)

Figure 5: Ablation study on number of retrieved docs.

necessarily continue to increase. We also report
the targeted attack results of using stage-1 data on
the same dataset in Figure 4b. From the results,
we found that a small number of attributes leads
to lower privacy exposure, as the limited number
of attributes also misses more private information.
Thus, we recommend choosing a proper number
of attributes for different datasets via methods like
testing on the evaluation set.

Impact of the retrieved number of documents.
To verify that our proposed synthetic data pipeline
can still protect privacy when more documents
are retrieved, we conduct ablation studies by vary-
ing the number of documents retrieved and report
the targeted attack results on the HealthCareMagic
dataset. From Figure 5a, we can observe that in
some cases, the privacy risks will be amplified
when k increases if only stage-1 data is used. How-
ever, in Figure 5a and Figure 5b, we find that the
data after agent-based refinement shows consis-
tently minimal privacy leakage when k is increased,
indicating the robustness of our method.

5 Conclusions

In this paper, we take the first step towards inves-
tigating the possibility of utilizing synthetic data
as retrieval-augmented generation (RAG) data to
mitigate privacy concerns. We propose a novel
two-stage synthetic pipeline that includes attribute-
based data generation, which aims to maintain key
information, and iterative agent-based refinement,
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which further enhances the privacy of the data. Ex-
perimental results demonstrate that using our gen-
erated synthetic data as RAG data achieves compa-
rable performance to using the original data while
effectively mitigating the associated privacy issues.
Our work opens up new opportunities for the safe
application of RAG systems in sensitive domains.

6 Limitations

In our research, we investigate the possibility of
using synthetic data for retrieval-augmented gen-
eration (RAG) and propose a novel pipeline for
generating high-utility and privacy-preserving syn-
thetic data. We verify the effectiveness and safety
of our synthetic data in representative scenarios,
such as healthcare. In the future, we would like to
further validate the efficacy of our pipeline across a
wider range of domains and datasets. Moreover,We
acknowledge that the practical attacks on RAG sys-
tems(Zeng et al., 2024; Qi et al., 2024) have differ-
ent definitions and settings compared to Differen-
tial Privacy (DP). While DP is a rigorous method
aiming to make each data item indistinguishable,
it protects the data in a sense much stronger than
targeted and untargeted attacks considered in this
paper, thus we focus on the common attacks con-
sidered in literature instead of DP. Providing strict
privacy guarantees, such as integrating DP into
RAG, remains a challenging open problem in the
field. It is an interesting and meaningful direction
which we can investigate in future study.

7 Ethic Statement

This work explores using synthetic data to mitigate
privacy risks in Retrieval-Augmented Generation
(RAG), particularly in safety-critical domains. We
argue that protecting sensitive information is cru-
cial, as data leakage can severely impact individu-
als’ well-being and privacy rights. Our approach
generates synthetic data to replace sensitive data
during RAG, aiming to reduce privacy breach risks.
We have adhered to ethical guidelines and acknowl-
edge the need for further research to understand
the risks and benefits of our method. Develop-
ing privacy-preserving techniques is essential for
the responsible deployment of RAG systems. Our
research contributes to balancing the benefits of
advanced language models with the protection of
individual privacy rights.
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A Appendix

A.1 Details of System Design
A.1.1 Prompts used in stage-1

Here, we would like to introduce the details of the prompts used in Stage-1. For the attribute identifier,
we input 5-shot samples to GPT-4 by default and ask the model to summarize n important attributes. For
the medical dialog dataset, we set the default number of attributes to 5 for both the Patients’ and Doctors’
information. For the Wiki-PII dataset, we set the default number of attributes to 3. The detailed attributes
and corresponding prompts for the information extractor are shown in Table 11 and Table 12, respectively.
After the information extractor obtains the extracted attribute-related information {input_attributes},
the data generator uses this information to generate synthetic data. The detailed prompts for the data
generator are shown in Table 13 and Table 14 for the medical dialog and Wiki-PII datasets, respectively.

A.1.2 Prompts used in stage-2

The system prompts for the rewriting and privacy agents are detailed in Table 15 and Table 16, respectively.
The workflow is as follows: the privacy agent first receives the generated data and original data, then
assesses the privacy level of the synthetic data from different aspects. If the data is considered safe, the
privacy agent returns <safe_synthetic_data> with the flag THISISSAFE. Otherwise, it returns suggestions
(words following SUGGESTIONS:) to the rewriting agent. The rewriting agent then generates better
synthetic data based on the feedback and sends it back to the privacy agent for re-evaluation. This
process continues until the privacy agent determines that the refined synthetic data is safe and outputs the
THISISSAFE signal. The average iteration round in this process is 3.964, indicating in most cases, one
round of refinement is enough to generate safe data.

Dataset Metric Ilm ori Stage-1 Stage-2

NQ EM 0.18 024  0.33 0.38
Correctness 0.38 0.40 0.43 0.40

PopQA EM 0.35 048  0.51 0.49

Correctness  0.22 0.27 0.34 0.30

Table 5: Dataset metrics comparison

Dataset ori-context Stage-1 Stage-2
Wiki_pii 278 232 224
HealthCareMagic 231 134 145

Table 6: Average number of tokens (GPT-3.5 tokenizer)

Dataset Stage-1 cost Stage-2 cost Total cost Avg_refine_round
Wiki 0.000866 0.00237 0.00324 3.49
HealthCareMagic 0.00126 0.00191 0.00317 2.71

Table 7: Average cost per sample ($)

A.2 Diverse metric evaluation of model utility

We have added additional evaluation metrics to further verify the effectiveness of our method. The metrics
include exact match scores and LLM-based judgment. Specifically, the exact match score measures
whether the ground truth answer appears verbatim in the LLM’s response. For the LLM-based judgment,
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Targeted Leakage
Wiki 0
HealthCareMagic 1

Untargeted Privacy Leakage

HealthCareMagic(Repeat context) 0
HealthCareMagic(ROUGE context) | 1

Table 8: Targeted and untargeted information extracted in 100 samples (worst case)

Method Target-wiki- | Target-wiki- | Target-chat- | Target-chat-
llama-3-8b gpt-3.5 llama-3-8b gpt-3.5

Origin 25 167 7 75

Para 9 28 17 42
Para(GPT-40) 4 4 4 15
Para(GPT-40, Privacy) 1 1 1 15
Para(GPT-40, Joe) 2 4 1 3
SAGE 0 0 0 0

Table 9: Targeted attack results against paraphrasing (100 prompts)

Method ‘ Untarget-chat-1lama ‘ Untarget-chat-gpt3.5
‘ Repeat context ROUGE context ‘ Repeat context ROUGE context

Origin 16 13 49 54
Para 22 11 33 50
Para(GPT-40) 11 13 27 17
Para(GPT-40,Privacy) 8 7 17 12
Para(GPT-40, Joe) 2 3 1 4

SAGE 0 0 0 0

Table 10: Untargeted attack results against paraphrasing (100 prompts)
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Prompt

Please summarize the key points from the following Doctor-Patient conversation:
{input_context}

Provide a summary for the Patient’s information, including:
[Attribute 1: Clear Symptom Description]

[Attribute 2: Medical History]

[Attribute 3: Current Concerns]

[Attribute 4: Recent Events]

[Attribute 5: Specific Questions]

Then, provide a summary for the Doctor’s information, including:
[Attribute 1: Clear Diagnosis or Assessment]

[Attribute 2: Reassurance and Empathy]

[Attribute 3: Treatment Options and Explanations]

[Attribute 4: Follow-up and Next Steps]

[Attribute 5: Education and Prevention]

Please format your response as follows:

Patient:

- [Attribute 1: Clear Symptom Description]:
- [Attribute 2: Medical History]:

- [Attribute 3: Current Concerns]:

- [Attribute 4: Recent Events]:

- [Attribute 5: Specific Questions]:

Doctor:

- [Attribute 1: Clear Diagnosis or Assessment]:

- [Attribute 2: Reassurance and Empathy]:

- [Attribute 3: Treatment Options and Explanations]:
- [Attribute 4: Follow-up and Next Steps]:

- [Attribute 5: Education and Prevention]:

Please provide a concise summary for each attribute, capturing the most important
information related to that attribute from the conversation.

Table 11: Prompt of information extractor on HealthCareMagic dataset

we use Ragas, a widely-used automatic RAG evaluation pipeline Ragas (currently with 5.9k stars on
GitHub). Ragas assesses the correctness of generated answers using its correctness metric, providing a
more comprehensive evaluation.

Using PopQA and NQ as examples, Table 5 shows the utility comparison among our synthetic data,
direct use of original data, and zero-shot prediction using only an LLM. It is observed that across these
metrics, our synthetic data achieves comparable or even better utility performance to the original data.
This indicates the high utility of our synthetic data approach.

A.3 Details of baseline implementation

paraphrase Paraphrase leverage the capabilities of LLM to extract relevant and significant components
from the retrieved context. Less significant sections can be filtered out, while certain sentences may
undergo rewriting. The prompt we utilize to paraphrase is shown in Table 17.

ZeroGen The ZeroGen method aims to generate a series of new question-answer format texts based on
the original context. Specifically, we first use the spacy package to identify the named entities from the
original context. We then prompt the LLM by "The context is: {origin context}.{extracted entities} is the
answer of the following question: " to generate the question for the entities. The new context consists
of 10 randomly selected question answer pairs in form of "question: {generated questions}. answer:
{extracted entities}".

AttrPrompt AttrPrompt only utilizes LLM to generate data without providing original data retrievaled
from the database. This method asks LLM what are the most important attributes of a certain type of data.
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Prompt

Please summarize the key points from the following wiki text:
{input_context}

Provide a summary of the knowledge from the wiki text, including:
[Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]
[Attribute 2: Main details of the TOPIC or CENTRAL IDEA]
[Attribute 3: Important facts, data, events, or viewpoints]

Please format your response as follows:

- [Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]:
- [Attribute 2: Main details of the TOPIC or CENTRAL IDEA]:
- [Attribute 3: Important facts, data, events, or viewpoints]:

Please provide a concise summary for each attribute, capturing the most important
information related to that attribute from the conversation. And remember to maintain
logical order and accuracy.

Table 12: Prompt of information extractor on Wiki-PII dataset

Prompt

Here is a summary of the key points:

{input_attributes}

Please generate a SINGLE-ROUND patient-doctor medical dialog using ALL
the key points provided.

The conversation should look like a real-world medical conversation and contain
ONLY ONE question from the patient and ONE response from the doctor.

The format should be as follows:

Patient: [Patient’s question contains ALL Patient’s key points provided]
Doctor: [Doctor’s response contains ALL Doctor’s key points provided]

Do not generate any additional rounds of dialog beyond the single question
and response specified above.

Table 13: Prompt of data generator on HealthCareMagic dataset

For chatdoctor, we prompt the LLM by "What do you think are important attributes to generate some chat
doctor datas. Examples: disease...". We can select five of the attributes from the response of LLM, and
ask LLM to generate 10 diverse subtopics for each attributes. When generating the new context, we just
randomly select the subtopic for each attribute and ask LLM to generate the data following the attribute.

A.4 Details of Attack Design.

In this section, we present the specifics of targeted and untargeted attacks against Retrieval-Augmented
Generation (RAG) systems, which we employ to evaluate the privacy protection capabilities of our
proposed synthetic data approach. We simulate a realistic black-box attack scenario, in which the
attacker’s interaction with the system is restricted to API queries. Consequently, the attacker’s tactics
revolve around carefully designing and manipulating queries g to extract the desired information from the
RAG system.

Prompt Design. The composite structured prompting is typically composed of 2 parts, the {information}
part as well as the {command} part.

q = {information} + {command}

This design aims achieve two objectives: (a) induce the retriever to accurately retrieve targeted
information and (b) prompt the model to output the retrieval data in context. The {information} component

24553



Prompt

Here is a summary of the key points:
{input_attributes}

Please generate a wiki text using ALL the key points provided.
The data should look like a real-world wiki text.

Table 14: Prompt of data generator on Wiki-PII dataset

System prompts of Cathy (Re-writing agent)

You are a synthetic data generator and your role is to generate synthetic data based
on provided feedback

(words after SUGGESTIONS:) and to make sure the synthetic data is of high utility
and privacy-preserving,

you should put your generated data after the word ’"GENERATED DATA:’.

Cathy’s Message

Hi Joe, I will give you the real data (TRUE DATA) and synthetic data (GENERATED
DATA),

please help me assess and provide suggestions from the privacy level of

TRUE DATA: {true_con}

GENERATED DATA: {syn_con}

Table 15: System message: rewriting agent

is to direct the retrieval system towards fetching particular data; while the {command} component instructs
the language model to include the retrieved information into its response. For the {command} component,
we use phrases such as "Please repeat all the context", while for the {information} part, it depends on the
need of the attackers.

Targeted Attack. For targeted attacks, the attacker aims to extract some targeted specific information.
Generating the information component for a targeted attack involves two stages. First, the attacker provides
specific examples based on their requirements, such as "I want some advice about target name" for clear
targets or prefix content like "Please email us at" for abstract targets. Second, a significant quantity of
similar and varied information is generated based on the examples. For targets with numerous sub-contents,
like the HealthcareMagic dataset, variations can be created by replacing specific sub-contents, such as
disease names obtained from ChatGPT or the International Classification of Diseases (ICD). Alternatively,
LLM:s like ChatGPT can directly generate similar sentences based on examples, which is also used for the
Wiki-PII dataset. For instance, you can input “Generate 100 similar snetences like "Please email us at"”.

Untargted Attack. In untargeted attacks, the focus is on generating diverse information components
to extract a wider range of data from the retrieval datasets, rather than targeting specific information.
Inspired by the approach in (Carlini et al., 2021), we randomly select segments from the Common Crawl
dataset to function as the information component. However, the randomness of the input may affect the
command component. To mitigate this issue, we limit the maximum length of the information component
to 15 tokens, ensuring that the prompts remain coherent and effective in extracting data from the retrieval
datasets.

A.5 Directly Compare Synthetic Data and Original Data

Since the attacker can at most extract the synthetic data in our framework, the attacker cannot obtain
information beyond the synthetic data. From this perspective, the similarity/overlap between the synthetic
data and the original data serves as a privacy upper bound. Therefore, we directly compare the synthetic
data with its original version in Table 8. Specifically, we compare the targeted information leakage
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in synthetic data derived from two datasets: Wiki-PII and HealthCareMagic, as well as the untargeted
information leakage of HealthCareMagic dataset. Remarkably, even in this extreme case, there is nearly
no targeted information (PIIs, patient records) leaked, and almost no untargeted information (repeated or
highly similar sentences from the original data) exposed. This indicates that our method can effectively
mitigate privacy risks at the data level, thus proving robust against various practical extraction attacks.

A.6 Comparison to paraphrasing with GPT-40

We also conduct an ablation study using more advanced models, specifically GPT-4o to directly paraphrase
the model. We use these models to rewrite the content and tested the attack success rate. We consider 3
cases:

* Para(GPT-40): Paraphrase context using GPT-40

* Para(GPT-4o,Privacy): Add a system prompt "The generated data should *NOT* have privacy risks."

» Para(GPT-40,Joe): Add specific privacy protection list (Joe, Table 16) to prompt, the detailed prompts

are shown in Table 18.

The results, shown in Table 9 and Table 10, indicate that even with one round of rewriting in para(GPT-
40), para(Joe), para(Privacy), targeted and untargeted privacy concerns still exist. These results under-
score the critical importance of each component within our framework and validate the effectiveness
of our methodological design. Another advantage of our method is that the generation process doesn’t
necessarily require very powerful LLMs. GPT-3.5 can already achieve good results. Considering the
significantly lower cost of GPT-3.5 compared to GPT-40 (or even more expensive models in the future),
our method is more cost-effective.

A.7 Cost of synthetic data

Our method only requires one-time off-line generation and does not introduce extra time or costs during
inference. Moreover, our synthetic data is typically shorter than the original data as shown in Table 6 (50
tokens less for wiki and 86 tokens less for chatdoctor), suggesting that using synthetic data may actually
decrease inference costs to some extent.

We also analyze the computational costs required for the synthetic process using GPT-3.5 as shown in
Table 7. Our findings indicate that both the expenses and time are reasonable(a round $0.003 per sample),
especially when the generation is a one-time process.

A.8 Details of Evaluation Metrics

Here we would like to provide a detailed description of our evaluation metrics.

ROUGE-L: ROUGE-L is a metric within the ROUGE (Recall-Oriented Understudy for Gisting Eval-
uation) family, specifically used to assess the quality of text generation tasks such as automatic
summarization and machine translation. It evaluates the similarity between the generated text and a
reference text using the Longest Common Subsequence (LCS).

* Longest Common Subsequence (LCS): ROUGE-L measures the longest sequence of words
that appears in both the generated and reference texts while maintaining the same order, though
not necessarily contiguous.

¢ Recall, Precision, and F-measure:

— Recall: The ratio of the LCS length to the length of the reference text (n), indicating how
much of the reference sequence is captured by the generated text. LCS(X,Y")/n

— Precision: The ratio of the LCS length to the length of the generated text, indicating how
much of the generated sequence appears in the reference text. LCS(X,Y)/m

— F-measure: The harmonic mean of Precision and Recall, balancing the two metrics. Fj.s =
% where (3 is a parameter to control the importance of precision and recall
(usually 8 = 1.0). In our results, we report F-measure as the ROUGE-L score.

Let C be the candidate translation and R be the set of reference translations.
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BLEU-1: BLEU-I is a metric that evaluates the quality of machine-translated text based on the precision
of unigrams (single words).

>, min(Countc (w),max Count g (w))

e Unigram precision: P; = S~ Countc:(w)
w

Where:

— Countg (w) is the number of times word w appears in the candidate translation

— max Countg(w) is the maximum number of times w appears in any single reference trans-
lation
* Brevity penalty: BP = min(1, exp(1 —r/c))
Where:
— cis the length of the candidate translation
— ris the length of the reference translation closest in length to the candidate
¢ BLEU-1 score: BLEU-1 = BP x P;
The BLEU-1 score ranges from O to 1, where 1 indicates a perfect unigram match between the
candidate and reference translations.

Additional Metrics: Besides, we’ve also added new evaluation metrics to further validate our method:

* Exact Match (EM) score: Measures if the ground truth answer appears verbatim in the LLM’s
response.

* LLM-based judgment (Correctness): Using Ragas, a popular automatic RAG evaluation
pipeline (5.9k GitHub stars), to assess answer correctness.

A.9 Details of Dataset Construction

Construction of Wiki-PII dataset. To demonstrate the ability of our proposed method to protect privacy
from target attacks, we construct the wiki-PII dataset. This dataset satisfies the requirement of having
a high number of PIIs to evaluate the effectiveness of privacy protection methods. The construction of
this dataset involves a three-stage process. In the first stage, we extract the authentic PIIs from the Enron
Mail dataset. We use the urlextract package to extract websites, and regular expressions to extract phone
numbers and personal email addresses. In the second stage, we employed the recursive character text
splitter from langchain to segment the wiki text dataset, setting chunk size to 1500. In the final stage,
for each segmented wiki data, we randomly inserted the PII obtained in the first step at the end of each
sentence.

A.10 Discussions when adapting SAGE in specific domain application

Here we would like to give some discussions when adapting SAGE in specific domain application. Our
framework is designed to be general and can be easily adapted to different domains. We can break down
the key components as follows:

Stage-1: Attribute-based Data Generation. The purpose of this stage is to generate a new version of
the data with key information. The procedure is as follows: a) Identify key attributes, b) Summarize key
points of these attributes. ¢) Generate synthetic data based on key points.

The key factor in this process is the number of attributes, which can be adjusted based on the complexity
of specific fields or datasets. Additionally, we can modify the prompts in step c¢) to specify the desired
structure or format of the generated data. This flexibility allows us to tailor the output to various formats
such as conversations, Q&A sessions, reports, or news articles. For instance, to synthesize financial report
data, we might include a sentence like "The output should be formatted as an official financial report."
This approach ensures that the synthetic data not only contains the key information but also mirrors the
appropriate style and structure for its intended use.

Stage-2: Agent-based Private Data Refinement. We provide a general set of privacy violation checks
as prompts for the privacy agent (as shown in Table 18). To adapt this stage to domain-specific privacy
regulations, such as those in the financial sector, one can simply modify the system prompts of the privacy
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agents. For example, when dealing with financial data, one can add terms such as: “Check for credit
scores, credit history, and loan details, which are highly sensitive and subject to specific regulations.” or
“Ensure that financial data is treated as if it were to be encrypted both in transit and at rest to prevent
unauthorized access."

This flexibility allows our framework to be tailored to various fields while maintaining its core structure.
The ability to customize privacy checks makes it adaptable to different regulatory environments and
industry-specific requirements. A potential limitation of our method is that generating data for specific
domains may require domain expertise for effective customization. To address this, we recommend using
advanced language models such as GPT-3.5 or domain-specific fine-tuned models for data synthesis to
acheive better quality.

A.11 Examples of synthetic samples

The examples of the two stages of data synthesis using our method are shown in Table 19. The original
context contained an abundance of detailed and specific information, enabling the possibility of inferring
the identity of the patient through careful analysis. Our proposed method has the capability to blur out such
detailed information while preserving essential disease-related data. This enables doctors to offer accurate
diagnosis and treatment recommendations. Following stage-1, a significant amount of detailed information
can be effectively blurred out, while still retaining certain preserved information. Subsequently, in stage-2,
nearly all of this information can be completely blocked or concealed. For instance, in the second
row of Table 19, the original data contains information such as "25 years old," "married for 5 years,"
"pregnancy,"” "ectopic pregnancy,” and "right fallopian tube removed." Attackers could potentially exploit
this information to infer the patient’s identity. However, these pieces of information may not be crucial
for achieving accurate diagnosis. Hence, we employ a two-stage synthesis process to shield them. After
stage-1, some of the detailed information, such as "married for 5 years," was filtered out, but the age has
not been blurred yet. In stage-2, all detailed information is blurred, while retaining only the essential
details that allow doctors to provide appropriate advice.

A.12 Definition of Privacy Properties:

Privacy properties in text modalities lack standardized definitions due to the unstructured nature of textual
information. In the absence of universally accepted privacy definitions for RAG systems, we adopt an
empirical approach consistent with previous RAG privacy research (Zeng et al., 2024; Huang et al., 2023).
We consider a potential privacy risk to exist when text from a private database can be extracted through
the system. Specifically, we identify privacy risks in two scenarios: when the LLM duplicates data
(untargeted attack), or when it generates sensitive information such as personally identifiable information
(PIIs) (targeted attack). We quantify the privacy properties of RAG systems using attack success rates.
Tables 3 and 4 demonstrate the privacy leakage risks and the effectiveness of our mitigation method.
Table 19 provides illustrative examples of our approach in action.

A.13 Compare with latest synthetic data baselines:

We have compared our proposed method with AttrPrompt (2023) (Yu et al., 2023). To demonstrate that
our method achieves a better utility-privacy trade-off, we have also implemented another synthetic data
method, AugPE (2024) (Xie et al.), for this comparison. We ensured consistent experimental conditions
across all methods, including identical datasets, inputs, and evaluation metrics. The only difference lies in
the pipeline for generating synthetic data.

The utility results are as Table 20, 21 and 22 where Stage-1 and Stage-2 are our proposed method,
Aug-PE and AttrPrompt are the baselines, t denotes the generation rounds of synthetic data.

All evaluation metrics (BLEU-1, ROUGE-L, EM) are better when their values are higher. Our method
achieves superior utility compared to other synthetic data approaches. According to the results presented
in Tables 3 and 4, our proposed method can nearly completely mitigate both targeted and untargeted
attacks. This demonstrates that our framework achieves a better utility-privacy trade-off than competing
methods, which we attribute to the following factors:
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* Our methods are designed for RAG systems, while others are not, enabling us to achieve better
utility.

* Our carefully designed prompt and two-stage iterative refinement process effectively mitigate privacy
risks from both targeted and untargeted attacks against the original data.

* We consider both privacy and utility at the generation stage.

A.14 Compare with adaptive attacks

We have carefully examined the adaptive attack methods proposed in (Annamalai et al., 2024) and (Ganev
and De Cristofaro, 2023), but found significant challenges in applying them to our scenario for the
following reasons:

» These methods were specifically designed for attacking tabular data, whereas our focus is on pro-
tecting text data. Unlike structured data, textual information lacks well-defined statistical properties,
making it significantly more difficult to model. Text data also exhibits complex and high-dimensional
distributions, which further complicates attempts to reconstruct the original content using these
techniques.

* Annamalai et al. (2024) assumes access to a fitted generative model and requires specific privacy
metrics (e.g., IMS) to launch its attack. In contrast, our approach relies on pre-trained models without
fine-tuning on private data and does not use such privacy metrics.

* Ganev and De Cristofaro (2023) relies on k-way marginal queries, which are applicable only to
tabular data. Their threat model assumes that attackers can obtain quasi-identifiers from the original
dataset—an assumption that does not hold in our setting.

While these methods are not directly applicable to our context, they offer valuable insights into potential
privacy vulnerabilities. We will consider their implications in future research.

A.15 Choice of attribute numbers m

A.15.1 The Influence of m on Information Quality

A suitable value of m can enhance the effectiveness of synthetic data, and its selection is closely tied to
the characteristics of the privacy dataset to be protected. We adopt a heuristic approach to determine m.

Specifically, we first sample several examples from the dataset and prompt the LLM to identify which
attributes are critical. The value of m is then determined by combining the LLM’s responses with human
verification, ensuring a balance between privacy preservation and data utility.

Although the parameter m influences the content of the generated outputs, increasing m does not result
in excessive information redundancy or significant information loss. As shown in Table 24, we vary the
number of attributes m in the prompt to generate synthetic data from the same privacy source. The lengths
of the generated texts are comparable (1,407; 1,499; and 1,659 characters), and their semantic content
remains largely consistent across different values of m.

These results suggest that the choice of m does not significantly degrade the quality of the synthesized
data, nor does it introduce notable redundancy.

A.15.2 The privacy agent does not waste the attributes extracted in stage-1

Although the attribute extraction did not explicitly require including patients’ names, nationality, height,
or other such information, the content within each attribute may still contain such private details. These
sensitive contents are irrelevant to answering questions but introduce privacy risks.

In Stage-2, we utilize an iterative refinement mechanism with privacy agents and rewriting agents
working together to carefully remove and rewrite these sensitive but unhelpful contents within each
attribute (instead of removing all attributes). By leveraging Stage-2, we generate examples that not only
avoid privacy-sensitive information but also retain the useful information within each attribute extracted
previously.
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Below, we provide an example demonstrating that the stage-2 does not waste the attributes extracted in
the stage-1. The corresponding analysis is shown in Table 23.

Patient: Hello doctor, I'm a 25-year-old from South Asia experiencing serious kidney-related
health issues. My kidneys are underdeveloped and not functioning well, leading to elevated
levels of waste in my blood. As a result, I’ve developed symptoms consistent with a bone-related
condition that’s affecting my ability to walk, and I’ve also noticed that my height is below
average. I've consulted several specialists in my region, but due to the risks associated with my
current kidney function, surgery has been ruled out. I'm feeling overwhelmed and uncertain
about what to do next. Could you please advise me on possible steps for treatment and care?

Doctor: Thank you for reaching out and sharing your situation. It sounds like you may be
dealing with a condition such as rickets, possibly linked to a vitamin D deficiency, which can
be common when kidney function is impaired. Taking vitamin D supplements could help slow
the progression of your bone symptoms. However, surgery is indeed high risk at this stage,
given your elevated waste levels and weakened kidney function. The immediate focus should
be on stabilizing your renal health through appropriate medications and dietary adjustments.
Once your condition is better managed, more invasive options might become safer. Please stay
encouraged—working to improve your kidney function is an important first step forward.

A.15.3 The parameter m has little impact on the attack success rate

We also consider that extracting a larger number of attributes (/m) may increase the likelihood of capturing
private information, thereby raising the risk of transferring such information into the synthetic data. To
investigate this issue, we conducted an ablation study by varying the value of m. As shown in Table 25,
Table 26, and Table 27, increasing m does not lead to a higher risk of privacy leakage or improved attack
success rates. These results suggest that the choice of m has limited influence on the vulnerability of
synthetic data to privacy attacks.

A.154 Impact of attribute number m on model performance

Regarding parameter m, we further conducted our experiments. For the wiki dataset, we introduced three
different prompts to extract attributes: m = 2, m = 3, and m = 4, along with an adaptive prompt as
shown in Table 28. The adaptive method first asks LLM to select the most suitable m value and then we
select the corresponding prompt.

We remain other part of pipeline the same, and utilize the exact match metric on the CQA and NQ
datasets, the experimental results are presented as Table 29. These result demonstrates that the value of m
has little impact on model performance.

A.16 Discussion of Privacy Agents

We demonstrate that our privacy agents have relevant prompts to mitigate linkage attacks and provide
examples to verify the effectiveness of such design for linkage attack).

To mitigate potential linkage risks from indirect identifiers, we incorporate a Privacy Agent based on
LLMs. While identifying such subtle cues is inherently challenging, our approach uses targeted prompts
to guide the model in detecting and redacting indirectly identifying information. For example, the prompt
includes instructions such as:

3. Contextual Privacy: Evaluate if the synthetic data, when combined with other publicly
available information, could potentially lead to the identification of individuals or reveal sensitive
information about them. If such risks are identified, recommend strategies to mitigate these
contextual privacy issues.

4. Data Linkage: Assess if the synthetic data can be linked with other datasets to infer additional
sensitive information about individuals. If linkage risks are found, suggest techniques such as
data perturbation or aggregation to reduce these risks.

5. Semantic Consistency:...
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6. Original Data Recovery: Analyze the synthetic data to determine if it could potentially
allow attackers to recover or reconstruct the original conversation data (word behind TRUE
CONVERSATION:). If such vulnerabilities are identified, suggest methods to introduce
additional randomness, noise, or perturbations to break direct correspondences between the
synthetic data and the original conversation, making recovery attempts more difficult.

If synthetic data contains such linkage problems, the "Privacy Agent" will discover this issue and provide
instructions to the "Rewriting Agent" to generate new synthetic data until no such risks remain. Here is an
example of mitigating the linkage privacy risk:

The origin privacy data:

INPUT: hi sir my name is adnan bashir .I am 25 yrz old and I am from Pakistan. my kidney not
work is properly my kidney size is small and this disease effect my both legs the rickets disease
spread my legs day by day and sir i am very worried about this disease the all pakistani doctors
dont accept to opprate me they ask if they try the most chances i will die bcoz my blood urea
and creatine high so that is the reason the doctors not agree my operation the kidney disease
also effect my height my height is small my height 4 feet 10 inch plz sir help me what i do

OUTPUT: Hello. Thanks for writing to us. If you are having rickets due to vitamin D deficiency,
you can take supplements of vitamin D to at least stop the further progress of the disease. With
deranged renal function, going for a surgery is risky. The stress of surgery might cause a renal
failure. You need to bring the renal functions to normal with the help of medicines and dietary
restrictions. I hope this information has been both informative and helpful for you.

The synthetic data:

Patient: Hello doctor, I'm a 25-year-old from South Asia experiencing serious kidney-related
health issues. My kidneys are underdeveloped and not functioning well, leading to elevated
levels of waste in my blood. As a result, I’ve developed symptoms consistent with a bone-related
condition that’s affecting my ability to walk, and I've also noticed that my height is below
average. I've consulted several specialists in my region, but due to the risks associated with my
current kidney function, surgery has been ruled out. I’'m feeling overwhelmed and uncertain
about what to do next. Could you please advise me on possible steps for treatment and care?

Doctor: Thank you for reaching out and sharing your situation. It sounds like you may be
dealing with a condition such as rickets, possibly linked to a vitamin D deficiency, which can
be common when kidney function is impaired. Taking vitamin D supplements could help slow
the progression of your bone symptoms. However, surgery is indeed high risk at this stage,
given your elevated waste levels and weakened kidney function. The immediate focus should
be on stabilizing your renal health through appropriate medications and dietary adjustments.
Once your condition is better managed, more invasive options might become safer. Please stay
encouraged—working to improve your kidney function is an important first step forward.

In the original data, names, countries, and heights appear alongside medical conditions, creating a
combination that easily identifies specific individuals. However, in our synthetic data, the identifying
information has been completely removed, making it impossible to infer patient identities through
association or linkage attacks. Meanwhile, synthetic data retains the majority of clinically relevant
information needed for medical treatment while removing privacy-related information, effectively ensuring
both utility and privacy.

A.17 Dataset preparation details

In the experiment, we follow the experimental setting of previous RAG privacy research (Huang et al.,
2023) to monitor a situation where some private information is contained in a large public database (e.g.,
some people’s names/phone numbers appearing in large-scale web contents). In real-world scenarios,
every sentence in a text could potentially contain privacy-risk entities. Therefore, embedding PII in data is
reasonable for modeling such risks.
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A.18 Discussion on model choice

Due to the complexity of our prompts, less capable models struggle to meet the requirements. However,
with the open-sourcing of powerful models like DeepSeek and QwQ, users can also opt for these robust
open-source alternatives, thereby better safeguarding their privacy. Here is an example of the synthetic
data generated by QwQ-32B, with the same prompt and similar utility as that for closed model:

Patient: I am a young adult from a South Asian country. I have been diagnosed with renal
dysfunction, and the associated rickets is causing progressive leg deformity. My stature is signif-
icantly shorter than average, and local healthcare providers have declined surgical intervention
due to abnormal renal markers, stating the risk of life-threatening complications. I am deeply
concerned about the worsening of my condition and seek guidance on managing my health and
improving treatment prospects. What steps can I take?

Doctor: Your symptoms suggest a vitamin deficiency-related skeletal disorder linked to renal
impairment, which explains the leg abnormalities and growth limitations. Surgical intervention
is currently too risky due to compromised kidney function. To stabilize your condition, initiate
nutritional supplementation and follow a diet optimized for renal health. Prioritize restoring
baseline renal function through prescribed therapies before reevaluating surgery. Avoid activities
that could exacerbate kidney strain, as this could worsen your prognosis. Let’s focus on
rebuilding your health stability first.

However, when switching to less capable models, they fail to follow our instructions—for instance,
being unable to eliminate potential privacy risks.

A.19 Number of private attributes

We clarify that our definition of privacy risk focuses on scenarios where private information is not required
to complete the task but is nonetheless leaked. In contrast, if an application is explicitly designed to
retrieve private information—such as querying an employee’s phone number from an internal company
directory—there is no privacy concern, as the access aligns with the authorized user’s intent and the task’s
objective.

In practice, we believe that most tasks do not inherently require private information. For example, in
medical dialogue scenarios, essential content includes the patient’s symptoms, the doctor’s diagnosis,
and the proposed treatment plan. In contrast, personal identifiers such as names, phone numbers, or
addresses are irrelevant to the clinical reasoning process and offer no utility for resolving medical inquiries.
Therefore, removing such private information does not compromise model performance.

A.20 Compare with sanitization/paraphrasing baseline

We provide the results of sanitization and paraphrasing baselines. Our experiments demonstrate that
sanitization (directly removing PII) does not work for untargeted attacks, and the paraphrasing baseline
cannot eliminate the untargeted risks. This validates the necessity of our design.

Sanitization Simply removing PIIs can only counteract targeted attacks; it does not provide strong
protection against untargeted attacks. While PII removal hides sensitive structured information, other
content in the data may still carry privacy leakage risks. We implement the pipeline "remove_pii" that
carefully remove PIIs and test for untarget attack, the results are in Table 30, We can clearly observe that
such baseline still suffers from untargeted attacks.

Sanitization We actually have incorporated para(GPT-40,Joe), which provides a comprehensive descrip-
tion and checklist of potential privacy risks. Upon analysis of the results, we observed that the generated
data still contains some privacy concerns.

We have modified the prompt for the privacy-agent in our stage-2 to enable it to directly paraphrase
privacy-sensitive text. The revised prompt is as follows:

Context: Context
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Please rewrite the given context, ensuring it does not contain any private or sensitive information.
Follow these guidelines:

1. Personally Identifiable Information (PII): Check if the synthetic data contains any PII, such
as names, addresses, phone numbers, email addresses, or other information that can directly
identify an individual. If found, remove or anonymize such information

2. Sensitive Attributes: Anonymize or remove sensitive attributes including but not limited
to race, ethnicity, religion, political affiliation, sexual orientation, health status, or financial
information.

3. Contextual Privacy: Evaluate if the synthetic data, when combined with other publicly
available information, could potentially lead to the identification of individuals or reveal sensitive
information about them. If such risks are identified, try to mitigate these contextual privacy
issues.

4. Data Linkage: Assess if the synthetic data can be linked with other datasets to infer additional
sensitive information about individuals. If linkage risks are found, use techniques such as data
perturbation or aggregation to reduce these risks.

5. Semantic Consistency: Ensure that the privacy-preserving transformations applied to the
synthetic data maintain semantic consistency and do not introduce any unintended biases or
inaccuracies.

6. Original Data Recovery: Analyze the synthetic data to determine if it could potentially
allow attackers to recover or reconstruct the original conversation data If such vulnerabilities
are identified, try to introduce additional randomness, noise, or perturbations to break direct
correspondences between the synthetic data and the original conversation, making recovery
attempts more difficult.

Please provide the rewritten context that addresses these privacy concerns while maintaining
the essential meaning and utility of the information.

The results presented in Table 31 and 32 demonstrate that even after one round of paraphrase using
para(Joe) with its detailed description, privacy risks still persist. This outcome validates the effectiveness
of our method and underscores the necessity of our design approach.
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joe (Privacy Agent)

You are a privacy evaluation agent and your role is to provide comprehensive feedback
on the synthetic data generated by the synthetic data generator. To be specific, you
should analyze the synthetic data (the data after the word ’"GENERATED DATA:")
from the following aspects:

1. Personally Identifiable Information (PII): Check if the synthetic data contains any
PII, such as names, addresses, phone numbers, email addresses, or other informa-
tion that can directly identify an individual. If found, suggest ways to remove or
anonymize such information.

2. Sensitive Attributes: Look for any sensitive attributes in the synthetic data,
including but not limited to race, ethnicity, religion, political affiliation, sexual
orientation, health status, or financial information. If present, provide suggestions on
how to handle or obfuscate these attributes to mitigate potential privacy risks.

3. Contextual Privacy: Evaluate if the synthetic data, when combined with other pub-
licly available information, could potentially lead to the identification of individuals
or reveal sensitive information about them. If such risks are identified, recommend
strategies to mitigate these contextual privacy issues.

4. Data Linkage: Assess if the synthetic data can be linked with other datasets to
infer additional sensitive information about individuals. If linkage risks are found,
suggest techniques such as data perturbation or aggregation to reduce these risks.

5. Semantic Consistency: Ensure that the privacy-preserving transformations applied
to the synthetic data maintain semantic consistency and do not introduce any unin-
tended biases or inaccuracies. If inconsistencies are detected, provide feedback on
how to maintain the balance between privacy protection and data utility.

6. Original Data Recovery: Analyze the synthetic data to determine if it could
potentially allow attackers to recover or reconstruct the original conversation data
(word behind TRUE CONVERSATION:). If such vulnerabilities are identified,
suggest methods to introduce additional randomness, noise, or perturbations to break
direct correspondences between the synthetic data and the original conversation,
making recovery attempts more difficult.

Only if the generated data is completely safe and satisfies all the above privacy
requirements and prevents the recovery of the original data, include the word *THI-
SISSAFE’ anywhere in your response to signal the end of the evaluation process.
Otherwise, provide detailed suggestions and guidance on how to improve the privacy
aspects of the synthetic data

(after the word "SUGGESTIONS:") and do not contain the word 'THISISSAFE’ in
your response.

If the data is deemed safe, please also extract the safe synthetic data (the text after
"GENERATED CONVERSATION?:’) and return it in the following format:
SAFE_DATA: [BEG]<safe_synthetic_data>[END]THISISSAFE

Note that your job is only to assess the privacy level of generated data, you can
answer either suggestions (SUGGESTIONS) or this data is safe (SAFE_DATA:
[BEG]<safe_synthetic_data>[END]THISISSAFE), does not provide irrelevant an-
SWers.

Table 16: System messages: (privacy agent)
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Prompt

Given the following context, extract the useful or important part of the Context.
Remember, *DO NOT* edit the extracted parts of the context.

> Context:

>>>

{input_context}

>>>

Extracted relevant parts:

Table 17: Prompt of paraphrase

Para(Joe)

Context: {Context}

Please rewrite the given context, ensuring it does not contain any private
or sensitive information. Follow these guidelines:

1. Personally Identifiable Information (PII): Check if the synthetic data
contains any PII, such as names, addresses, phone numbers, email ad-
dresses, or other information that can directly identify an individual. If
found, remove or anonymize such information

2. Sensitive Attributes: Anonymize or remove sensitive attributes includ-
ing but not limited to race, ethnicity, religion, political affiliation, sexual
orientation, health status, or financial information.

3. Contextual Privacy: Evaluate if the synthetic data, when combined
with other publicly available information, could potentially lead to the
identification of individuals or reveal sensitive information about them. If
such risks are identified, try to mitigate these contextual privacy issues.
4. Data Linkage: Assess if the synthetic data can be linked with other
datasets to infer additional sensitive information about individuals. If
linkage risks are found, use techniques such as data perturbation or aggre-
gation to reduce these risks.

5. Semantic Consistency: Ensure that the privacy-preserving transforma-
tions applied to the synthetic data maintain semantic consistency and do
not introduce any unintended biases or inaccuracies.

6. Original Data Recovery: Analyze the synthetic data to determine if
it could potentially allow attackers to recover or reconstruct the original
conversation data If such vulnerabilities are identified, try to introduce
additional randomness, noise, or perturbations to break direct correspon-
dences between the synthetic data and the original conversation, making
recovery attempts more difficult.

Please provide the rewritten context that addresses these privacy concerns
while maintaining the essential meaning and utility of the information.

Table 18: Prompts used for Para(GPT-4o, Privacy)
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Origin context

Stage-1 context

Stage-2 context

input: my 6 year old son was ill last week

with a feeling of general unwellness, he had

a runny nose, sore stomach (all over , not
restricted to any one area)and also pain in

his knee (whicChatDoctore and went, was not
constant). We saw the GP who thought it was

a viral illness. He got better after about 5

days. He was well for perhaps 2 days and the
pain in his tummy started again the night

before last. Yesterday morning he wouldnt

eat anything before going to school as he

said he was full despite not eating his

dinner the night before either. Last night

he woke from his sleep with a pain in his knee.
This morning he seems quite well again.

I am wondering if there is any reason for concern.
output: Hi, Thank you for asking question on
Chat Doctor. Recurrent abdominal pain occurs due
to worm infestation, urinary tract infection,
Amoebic colitis and several other causes. Try
metronidazole for 5 days as well as Albendazole
once after food. Syrup containing digestive
enzymes may help. Better consult pediatrician
to pinpoint the diagnosis. Hope this answer will
serve your purposeless feel free to ask any more
queries if requiredTake care Chat Doctor. V.

Subrahmanyam MD;Disassociate professor of pediatrics

Patient: My 6-year-old son had a runny nose,
sore stomach, and pain in his knee last week.
He got better after 5 days but the pain in his
stomach returned the night before last and he
woke up with pain in his knee last night. Is
.there any reason for concern?

Doctor: Recurrent abdominal pain could be due
to worm infestation, urinary tract infection,
amoebic colitis, or several other causes. 1
recommend consulting a pediatrician to pinpoint
the diagnosis. For now, try metronidazole for 5
days as well as Albendazole once after food and
syrup containing digestive enzymes.’

Patient: My son had a viral illness last week
and got better, but the pain in his stomach and
knee came back. Should I be worried?
Doctor: Recurrent abdominal pain in children
can be caused by various conditions, including
worm infestation, urinary tract infection,
amoebic colitis, and others. I recommend
trying metronidazole and albendazole for
treatment, and consulting a pediatrician

for a more accurate diagnosis and next

steps in treatment. Additionally, syrup
containing digestive enzymes may help.

input: hi, m 25 years old n married for

5 years i had first normal pregnancy bt
unfortunately my baby didnt survived,
after again i had ectopic pregnancey due
to which my right fellopin tube is removed
my periods are also not regular. please
advice for solution we are desperate to
have our own baby

output: Welcome to Chat Doctor there are
a lot of issues which u need to take up
seriously.first the cause for ectopic
pregnancy needs to be given importance
cos there are more chances of getting
ectopic in subsequent pregnancy.since u
have only one fallopian tube u need to
examined thoroughly to rule out any
congenital defects in the tube and the
uterus.] would advise u to go to an
infertility clinic and take their

advice. u can very much conceive

and have your own baby.all the best

Patient: T am a 25-year-old female
who has had a normal pregnancy in
the past but unfortunately lost the
baby. I also had an ectopic pregnancy,
which resulted in the removal of my
right fallopian tube. My periods are
irregular, and my husband and I are
desperate to have our own baby. Can
you please advise me on what options
are available for me to conceive and
have a baby?

Doctor: Based on your medical history,
T advise you to seek examination and
advice from an infertility clinic to
rule out any congenital defects in the
remaining fallopian tube and uterus.
You can still conceive and have your
own baby. The clinic will be able to
identify the cause of your ectopic
pregnancy and offer treatment options
that can increase your chances of a
successful pregnancy in the future.

It is important to take their advice
and follow-up with them regularly.

Patient: Doctor, I had an ectopic
pregnancy resulting in the removal
of my right fallopian tube. What

can I do to have my own baby?
Doctor: I understand your concern.
The first step is to go to an

infertility clinic to be thoroughly
examined to rule out any congenital
defects in the tube and uterus. The
cause of the ectopic pregnancy needs
to be given importance as there are
more chances of getting ectopic in
subsequent pregnancies. The
infertility clinic will provide you
with advice on treatment options,
and please know that you can very
much conceive and have your own baby.

input: Hi, am 35 years old and have been
married for 8 of these. For some years now,

I can hardly do more than one round of sex.
Only one and I cant get it on again. I think
my wife is not happy, she would like to have
two or three rounds as she tells me her friends
do. Infact last night she asked me if it is my
body, if am sick, weak or simply not interested
in her as much as in the past? Personally, I
always thought we had no problem in that
department? What is wrong with me?

output: Hi, Regular exercise, physical

games and yoga can help you. Along with
then you can take home-cooked meals,
low-fat food. Hope I have answered your
query. Let me know if I can assist you

further. Take care Chat Doctor. R. Raveen

Patient: I'm a 35-year-old male and I'm
having difficulty with sexual performance.
My wife is unhappy with our sex life and I
can only perform one round of sex. What is
wrong with me and how can I improve my
sexual performance?

Doctor: Regular exercise, physical games,
and yoga can help improve your sexual
performance. It’s normal to have concerns
about sexual performance, and there are
steps you can take to improve it. Eating
low-fat home-cooked meals can also help.
It’s important to maintain a healthy
lifestyle to improve sexual performance.

Patient: I’ve been having difficulty
having more than one round of sex for
several years now, and my wife is
concerned. Is there something wrong with
me? How can I improve my sexual performance?
Doctor: Regular exercise, physical games,
and yoga can help improve your sexual
performance. It’s understandable that
you’re concerned about satisfying your
wife sexually, and I want to reassure you
that your concerns are valid. In addition
to exercise, lifestyle changes such as
home-cooked meals and low-fat food can
also improve your sexual health. It’s
important to prioritize your overall health
and well-being, as this can have a positive
impact on your sexual performance.

Table 19: Examples of synthetic samples
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Methods BLEU-1 ROUGE-L

Stage-1 0.114 0.0956
Stage-2 0.113 0.0943
Aug-PE, t =0 0.075 0.0815
Aug-PE, t =1 0.091 0.0931
AttrPrompt 0.079 0.0670

Table 20: Utility results on HealthCareMagic dataset

Methods NQ NQ TQA TQA wQ wQ CT CT
(BLEU-1) (ROUGE-L) (BLEU-1) (ROUGE-L) (BLEU-1) (ROUGE-L) (BLEU-1) (ROUGE-L)
Stage-1 0.0131 0.0257 0.0125 0.0249 0.0132 0.0277 0.0122 0.0242
Stage-2 0.0177 0.0322 0.0131 0.0247 0.0173 0.0298 0.0129 0.0267
Aug-PE, t =0 0.0098 0.0182 0.0122 0.0188 0.0117 0.0210 0.0111 0.0215
Aug-PE, t =1 0.0125 0.0219 0.0128 0.0233 0.0133 0.0227 0.0104 0.0194
AttrPrompt 0.0061 0.0107 0.0060 0.0108 0.0060 0.0110 0.0062 0.0111
Table 21: Utility results on Wiki-PII dataset
Methods NQ (EM) CQA (EM)
Stage-1 0.330 0.510
Stage-2 0.380 0.490
Aug-PE, t =0 0.190 0.375
Aug-PE, t =1 0.315 0.430
Table 22: Utility results on NQ and CQA datasets using the Exact Match (EM) metric
Role | Attribute Present? | Notes
Clear Symptom Description Yes Describes kidney issues, bone symptoms,
and short stature
Medical History Yes Mentions underdeveloped kidneys and
prior consultations
Patient | Cyrrent Concerns Yes Expresses feeling overwhelmed and un-
certain
Recent Events Yes Recent consultations, surgery ruled out
Specific Questions Yes Asks for advice on treatment and care
Clear Diagnosis or Assessment Yes Suggests possible rickets due to vitamin
D deficiency
Reassurance and Empathy Yes Offers encouragement and understanding
Treatment Options and Expla- Yes Recommends vitamin D, medication, di-
Doctor nations etary changes
Follow-up and Next Steps Yes Advises stabilizing kidney health before
surgery
Education and Prevention Yes Explains relationship between kidney
health and bone condition

Table 23: Example showing Stage-2 refinement retains useful attribute content while mitigating privacy risks
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m

Prompts

Synthetic Data

Provide a summary for the Patient’s information, includ-
ing:

[Attribute 1: Clear Symptom Description]

[Attribute 2: Medical History]

[Attribute 3: Current Concerns]

[Attribute 4: Specific Questions or Requests]

Then, provide a summary for the Doctor’s information,
including: [Attribute 1: Diagnosis or Clinical Impres-
sion]

[Attribute 2: Empathy and Emotional Support]
[Attribute 3: Treatment Plan or Recommendations]
[Attribute 4: Follow-up Plan or Next Steps]

Patient: Hello doctor, my name is Adnan Bashir, I'm 25 years old from Pakistan. I'm
really worried because my kidneys aren’t working properly — they’re small in size, and
my blood urea and creatinine levels are very high. This has also affected my height;
I’m only 4 feet 10 inches tall. On top of that, I have rickets that is getting worse and
spreading in both my legs day by day. I've seen several doctors here, but none are
willing to operate on me because they say the surgery is too risky and I could die due
to my kidney condition. I don’t know what to do — can you please help me or advise
me on what steps I should take? Doctor: Hello Adnan, thank you for sharing your
concerns. I understand you’re going through a very difficult time. Based on what you’ve
described, it sounds like your rickets may be related to a vitamin D deficiency, and
taking vitamin D supplements could help stop its progression. Regarding your kidney
issues, you’re right to be cautious — with your current high blood urea and creatinine
levels, undergoing surgery would indeed carry a high risk and could potentially lead to
renal failure. The most important step right now is to focus on improving your kidney
function with proper medication and strict dietary changes under medical supervision.
Once your kidney condition stabilizes, other treatment options may become safer to
consider. I hope this guidance is helpful to you.

Provide a summary for the Patient’s information, includ-
ing:

[Attribute 1: Clear Symptom Description]

[Attribute 2: Medical History]

[Attribute 3: Current Concerns]

[Attribute 4: Recent Events]

[Attribute 5: Specific Questions]

Then, provide a summary for the Doctor’s information,
including:

[Attribute 1: Clear Diagnosis or Assessment]

[Attribute 2: Reassurance and Empathy]

[Attribute 3: Treatment Options and Explanations]
[Attribute 4: Follow-up and Next Steps]

[Attribute 5: Education and Prevention]

Patient: Hello doctor, my name is Adnan Bashir, I'm 25 years old and from Pakistan.
I’'m really worried because my kidneys are not functioning properly — their size is
small, and my blood urea and creatinine levels are very high. Because of this, doctors
here refuse to operate, saying it’s too risky and that I might not survive the surgery.
T've also developed rickets, which is spreading in both of my legs and affecting my
ability to move. On top of that, I have a short height of only 4 feet 10 inches, which I
believe is also due to my kidney condition. I've been to many doctors, but no one is
helping. Please tell me what I should do.Doctor:Hello Adnan, thank you for reaching
out and sharing your situation. I understand how difficult and worrying this must be
for you. From what you’ve described, it sounds like your rickets may be caused by a
vitamin D deficiency, which can be treated with supplements to help stop the disease
from progressing further. However, given your significantly impaired kidney function,
surgery right now would carry serious risks, including the possibility of kidney failure
under the stress of the operation. The best course of action is to first stabilize your renal
function through medications and strict dietary management. Once your kidney health
improves, doctors can safely consider other treatments. In the meantime, addressing the
vitamin D deficiency can help manage the symptoms in your legs. I hope this guidance
gives you a clearer direction forward.

Provide a summary for the Patient’s information, includ-
ing:

[Attribute 1: Symptom Description]

[Attribute 2: Medical History and Comorbidities]
[Attribute 3: Lifestyle or Social Factors]

[Attribute 4: Current Concerns or Discomfort]
[Attribute 5: Recent Health Events or Tests]

[Attribute 6: Specific Questions or Expectations]

Then, provide a summary for the Doctor’s information,
including:

[Attribute 1: Diagnosis or Clinical Reasoning]
[Attribute 2: Emotional Support and Reassurance]
[Attribute 3: Treatment Plan with Rationale]

[Attribute 4: Risk-Benefit Communication]

[Attribute 5: Preventive Advice or Health Education]
[Attribute 6: Next Steps or Monitoring Plan]

Patient:Hello doctor, my name is Adnan Bashir, I'm 25 years old from Pakistan. I've
been diagnosed with kidney problems—my kidneys are small and not working properly,
and my blood urea and creatinine levels are very high. Because of this, several doctors
in Pakistan have refused to perform surgery, saying it’s too risky and I might not survive.
I’'m also suffering from rickets, which is affecting both my legs and getting worse day
by day. This condition, along with my kidney disease, has also affected my height—I'm
only 4 feet 10 inches tall. I'm extremely worried and don’t know what to do. Can
you please advise me on how I can manage my condition and whether there’s any
way to stop the progression of my leg disease? Doctor:Hello Adnan, thank you for
reaching out and sharing your concerns. Based on what you’ve described, it sounds
like your rickets may be related to a vitamin D deficiency, which can be managed with
proper vitamin D supplementation to help stop its progression. However, because your
kidney function is significantly impaired—as shown by your elevated blood urea and
creatinine levels—undergoing surgery right now would carry a high risk, potentially
leading to kidney failure. That’s likely why your doctors have advised against it. Before
considering any surgical option, it’s essential to stabilize your renal function with
the help of medications and strict dietary measures. I understand how difficult and
frightening this must be for you, but please know that improving your kidney health is
the first step. Focus on managing your condition with medical treatment, and avoid any
risky procedures until your health has stabilized.

Table 24: Examples of prompts and synthetic data under different numbers of attributes m

Num Afttributes

Target Info Repeat Prompts

Table 25: Ablation study on the number of attributes m for target attack on the wiki_PII dataset
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Num Attributes Target Info Repeat Prompts
2 0 0
6 2 2
10 1 4
14 1 5

Table 26: Results on the number of attributes m for target attack on the HealthCareMagic dataset

Num Attributes | Repeat Prompt | ROUGE Repeat ROUGE
Prompt Context Context

6 4 0 4 0

10 2 1 2 1

14 2 2 2 2

Table 27: Ablation study on the number of attributes m for untarget attack on the HealthCareMagic.
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Prompts

Please summarize the key points from the following wiki text:

context

Provide a summary the knowledge from the wiki text, including:

[Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]

[Attribute 2: Key facts, data, or events that support the TOPIC]

Please format your response as follows:

- [Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]:

- [Attribute 2: Key facts, data, or events that support the TOPIC]:

Please provide a concise summary for each attribute, capturing the most important information
related to that attribute from the conversation. And remember to maintain logical order and accuracy.

Please summarize the key points from the following wiki text:

context

Provide a summary the knowledge from the wiki text, including:

[Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]

[Attribute 2: Main details of the TOPIC or CENTRAL IDEA]

[Attribute 3: Important facts, data, events, or viewpoints]

Please format your response as follows:

- [Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]:

- [Attribute 2: Main details of the TOPIC or CENTRAL IDEA]:

- [Attribute 3: Important facts, data, events, or viewpoints]:

Please provide a concise summary for each attribute, capturing the most important information
related to that attribute from the conversation. And remember to maintain logical order and accuracy.

Please summarize the key points from the following wiki text:

context

Provide a summary the knowledge from the wiki text, including:

[Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]

[Attribute 2: Main details or explanations related to the TOPIC]

[Attribute 3: Important facts, data, events, or viewpoints]

[Attribute 4: Any notable implications, outcomes, or significance]

Please format your response as follows:

- [Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]:

- [Attribute 2: Main details or explanations related to the TOPIC]:

- [Attribute 3: Important facts, data, events, or viewpoints]:

- [Attribute 4: Any notable implications, outcomes, or significance]:

Please provide a concise summary for each attribute, capturing the most important information
related to that attribute from the conversation. And remember to maintain logical order and accuracy.

Adaptive

I will give you a wiki text. Please select a most suitable prompt to summary this context.
context

2-Attribute:

[Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]

[Attribute 2: Key facts, data, or events that support the TOPIC]

3-Attribute

[Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]

[Attribute 2: Main details of the TOPIC or CENTRAL IDEA]

[Attribute 3: Important facts, data, events, or viewpoints]

4-Attribute

[Attribute 1: Clear TOPIC or CENTRAL IDEA of the wiki text]

[Attribute 2: Main details or explanations related to the TOPIC]

[Attribute 3: Important facts, data, events, or viewpoints]

[Attribute 4: Any notable implications, outcomes, or significance]

Please give me the most suitable m-value, just give me the number, do not provide other thing.
The most suitable m-value is

Table 28: Prompts for WIKI dataset under different numbers of attributes m

m \ NQ (EM) COQA (EM)
2 0.565 0.835
3 0.595 0.805
4 0.590 0.825
ada 0.595 0.835

Table 29: Effect of attribute count m on exact match performance across NQ and CQA datasets.

24569



Method Repeat Prompt Rouge Prompt Repeat Context Rouge Context

Origin 61 67 49 67
Remove_PII 44 52 37 51
Stage-1 1 0 1 0
Stage-2 0 0 0 0

Table 30: Effect of sanitization on mitigating untargeted attacks on the HealthCareMagic dataset (250 prompts).

Method Wiki Wiki Chat Chat
(LLaMA- (GPT- (LLaMA- (GPT-
3-8B) 3.5) 3-8B) 3.5)
Origin 25 167 7 75
Para 9 28 17 42
Para (GPT-40, Joe) | 2 4 1 3
SAGE (GPT-3.5) 0 0 0

Table 31: Targeted attack results across different paraphrasing methods and model architectures.

Method Chat (LLaMA-3-8B) Chat (GPT-3.5)
Repeat Context ROUGE Context | Repeat Context ROUGE Context
Origin 16 13 49 54
Para 22 11 33 50
Para (GPT-40, Joe) 2 3 1 4

Table 32: Untargeted attack results across different paraphrasing methods and model architectures.
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