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Abstract

The rise of multimodal data, integrating text,
audio, and visuals, has created new opportu-
nities for studying multimodal tasks such as
intent detection. This work investigates the ef-
fectiveness of Large Language Models (LLMs)
and non-LLMs, including text-only and multi-
modal models, in the multimodal intent detec-
tion task. Our study reveals that Mistral-7B,
a text-only LLM, outperforms most competi-
tive multimodal models by approximately 9%
on MIntRec-1 and 4% on MIntRec2.0 dataset.
This performance advantage comes from a
strong textual bias in these datasets, where over
90% of the samples require textual input, ei-
ther alone or in combination with other modali-
ties, for correct classification. We confirm the
modality bias of these datasets via human eval-
uation, too. Next, we propose a framework to
debias the datasets, and upon debiasing, more
than 70% of the samples in MIntRec-1 and
more than 50% in MIntRec2.0 get removed, re-
sulting in significant performance degradation
across all models, with smaller multimodal fu-
sion models being the most affected with an
accuracy drop of over 50 - 60%. Further, we
analyze the context-specific relevance of dif-
ferent modalities through empirical analysis.
Our findings highlight the challenges posed by
modality bias in multimodal intent datasets and
emphasize the need for unbiased datasets to
evaluate multimodal models effectively. We
release both the code and the dataset used for
this work.!

1 Introduction

Intent detection refers to classifying user queries
into predefined categories and is a key component
of systems such as chatbots, search engines, virtual
assistants, and robots. While traditional approaches
mainly rely on text, multimodal intent detection ex-
tends this by incorporating audio and visual inputs.

1https://github.com/Text—Takes—Over—EMNLP—2®25/
MultiModal-Intent-EMNLP-2025
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Figure 1: Role of different modalities in Multimodal
Intent Detection Task
By considering speech, tone, and facial expressions,
these systems capture both what is said and how
it is conveyed, making them essential for build-
ing more accurate, natural, and context-sensitive
applications.

For example, the phrase “I hate you too!” may
seem negative if judged only by the text and be
classified as Criticize. However, if the tone or ex-
pression is playful, the actual intent is a Joke, which
can only be identified by considering non-verbal
signals (Case-1 in Fig. 1). On the other hand, there
are cases where multimodal inputs may confuse the
model. In Case-2, the phrase “It’s a pipe organ” is
correctly interpreted as Introduce using text alone,
but the multimodal model misclassifies it as Ex-
plain. Hence, a multimodal intent detection model
must dynamically balance multiple modalities and
prioritize which one or ensemble approach to uti-
lize. To evaluate such a model, we would require
gold-standard datasets having no bias towards a
particular modality, and preparing such a dataset
from scratch is a cumbersome job.

In this paper, we pick existing gold-standard
datasets, detect the bias towards any specific modal-
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ity and finally propose a framework to debias the
datasets. To validate our claim of bias in exist-
ing datasets, we conduct a comprehensive anal-
ysis on the performance of state-of-the-art mod-
els for the intent detection task using both multi-
modal and unimodal architectures on both biased
and unbiased datasets. We evaluate large language
models (LLMs) such as LLaMA, GPT-40, and
Claude, as well as non-LLMs like SDIF, BERT,
and MAG-BERT, to assess their ability to capture
nuanced intents from text, audio, and visual in-
puts. Our study includes models ranging from 100
million to 15 billion parameters and explores dif-
ferent training strategies, including full training,
parameter-efficient fine-tuning, and zero-/few-shot
learning. Our results show that Mistral-7B, a text-
based LLM, achieves the best performance on both
datasets, even surpassing GPT-4o0. We evaluate the
models on two benchmark multimodal intent detec-
tion datasets: MIntRec-1 (Zhang et al., 2022) (M-1)
and MIntRec2.0 (Zhang et al., 2024) (M-2.0). Our
findings reveal a strong bias towards the textual
modality: 70% of the samples in M-1 and about
55% of the samples in M-2.0 can be classified cor-
rectly using text alone, with text being necessary
for correct classification in more than 90% of cases.
We then re-evaluate the models using the debiased
datasets, effectively removing heavily biased intent
categories (6 in M-1 and 3 in M-2.0) and reducing
the proportion of biased samples.

Re-evaluation of models’ performance reveals
that the initial results were heavily inflated due
to textual bias in the dataset. After debiasing, all
models struggle significantly on the task, with 60%
performance drop observed in smaller multimodal
models and more than 50% performance drop in
textual models. Human annotation also verifies that
around 80% samples in both datasets are textually
biased, which supports our findings.

To summarize, our contributions are as follows:
(1) We perform a comprehensive evaluation of
models with various sizes and fusion techniques
for multimodal intent detection and find that the
Mistral-7B textual model outperforms others, de-
spite the task’s multimodal nature; (2) We identify
the presence and impact of modality bias in exist-
ing datasets, analyzing how it affects model perfor-
mance and capabilities. (3) We propose a debiasing
framework that systematically detects and removes
biased samples, enabling the construction of more
balanced datasets for bias-free intent detection. (4)
Through re-evaluation after debiasing, we identify

a significant gap between the expected and actual
performance of models, highlighting the need for
robust multimodal intent detection frameworks.

2 Related Works

The task of intent detection has been explored
through various approaches discussed below:
Generalized Intent Detection Approaches: Re-
searchers investigate several methodologies for in-
tent detection, including few-shot techniques (Xia
et al., 2021), zero-shot approaches (Xia et al.,
2018), and clustering-based frameworks (Mullick
et al., 2022d). Other studies (Wang et al., 2020; Mu
et al., 2017b,a) focus on identifying new intents,
often formulated as an outlier detection problem.
Intent Detection Applications: There are vari-
ous domain-specific applications of intent detec-
tion task in specialized contexts (Mullick, 2022;
Mullick et al., 2022a,b,d; Mullick, 2023a,b; Mul-
lick et al., 2024a). For instance, (Mullick et al.,
2023, 2024c) and (Bharti et al., 2020)(MedBot)
focus on medical queries and conversational sys-
tems, while (Patwa et al., 2021) identifies fake and
hostile posts related to COVID-19 in multilingual
context. Unlike these works, our study investigates
the comparative roles of unimodal and multimodal
frameworks in intent detection.

Existing Datasets: Several datasets for intent
detection tasks have been proposed. Text-only
datasets include SNIPS (Coucke et al., 2018),
ATIS (Tur et al., 2010), HWU (Liu et al., 2021),
and BANKING (Casanueva et al., 2020). For
multimodal contexts, (Kruk et al., 2019) curate
MDID dataset with binary labels for Instagram
posts’ images, while (Singh et al., 2023) pro-
poses the Emolnt dataset featuring 32 emotions
and 15 empathetic intents, although it is not pub-
licly available. MIntRec-1 (Zhang et al., 2022)
and MIntRec2.0 (Zhang et al., 2024) datasets focus
on multimodal intent detection, offering diverse
contexts for evaluating models that integrate text,
audio, and visual information. MIntRec2.0 focuses
more on out-of-scope intents. These two datasets
are used in our experiments.

Modality Bias: Modality bias happens when mod-
els rely too much on one input, like image or video,
while ignoring others. It is common in VQA and
video reasoning tasks (Guo et al., 2023; Gao et al.,
2024). (Vosoughi et al., 2024) uses counterfac-
tual reasoning to reduce both visual and language
shortcuts , while video-dropout training helps with

24041



missing frames but can cause audio bias (Dai et al.,
2024). Multimodal intent detection introduces ad-
ditional challenges, as the dominant modality can
vary, and there is no ground-truth modality super-
vision. But, the impact of modality bias in this
setting remains largely unexplored.

3 Dataset

We use two publicly available benchmark multi-
modal intent detection datasets: MIntRec-1 (Zhang
et al., 2022) [M-1] and MIntRec2.0 (Zhang et al.,
2024) [M-2.0], both under fine-grained settings
with text, video, and audio modalities. M-1 con-
tains more than 2000 annotated samples with 20
intent labels and was the first benchmark dataset
for multimodal intent classification. M-2.0 is a
larger extension, consisting of more than 9000 sam-
ples across 30 intent categories, making it the most
comprehensive publicly available dataset in this do-
main. Further dataset details are provided in Table
1 and Appendix section 9.2.

Dataset | Train | Dev | Test | # Intents
M-1 1334 | 445 445 20
M-2.0 | 6165 | 1106 | 2033 30

Table 1: Statistics of Multimodal Intent Datasets
4 Approach

We consider a diverse set of models spanning dif-
ferent architectures and methodologies to ensure
a comprehensive evaluation of multimodal intent
detection. We include both state-of-the-art tex-
tual and multimodal models, covering both LLM-
based and non-LLM approaches. We experiment
with smaller-size Large Language Models (LLMs)
such as LLaMA-2-7B [L2-7B] and LLaMA-2-
13B [L2-13B] (Touvron et al., 2023), LLaMA-3-
8B [L3-8B] (Dubey et al., 2024), Qwen2.5-7B
[Q-7B] (Yang et al., 2024) and Mistral-7B [M-
7B] (Jiang et al., 2023) with fine-tuning, as well
as larger-sized LLMs like Claude’ and GPT-40°
using prompting for intent-detection task. We com-
pare against state-of-the-art (SOTA) multimodal
models such as MulT (Tsai et al., 2019), MAG-
BERT (Rahman et al., 2020), and MISA (Hazarika
et al., 2020). To systematically analyze model per-
formance, we categorize the selected approaches
into four groups:

(A) Textual Non-LLM Approach: This approach
employs BERT (Kenton and Toutanova, 2019)

thtps ://claude. ai
3https ://openai.com/gpt-4

[bert-base-uncased] as a text encoder to detect in-
tents using textual features.

(B) Textual LLM Approach: We utilize several
small-sized Large Language Models (LLMs), in-
cluding L2-7B, L2-13B, L3-8B, Q-7B and M-7B.
(C) Multimodal Non-LLM Approach: We exam-
ine multiple state-of-the-art non-LLM multimodal
frameworks, including MISA, MulT, MAG-BERT
and SDIF-DA (Huang et al., 2024), which inte-
grates the Shallow-to-Deep Interaction Framework
with Data Augmentation (SDIF). BERT, MISA,
MulT, MAG-BERT are tested by the authors of M-
1 and M-2.0. SDIF, a newer method, outperforms
others on M-1 and is thus used in this study.
(D) Multimodal LLM (MLLM) Approach: This
approach leverages advanced multimodal LLMs,
including: (i) Video-ChatGPT (Maaz et al., 2024)
[VChatGPT], which combines a CLIP-like visual
encoder with Vicuna LLM; (ii) Video-LLaVA (Lin
et al., 2024) [VLLaVA] which uses an encoder-
decoder architecture, where LanguageBind en-
coders align image and video features into a unified
textual space for the LLM decoder (e.g., Vicuna) to
process; (iii) GPT-40 and Claude-3 in two settings:
text-only (ClaudeT, GPT-4T) and text with six
uniformly sampled video frames (ClaudeV, GPT-
4V); (iv) Video-LLaMA (Zhang et al., 2023) [VL-
LaMA], which utilizes separate vision (Video Q-
former for spatiotemporal visual features) and au-
dio branches (pre-trained ImageBind and Q-former
for audio representations).

The training strategy of a model is determined by
its size and resource requirements. Smaller models,

Model M-1 M-2.0
[Approach] Acc F1 | Ace F1
BERT [A] 70.8 674 | 57.1 493
M-7B [B] 829 825|652 644
L2-7B [B] 79.3 795 | 571 56.7

Q-7B [B] 724 64.6 | 61.6 624
L3-8B [B] 773 77.1 | 61.3 599
L2-13B [B] 80.7 804 | 54.8 543

Mult [C] 71.5 679 | 584 515
MAG [C] 727 68.6 | 582 494
MISA [C] 71.8 69.1 | 57.8 519

SDIF [C] 72.8 71.6 | 58.6 525

ClaudeT [D] | 57.7 564 | 39.7 38.1
ClaudeV [D] | 59.1 55.9 | 409 392
GPT-4T [D] 60.4 59.8 | 42.1 41.8
GPT-4V[D] |59.5 58.8|41.8 414
VLLaMA [D] | 236 234|118 11.0
VLLaVA [D] | 324 305 18.8 175
VChatGPT [D] | 33.3 33.0 | 18.7 16.8

Table 2: Performance of different models on original
dataset (Acc and F1 in %)
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M-1 Performance
BERT | M-7B L2-7B Q-7B L3-8B L2-13B | MulT MAG MISA SDIF | ClaudeT ClaudeV GPT-4T GPT-4V VChatGPT

Apologize | 96.3 96.3  100.0 96.3 92.6 92.6 963 973 974 963 100.0 100.0 85.2 96.3 92.6
Flaunt 48.0 50.0 70.0 80.0 500 70.0 460 420 540 60.0 40.0 40.0 60.0 60.0 583
Joke 26.0 70.0 80.0 200 700 90.0 33.0 320 400 60.0 30.0 30.0 50.0 50.0 11.8
Taunt 16.7 8.3 16.7 25.0 16.7 25.0 16.7 11.1 26.7 16.7 16.7 8.3 333 41.7 84.0
Thank 98.0 | 100.0 1000 88.0 96.0 100.0 97.6  99.5 99.6  96.0 100.0 84.0 84.0 92.0 60.0

M-2.0 Performance
Apologize | 92.9 97.0 94.0 100.0 938 96.9 945 945 932 932 98.5 98.5 81.5 84.6 81.5
Flaunt 9.1 36.4 9.1 18.2 27.3 9.1 154 8.2 21.8 20.0 36.4 36.4 73.7 73.7 7.4
Joke 4.8 10.3 17.2 6.9 6.9 34 4.1 0.0 15.2 12.4 28.6 28.6 48.1 37.0 0.0
Taunt 14.5 31.0 18.9 34.5 20.7 37.9 25.2 4.8 23.8 23.1 20.7 20.7 37.0 37.0 26.3
Thank 96.5 | 100.0 983 948  100.0 98.3 96.5 965 962  96.5 94.8 94.8 81.0 81.0 67.6
Refuse 14.1 58.8 41.2 0.0 29.4 353 129 10.6 23.5 223 47.1 529 529 52.9 84.5

Table 3: MIntRec intent-wise results (Intent Accuracy in %); Models grouped based on approach (A to D in order).

Due to space constraints extended tables for M-1 and M-2.0 are in Appendix Tables 14, 16, 17 and 18

such as those based on BERT, are fully trained due
to their manageable size (~ few hundred MBs).
For textual LLMs, fine-tuning is performed using
memory-efficient techniques, including quantiza-
tion to 4-bit precision and low-rank adapter (LoRA)
fine-tuning, to optimize resource usage. Class A
and B models utilize only text modality, and classes
C and D (except GPT-4T/V, and ClaudeT/V) uti-
lize audio, video, and text modality. GPT-4V and
ClaudeV utilize text and image modality. GPT-4T
and ClaudeT utilize text only.

Fine-tuning MLLMs is challenging due to size,
alignment issues, and modality-specific noise,
making accuracy metrics across models non-
comparable. This study focuses on analyzing mul-
timodal intent detection methods rather than opti-
mizing performance. Detailed configurations are
provided in Appendix Section 9.3.

5 Experiment and Results

Our experiment consists of three phases. In Phase-
1, we analyze overall and intent-wise model per-
formance. Phase-2 then finds the smallest set of
modalities needed to classify each example cor-
rectly. Finally, Phase-3 checks for modality biases
in datasets and measures model performance after
de-bias techniques.

5.1 Phase-1: Initial Performance Analysis

We evaluate various strategies to handle multiple
modalities on two datasets with overall and intent-
wise accuracy and Fl-score. To enhance mul-
timodal LLM performance, we apply in-context
learning by adding a few example input-output
pairs in the prompt. The model’s predictions are
then compared with the true intent labels. In cases
where the model generates an explanation instead
of a label (about 6% in M-1 and 15% in M-2.0),
we select the label with the highest BERTScore
similarity to the output.

a) Overall Results: We compare several meth-
ods across four model categories on the M-1 and
M-2.0 datasets using accuracy and F1-score, as
shown in Table 2. Text-only LLMs, especially M-
7B, perform best overall with accuracy of 82.9%
on M-1, and 65.2% on M-2.0. Traditional mul-
timodal non-LLM models (C) like Mult, MAG,
MISA, and SDIF do reasonably well, with SDIF
being the strongest in this group. These models out-
perform multimodal LL.Ms (D), but still fall short
of text-only LLMs (B). Among multimodal LLMs,
GPT-4T performs the best, but remains lower than
others. This is likely due to their general-purpose
chatbot type design, which limits their ability to
handle structured multimodal intent tasks. Note
that we do not focus on achieving state-of-the-art
results; instead, our goal is to understand per-class
behavior and how different types of models per-
form under resource constraints. Further analysis
is in the Appendix section 9.5.

b) Intent-wise Performance: Performances of dif-
ferent models across different intents and evalu-
ations (accuracy) are shown in Table 3 for both
MintRec-1 (Extended Appendix Table 14) and 2.0
datasets (Extended Appendix Table 16). Textual
LLMs excel in certain intents like Agree, Thank,
and Greet, achieving 100% accuracy with the tex-
tual modality alone. However, for intents such
as Taunt, Flaunt, and Warn, multimodal models
outperform textual models due to the additional
contextual information from visual or other modali-
ties. Small-scale multimodal models perform better
on intents like Care, Apologize, and Ask for help,
while larger multimodal LLMs excel in more com-
plex intents like Taunt, Praise, Invite, and Com-
plain. On the other hand, naive multimodal fusion
techniques, which treat all modalities with equal
importance, can degrade performance for intents
where textual cues are dominant. Overall (Table 2),
textual LLMs and small-scale multimodal models
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offer practical solutions for resource-constrained
settings, while larger multimodal models deliver
superior performance on more nuanced intents.

5.2 Phase-2: Analysis of Modality Importance

Given that the textual model M-7B achieves the
best overall performance on both datasets, and of-
ten surpasses their multimodal counterparts, we in-
vestigate the relative contribution of each modality
by examining whether samples require multimodal
or unimodal information for correct classification.
a) Optimal Modality Combination Selection:
We conduct modality-wise ablation using SDIF for
M-1 and MulT for M-2.0, as these are the best-
performing Class-C models for their respective
datasets. This analysis helps to determine which
combination of modalities contributes most to ac-
curate classification. To measure the importance
of each modality, we perform ablation by mask-
ing individual modalities. Each masked modal-
ity’s feature vector is replaced with a zero ten-
sor. The models are evaluated in 7 different set-
tings: Text (T), Video (V), Audio (A), Text+Video
(T+V), Text+Audio (T+A), Video+Audio (V+A),
and Text+Video+Audio (T+V+A).

b) Automated Annotation Framework: We train
SDIF and MulT under different masking setups
to identify the minimal combination of modalities
required for accurate classification. For each sam-
ple, the models produce seven output probabilities
corresponding to the seven modality combinations.
For example, the probability corresponding to the
Text+Audio setting represents the model’s output
probability for the ground label when provided with
text and audio while masking video. Using these
seven probability features, we determine the small-
est modality combination that correctly classifies
the sample or emits the highest probability for the
ground label. This analysis provides insight into
the optimal modality fusion required for accurate
classification in multimodal intent detection.

¢) Key Findings: As shown in Table 4, Text is the
most dominant modality for intent detection, fol-
lowed by the combination of Text+Audio+ Video.
When combining all modality combinations that
include text, approximately 90% of the samples of
both datasets require text for correct classification.
This observation suggests that the dataset is not
only textually biased, given that a high fraction of
samples can be correctly classified using text alone,
but also that text serves as the primary and most sig-
nificant modality. This finding underscores the cru-

Modality M-1 M-2.0
Combination | % samples | % samples
Text (T) 69.66 57.85
Video (V) 3.60 0.00
Audio (A) 4.72 4.53
T+V 1.35 7.18
T+A 3.37 0.54
V+A 0.67 1.48
T+V+A 16.63 28.43

3T 91.01 94.00
PAY 22.25 37.09
YA 25.39 34.97

Table 4: % of samples for distribution of modality
combinations in the M-1 and M-2.0 datasets. ¥ T
denotes the total percentage of samples that require text
for correct classification, i.e., the combined share of
samples in the T, T+V, T+V+A, and T+A categories.

T+V+A T \Y% A
Acc 72.8 69.9 | 17.8 | 28.5
Agree 100.0 | 63.2 | 61.4 | 40.4
Apologize 96.3 814 | 11.6 | 48.8
Arrange 68.2 96.3 | 74 | 63.0
Ask Help 50.0 100.0 | 0.0 | 64.0
Care 84.2 39.1 | 0.0 | 13.0
Complain 66.7 91.7 | 0.0 | 83
Greet 83.3 40.0 | 0.0 | 10.0
Inform 70.2 72.2 | 0.0 | 16.7
Introduce 57.1 895 | 00 | 53
Joke 60.0 614 | 614 | 404
Praise 791 66.7 | 0.0 | 4.8
Thank 96.0 66.7 | 16.7 | 50.0

Table 5: Ablation analysis for M-1. SDIF is the
best-performing small multimodal model

cial role of text in intent recognition, establishing it
as the foundational modality in multimodal models
(relative to MIntRec datasets). Further exploratory
analysis details are in the Appendix Section 9.6.

5.3 Phase-3: Debiasing MIntRec Datasets

Given that over 90% of samples in both datasets
rely on text for classification, we further analyze
the nature of these samples. Specifically, we char-
acterize textually biased examples, those correctly
classified using only text, and those benefiting
from additional modalities. This sheds light on
the dataset’s modality sensitivity and helps identify
the true utility of multimodal learning in this task.
a) Defining Textual Bias: Text plays a dominant
role in determining intents, with textual models
achieving 100% accuracy on specific intents such
as Thank, Greet, and Apologize. Further details
are in Appendix Fig. 10. Table 5 (Extended Ap-
pendix Tables 24 and 25) indicates that models
relying solely on text perform significantly better
than those using other modalities alone. This sug-
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gests the presence of textual bias in the dataset.
Upon manual inspection, we identify two types
of bias: explicit and implicit. Explicit bias occurs
when a statement directly contains words associ-
ated with a specific intent. For instance, phrases
such as “I am sorry" or “Thank you" contain words
like “sorry" and “thank", which are directly linked
to corresponding intent labels (Appendix Fig. 5).
Implicit bias refers to cases where the intent is not
explicitly stated but can be inferred from the con-
text. For example, the sentence ‘“Hannah, can you
update the SIM card on the robot?" does not con-
tain words directly tied to an intent category but
can be inferred as a request based on the model’s
understanding of the context.

b) Automated Debiasing Framework: We pro-
pose a systematic framework for debiasing the
dataset by identifying a subset of samples with
reduced textual bias. Our goal is to focus on state-
ments where textual models may struggle due to the
absence of other modalities. To achieve this, we se-
lect three models: BERT (text-only), L2-7B (LLM),
and SDIF (a small multimodal model). BERT is
chosen for its strong textual understanding, L2-7B
is selected instead of a more capable model like
M-7B to ensure that even a relatively basic LLM
can identify obvious textual biases, and SDIF eval-
uates the impact of multimodal inputs with masked
audio and video cues.

The identification of textually biased samples
follows a structured process. Since both datasets
maintain a training, development, and test set ra-
tio of approximately 3:1:1, we divide the training
dataset into three equal parts randomly. A round-
robin approach is applied where the first three parts
form the training set, the fourth part serves as the
development set, and the last part is used as the
test set. This process is repeated for all five splits.
Using these sets, three models are trained: LLaMA-
2-7B is fine-tuned with QLoRA, BERT is fully
trained on the training set, and the small multi-
modal model is trained with masked audio and
video inputs. During training, models are evaluated
on the development set, and early stopping is used
to prevent overfitting. Once trained, they predict
labels for the test set. To identify textually biased
samples, any test sample that is correctly classified
by the majority of these three models is labeled
as textually biased. This iterative process ensures
a systematic and controlled identification of tex-
tual bias while maintaining a balanced dataset for
multimodal intent detection.

Model M-1 M-2.0

[Approach] Acc | F1 | Acc | F1
BERT [A] 16.7 | 23.6 | 18.5 | 22.6
M-7B [B] 32.4 | 38.7 | 33.6 | 34.7
L2-7B [B] 30.6 | 33.8 | 30.1 | 334
Q-7B [B] 352|352 | 31.3 | 30.9
L3-8B [B] 25.0 | 30.0 | 32.2 | 35.2
L2-13B [B] 37.0 | 38.0 | 31.5 | 34.1
Mult [C] 27.8 294 | 227|254
MAG [C] 19.4 | 25.8 | 21.0 | 24.1
MISA [C] 222 126.6 | 214 | 247
SDIF [C] 222 1256|194 | 23.1
ClaudeT [D] | 343 | 329 | 245 | 22.6
ClaudeV [D] | 29.6 | 27.6 | 25.8 | 23.6
GPT4T [D] | 449 | 40.2 | 26.0 | 26.1
GPT-4V [D] | 529 | 541 | 30.5 | 31.0
VLLaMA [D] | 93 | 7.4 | 48 | 48
VLLaVA[D] | 11.1 | 96 | 99 | 88
VChatGPT [D] | 18.0 | 19.7 | 12.3 | 15.5

Table 6: Results of different models after Phase-3 i.e.
Debiasing (Acc and F1 in %)

After debiasing, we observe that approximately
70% of the samples in M-1 and 50% in M-2.0
exhibit textual bias (more details in Appendix Fig.
11). Intent categories such as Agree, Apologize,
Care, Greet, Praise, Thank in M-1, and Apologize,
Thank, Greet in M-2.0 (more details in Appendix
Tables 26 and 27) show over 85% biased samples.
In contrast, categories such as Taunt and Flaunt
exhibit less than 25% bias, indicating that these
statements cannot be inferred by textual models
alone. Further analysis in Appendix Section 9.5.

¢) Debiased Dataset Creation and Filtering: To
obtain the debiased datasets, all textually biased
samples are removed. However, after this step,
the six intent categories (Agree, Apologize, Care,
Greet, Praise, Thank) of M-1 and the three of M-
2.0 (Apologize, Thank, Greet) with high bias are
left with very few samples across different splits.
Due to this limited representation, we exclude these
categories. The final debiased dataset consists of
14 intent categories in M-1 and 27 in M-2.0.

The debiased dataset for M-1 consists of 290
train, 107 dev, and 108 test samples. For M-2.0,
the dataset includes 2,826 train, 475 dev, and 891
test samples (Fig. 11). To validate the consis-
tency of the observations, prior experiments are
re-conducted on the debiased datasets.

d) Performance Analysis on Debiased Datasets:
Table 6 shows model performance after debiasing,
with all models dropping compared to Table 2. 1)
On M-1, GPT-4V performs best and outperforms
GPT-4T on both datasets, showing the need for
visual cues. 2) Textual LLMs show a sharp de-
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M-1 Performance After Debiasing
BERT | M-7B  L2-7B Q-7B L3-8B L2-13B | MulT MAG MISA SDIF | ClaudeT ClaudeV GPT4T GPT-4V VChatGPT
Arrange 0.0 0.0 143 429 28.6 14.3 28.6 0.0 0.0 14.3 14.3 28.6 20.0 14.3 0.0
Flaunt 0.0 0.0 50.0 167 333 333 16.7 0.0 0.0 16.7 50.0 333 333 50.0 40.0
Joke 333 333 833 667 50.0 50.0 333 16.7 167 333 50.0 16.7 50.0 62.5 16.7
Taunt 0.0 0.0 30.0 30.0 0.0 0.0 0.0 20.0 200 10.0 10.0 10.0 100.0 100.0 14.3
Apologize, Thank Removed
M-2.0 Performance After Debiasi
Arrange 5.9 5.9 5.9 11.8 0.0 23.5 5.9 17.7 17.7 59 6.3 6.3 5.9 5.1 0.0
Flaunt 0.0 38.9 278 444 5.6 333 11.1 0.0 5.6 11.1 27.8 27.8 25.5 30.6 0.0
Joke 12.0 28.0 120 240 4.0 8.0 4.0 4.0 12.0 8.0 29.2 29.2 40.0 44.0 0.0
Taunt 8.7 435 87 544 23.9 23.9 174 283 15.2 17.4 174 174 66.7 72.7 7.7
Refuse 0.0 214 286 714 35.7 214 7.1 0.0 0.0 7.1 35.7 42.9 58.8 64.3 9.1
Apologize, Thank Removed

Table 7: MIntRec intent-wise results post debiasing (Intent Accuracy in %); Models grouped on the basis of
approach; Due to space constraints, extended tables for M-1 and M-2.0 are in Tables 28, 29, 32 and 33

cline, especially in the Joke, Comfort, and Flaunt
(Table 7) intents where visual cues like facial ex-
pressions or tonal cues play a crucial role. 3) Small
multimodal models, which were competitive be-
fore, now perform similarly to BERT, highlighting
the limits of BERT-based multimodal approaches
and needs for better fusion mechanisms to effec-
tively balance the contributions of different modal-
ities. 4) MLLMs like VChatGPT achieve better
results in categories such as Acknowledge (Table
7) despite the absence of fine-tuning. These find-
ings suggest that advanced techniques improve the
recognition of specific intents. More detailed and
intent-specific results are in Appendix Section 9.7
and Table 30 and 31.

e) Analyzing the Impact of Dataset Size vs. Tex-
tual Bias on Performance: We analyze whether
the performance drop observed in different classes
of models is due to the samples being textually
unbiased or a reduction in sample size. We use
a random subset of the original dataset. We then
train several models on this subset to compare their
performance with the debiased dataset. The train,
test, and dev splits of the random sample and the
debiased sample are the same. Table 8 indicates
that the observed performance drop across various
model categories is primarily due to their inability
to accurately classify textually unbiased samples,
rather than a reduction in dataset size.

5.4 Experimental Settings

All our experiments are conducted on a single A100
GPU with 80 GB RAM and 2*960 GB SSD. The
training of small multimodal models takes ~1 hour.
Text-LLMs require ~3-5 hours for training and 1-2
hours for inference. MLLMs need 1-4 hours for
inference. Small multimodal models are trained us-
ing a cross-entropy loss with a learning rate of 5e-6
over 100 epochs. The Text-LLLMs are fine-tuned
using prompts and 4-bit quantization, supported

by QLoRA (Dettmers et al., 2023), with a learning
rate of 2e-4. AdamW optimizer, enabled with early
termination, is used in all cases. We use the NLTK,
spaCy, and NumPy packages for further analysis
and ablations. Further details are in Appendix sec-
tion 9.4.

6 Human Annotation Verification

To assess automated annotation accuracy, we ran-
domly sample 15-20% of M-1 (444 samples) and
M-2.0 (1,489 samples) for manual verification.
Three Annotators are selected to classify samples
into five modality categories: Text, Video, Au-
dio+Text, Video+Text, or Audio+Video+Text, ex-
cluding audio-only samples. Initial labeling is done
by two annotators and any annotation discrepancy
is checked and resolved by the third annotator af-
ter discussing with others. Annotators are chosen
after discussions and conditions of fulfilling many
criteria like domain knowledge expertise along
with a good working proficiency in English. Inter-
annotator agreement 85.7%.

Results indicate strong textual bias, with over
80% of samples in both datasets primarily relying
on text. In M-1, the distribution was: T (82.46%),
T+V (5.69%), T+V+A (5.01%), T+A (4.56%),
and V (2.28%). In M-2.0, it was: T (80.63%),
T+V+A (7.60%), T+V (6.50%), T+A (4.31%), and
V (0.96%). Findings suggest that humans rely more
on visual cues than audio for interpretation. A pos-
sible approach to address bias is training a classi-
fier to predict the required modality subset for each
sample, ensuring decisions are based only on the
most relevant modalities. Detailed guidelines are
in Appendix section 9.8.

7 Ablation Analysis

Modality Contributions: Table 5 highlights the
impact of individual modalities. Audio column
exhibits greater variation than the video column,
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Input: cease fire! cease fire!

F

of people,

Response: The image does not contain any text or dialogue indicating "cease fire! cease fire!". The
image shows a retaill store display for mobile phones and accessories, with a sales associate
standing behind the counter. There is no indication of any label.

Input: good. are you sick?

Response: The image does not contain any information about the person being sick.
likely employees, interacting in a retall store setting. There is no indication in the
image that anyone is sick. I cannot determine if the person is

It shows a group

Figure 2: Multimodal model confusion caused due to image frames provided

M-1 M-2.0

Random Debiased Rand Debiased
Acc F1 | Ace F1 | Acc F1 | Ace F1

BERT [A] | 67.6 564 | 16.7 23.6 | 57.7 527|185 22.6

M-7B[B] | 722 732|324 387|593 577|336 347

SDIF [C] | 594 59.0|222 256|592 5211194 23.1
GPT4T [D] | 73.1 753 | 449 40.2|50.7 49.6 | 26.0 26.1
GPT-4V [D] | 63.0 66.7 | 52.9 54.1 | 50.7 49.5|30.5 31.0

Model

Table 8: Performance Comparison: Random Subset vs.
Debiased Data for MIntRec Datasets

which predominantly classifies samples into broad
categories (e.g., positive, negative, neutral). This
suggests that tonal variations in speech provide
richer information than visual features. Over 80%
of intents like Apologize, Thank, and Praise show
strong textual bias, whereas intents such as Joke,
Taunt, and Asking for opinions require video for
accurate classification (Appendix Fig. 7 and 8). For
further details refer to Appendix 9.5.3.

Effectiveness of Multimodal Models: Multi-
modal models like MulT, SDIF perform better by
using text to guide attention over audio and video
on textually biased original dataset. Large MLLMs
(e.g., VLLaMA, VLLaVA, VChatGPT) struggle
due to limited fine-tuning and high computational
requirements. Smaller multimodal models achieve
comparable or better performance, making them
more practical for real-world applications. Further
details on fusion techniques in Appendix 9.9.

Generalizability Analysis: Generalizability is
a key concern for intent detection since user intents
evolve and datasets differ in label space. Tradi-
tional multimodal and BERT-based models, with
fixed output sizes, often need retraining to adapt.
Large language models, however, show stronger
transfer across datasets. For instance, Mistral-7B
fine-tuned on MIntRec2.0 reached 72.58% accu-
racy and 72.85% F1 on MIntRec-1, while a model
trained on MIntRec-1 achieved 47.47% accuracy
and 40.42% F1 on MIntRec2.0. The drop mainly
comes from label mismatches, but overall perfor-
mance remains competitive with major baselines.
These findings highlight the promise of LLMs for

handling evolving intents with less retraining. Full
analysis is provided in Appendix 9.5.2.

Analysis of Fair Comparisons:Due to resource
limits, textual LLMs are fine-tuned with QLoRA,
while multimodal LLMs are tested in few-shot set-
tings. This raises concerns about fairness, since tex-
tual models may appear to perform better largely
because they benefit from fine-tuning. We argue
that the performance gap is not only due to differ-
ences in model size or training strategies, but is
also strongly influenced by text-biased samples in
the dataset, which naturally favor textual LLMs
over multimodal ones. To study this, we run an ab-
lation with LLaMA-3-8B Instruct and Mistral-7B
Instruct, checking if fine-tuning explains the advan-
tage of textual LLMs. We use the same few-shot
prompts and system messages for fairness for all
models.

Dataset Model M-1 (Acc) | M-1 (F1) | M-2.0 (Acc) | M-2.0 (F1)
Original LLaIMA»3-SB-Instruct 44.49 38.34 31.19 27.40
© Mistral-7B-Instruct 64.27 59.80 39.80 34.27
Debiased LLaIMA-S-SB-Inslrucl 26.85 15.93 25.64 5.73
Mistral-7B-Instruct 26.85 19.78 28.65 5.00

Table 9: Performance of Instruction-tuned models on
MintRec-1 and 2.0 datasets (Original vs Debiased)

Table: 9 shows that few-shot textual LLMs per-
form worse than their fine-tuned counterparts, con-
firming that fine-tuning provides task-specific ben-
efits. However, the observed gap between textual
and multimodal LLMs cannot be attributed solely
to fine-tuning. While fine-tuning alters the absolute
accuracy levels, it does not fundamentally change
the relative behavior; textual LLMs consistently
outperform open-source multimodal models even
without fine-tuning on the original dataset. This
suggests that the benchmarks themselves are pre-
dominantly text-heavy, with only a limited contri-
bution from other modalities. Furthermore, our
debiasing step reduces the dataset’s over-reliance
on textual content, causing both fine-tuned and non-
fine-tuned textual models to drop in performance,
thereby narrowing the gap. This underscores that
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Input Textual LLM | Multimodal Model Type of Issue
Ugh, calm down Comfort Taunt Missing facial expression cues
It’s a pipe organ Introduce Explain Object not visible in frames
Great job Praise Taunt Missing tonal cues
Anyway, Zephra asked me to set up a call Arrange Arrange Confusion in similar labels (Inform)

Table 10: Erroneous cases in textual and multimodal models, highlighting intent recognition limitations

the original dataset’s strong text bias is a substantial
factor, but not the only reason for the performance
differences observed.

8 Discussion and Error Analysis

We closely examine the mistakes made by the eval-
uated models and find the following key insights:
a) Multimodal LLMs: These models often strug-
gle to understand speaker intent in situations in-
volving emotions or abstract meanings. While they
use both visual and audio cues, they get confused
when the visual information does not match the
spoken words. For example, if someone says “It
is a pipe organ” (correct label: Introduce), the
model may fail when the pipe organ is not visible
in the video. In such cases, it may rely on unrelated
signals like facial expressions or the background,
leading to errors, as shown in Table 10. Image or
audio quality can also play a major role in perfor-
mance. When a video is converted into a small set
of frames (sampled uniformly or randomly), the
model may become confused because it loses the
temporal information linking the frames. This is-
sue is shown in Figure 2. In addition, these models
require considerable computational resources for
fine-tuning and have difficulty combining multiple
modalities when those signals are weak or noisy.
b) Textual LLMs: These models work well for
intent classes that are clear from text alone but
struggle when body language or tone is needed. For
example, “Ugh, calm down” is often mislabeled as
Comfort instead of Taunt, or “Great job” is labeled
as Praise instead of Taunt. These errors show the
limitations of relying solely on text for tasks that
require a deeper understanding of tone or context.
¢) Small Multimodal Models: These models with
BERT backend act like a noisier version of BERT
and only give small improvements, if any. When
textually biased samples are removed, their perfor-
mance drops significantly. They also suffer from
similar issues as larger multimodal models, mis-
alignment of modalities, and difficulty handling
abstract or emotion-driven samples.

Correlated Labels: All models face challenges
when intent classes are highly similar. For exam-

ple, “Anyway, Zephra asked me to set up a call” is
incorrectly labeled as Arrange instead of Inform.
Though both labels might seem valid, a closer look
shows the true intent is to inform. Both textual and
multimodal models miss fine distinctions like these.
More details are provided in Appendix 9.10.

Our analysis shows that the modality needed for
correct classification varies across samples. Some
samples require only text, others need audio or vi-
sual cues. Any fixed rule at the dataset or label level
fails to capture this variation. To handle the sample-
specific nature of modality use, future work should
explore adaptive models that can route and process
inputs based on their modality needs. Mixture-
of-experts or routing-based frameworks can help
focus compute on the relevant parts of the input.
This also requires datasets that are better balanced
across modalities and robust fusion methods that
can work well even when only certain modalities
are informative. Refer to Appendix Section 9.11
for more discussion.

9 Conclusion

In this work, we study multimodal intent detection
using benchmark datasets like MIntRec. We ob-
serve that Mistral-7B, a text-only model, achieves
the best performance due to the strong text bias in
the datasets. While around 50% and 70% of the
samples can be accurately classified using only tex-
tual information, over 90% of the samples require
textual input, either alone or in combination with
other modalities, for correct classification, which
limits the usefulness of these benchmarks for eval-
uating multimodal models. To address this, we
propose a debiasing strategy that removes text-
dominant samples (around 70% and 55% samples
in M-1 and M-2.0, respectively). After debiasing,
model performances drop significantly. The drop
exceeds 60% in smaller multimodal models, while
textual models also see a drop of more than 50%,
showing that current models depend heavily on
text features. Our comprehensive analysis shows
the need for unbiased datasets, more effective fu-
sion frameworks, and adaptive approaches that can
select relevant modalities for each sample.
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Limitations

Our work has the following limitations:

(I) While our experiments focus on the MIntRec
datasets, we have not conducted experiments on
domain-specific data due to the lack of publicly
available datasets, restricting the scope of our find-
ings. Future research can explore intent detection
in specific domains such as education and health-
care.

(IT) The experimental datasets used in this study
are limited to English, and extending this work to a
multilingual setting, particularly for low-resource
languages, would provide a broader understand-
ing of multimodal intent detection and address
language-related biases.

(IIT) Fine-tuning MLLMs is challenging due to
their large size, modality alignment issues, and
modality-specific noise. These challenges lead to
variations in training approaches; however, since
our objective is to gain deeper insights into model
behavior rather than achieve state-of-the-art per-
formance, the majority of our observations should
remain unaffected.

(IV) Due to hardware limitations, we were un-
able to fine-tune the open-source MLLMs. While
fine-tuning could have improved the performance
of the best model, it is unlikely to change key find-
ings such as the impact of textual bias or the relative
performance of different models.

Addressing these limitations in future studies
would provide a more comprehensive evaluation of
the models and methods explored in this work.

Ethical Concerns

We use publicly available datasets and approaches,
ensuring compliance with all ethical guidelines.
The datasets do not contain personally sensitive
information, avoiding ethical concerns.
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Appendix

9.1 Motivation for Multimodal Intent
Detection

Multimodal intent detection is chosen as the focus
of this study because it is interpretable, involves
dynamic selection of input types, and provides a
compact but challenging setup to evaluate fusion
strategies. Unlike tasks such as Visual Question
Answering (VQA), where the main input modal-
ity is usually fixed (e.g., vision), intent detection
requires the model to decide which combination
of audio, video, and text is most useful for each
example. This makes the task more complex and
better aligned with real-world scenarios, where in-
put relevance can vary significantly.

The task has a wide range of practical appli-
cations, including robotics, conversational agents,
and task-driven systems. Robots interacting with
humans need to understand intent through gestures,
tone, and spoken content. Chatbots and virtual
assistants also benefit from multimodal understand-
ing to respond more effectively. Although the study
focuses on intent detection, the proposed tools and
findings are general and can be applied to other
multimodal tasks such as visual dialogue, video-
based agents, and embodied interaction.

This work takes a systematic approach to under-
standing multimodal intent detection by analyzing
a variety of models and datasets. The analysis re-
veals strong textual biases in existing benchmarks,
70% in the M-1 dataset and 50% in M-2.0 (see
Fig. 11), indicating that models often rely heavily
on text while ignoring other modalities. In the sec-
ond phase of the study, a detailed modality-wise
analysis shows that certain intents like Apologize
and Thank are easy to detect from text alone, while
others, such as Complain, Flaunt, and Inform, ben-
efit significantly from audio or video input (Figs. 8,
9). These findings highlight the need for more
balanced and less biased datasets to evaluate mul-
timodal models fairly. This concept of intent is
different from the notion of entity-phrases (Mullick
etal., 2021; Guha et al., 2021; Mullick et al., 2022c,
2024b) and opinion (Mullick et al., 2016, 2017a,b,
2018a,b, 2019).

To address this issue, the study introduces a
method to reduce textual bias in datasets and eval-
uates model performance under these more con-
trolled conditions. In addition, it proposes tools
to measure how different modalities contribute to
predictions and how models adapt when a modal-

ity is missing or misleading. These tools provide
deeper insights into model behavior beyond simple
accuracy. While the experiments focus on intent de-
tection, the approach is general and can support the
development of robust systems for any task involv-
ing multiple input modalities. The dynamic nature
of modality relevance in intent detection makes it
an ideal testbed for studying adaptive multimodal
learning in real-world scenarios.

9.2 Dataset

MintRec-1 [M-1] (Zhang et al., 2022) contains
2,224 annotated samples and is introduced as the
first benchmark dataset for multimodal intent clas-
sification with 20 intent labels across text, audio,
and video modalities.

The MDID dataset (Kruk et al., 2019) provides
binary intent labels using Instagram posts with im-
age context. Emolnt-Trans (Singh et al., 2023)
presents the Emolnt dataset with annotations for
32 emotions and 15 empathetic intents. However,
the dataset is currently not publicly accessible due
to technical issues.

MintRec2.0 [M-2.0] (Zhang et al., 2024) is the
largest available dataset for multimodal intent de-
tection, labeled under a 30-class intent taxonomy,
with inputs from text, audio, and video sources.

In our study, we use both MIntRec-1 and
MIntRec2.0 under the fine-grained intent classi-
fication setting, which consists of 20 and 30 intent
labels, respectively.

The authors of the MIntRec datasets have eval-
uated various baseline models, including BERT,
MAG-BERT, MISA, MulT, and SDIF_DA. They
claim that extensive experiments on their datasets
show that using multimodal data leads to better
performance compared to only using text. How-
ever, based on our observations, we find that both
MIntRec datasets contain a significant number of
samples that are heavily biased towards the textual
modality.

9.3 Approach

9.3.1 Textual LLM Approach

We chose LLaMA and Mistral models because they
cover a range of practical sizes, their weights are
openly available, and they have strong community
support. By working with models in the 7 billion
to 13 billion parameter range, we avoid the engi-
neering overhead of very large models while still
observing how capacity affects performance. This
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Each of the input sequences either indicate an emotion expressed by the speaker or an intent
expressed by speaker. From the list of given 20 labels, identify which label best describes the
emotion or intent of the speaker in the input sequence. List of labels:
advise

agree

apologise

arrange

ask_help

care

comfort

complain

criticize

flaunt

greet

inform

introduce

joke

leave

oppose

praise

prevent

taunt

thank

Input: jonmah, you set up the chairs. cheyenne, can you make sure that the sound system's working?
#i## Response: arrange

### End

Figure 3: Textual LLM prompt for finetuning

Each of the input sequences either indicate an emotion expressed by the speaker or an intent
expressed by speaker. From the list of given 20 labels, identify which label best describes the
emotion or intent of the speaker in the input sequence. List of labels:
advise

agree

apologise

arrange

ask_help

care

comfort

complain

criticize

flaunt

greet

inform

introduce

joke

leave

oppose

praise

prevent

taunt

thank

Input: text
Response: label

Input: but i could really use the help.
Response: Ask for help

Input: 'cause he eats a lot of sugar, so he'd be the sweetest.
Response: Joke

Only generate the label from the list of abowve 20 labels.

Figure 4: Inferencing prompt (for models used without training, few-shot)
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size span lets us study small-to-mid models that
can run on single GPUs without distributed setups.

According to Hugging Face download statistics,
the LLaMA2-7B * model has significantly more
(last month) downloads compared to the relatively
newer Qwen2-7B ° and Qwen2.5-7B ¢ models.
The relatively recent Qwen2.5-7B shows growing
interest, but it remains well behind LLaMA2-7B.
These figures show that any insights we draw from
LLaMA models will be broadly relevant to the re-
search community and practitioners already using
these checkpoints.

Our experiments include four models: LLaMA2-
7B, LLaMA2-13B, LLaMA3-8B, and Mistral-
7B, alongside Qwen2.5-7B for comparison as a
newer 7 billion-parameter alternative. Comparing
LLaMA3-8B to Mistral-7B holds the size constant
to highlight differences in architecture and training
data. Comparing LLaMA2-7B to LLaMA2-13B
isolates the effect of roughly doubling parameters
within the same family. Including Qwen2.5-7B
adds perspective on a newer entrant at the 7 billion-
parameter scale.

Our goal is not to declare one model universally
best, but to understand how design choices and size
affect behavior along two key dimensions. First,
we measure intent-specific performance: how ac-
curately each model follows different task types,
from direct factual queries to multi-step instruc-
tions. Second, we test bias mitigation by probing
for unwanted associations and stereotyping, then
comparing how those biases change with model
size and training source. By focusing on relative
performance within each model class and size, we
ensure our observations reflect architectural and
training differences rather than raw capacity alone.

9.3.2 Multimodal Non-LLM Approach

The following multimodal baselines are utilized for
our study:

MISA (Hazarika et al., 2020): The fundamen-
tal idea behind MISA (Multimodal Invariant and
Specific Representations) lies in learning two dis-
tinct subspaces for each modality: a modality-
invariant subspace and a modality-specific sub-
space. In essence, MISA takes multiple modali-
ties into account by learning representations that
capture both shared features and modality-specific

“https://huggingface.co/meta-llama/Llama-2-7b-hf
Shttps://huggingface.co/Qwen/Qwen2-7B
®https://huggingface.co/Qwen/Qwen2.5-7B

Input
$5.00 / IM tokens
$0.25 / 1M tokens

Output
$15.00 / 1M tokens
$1.25 / IM tokens

GPT-40
Claude-3-Haiku

Table 11: Close Source API Cost

nuances, thus enabling a more comprehensive un-
derstanding of the underlying affective content in
multimodal data.

MulT (Tsai et al.,, 2019): The Multimodal
Transformer (MulT) model has a crossmodal at-
tention module, which allows the model to attend
to crossmodal interactions across entire utterances.
This module dynamically adapts features from one
modality to another, facilitating the modeling of
long-range crossmodal contingencies without the
need for manual word alignment preprocessing.

MAG-BERT (Rahman et al., 2020): MAG-
BERT handles multiple modalities by leveraging its
Multimodal Adaptation Gate (MAG) component,
which enables BERT to process multimodal input
data effectively. This framework allows BERT to
adapt seamlessly to the integration of nonverbal in-
formation, such as visual and acoustic cues, along-
side linguistic input. During the fine-tuning pro-
cess, MAG-BERT utilizes attention mechanisms
conditioned on nonverbal behaviors to map infor-
mative features from different modalities to a vec-
tor representation.

SDIF-DA (Huang et al., 2024): The Shallow-to-
Deep Interaction Framework with Data Augmen-
tation (SDIF-DA) utilizes a hierarchical structure
composed of shallow and deep interaction modules.
Initially, the shallow interaction module prelimi-
narily aligns video and audio features with text
features. Subsequently, a KQV attention mecha-
nism is employed to obtain bimodal representations
of video and audio aligned with text. These aligned
features are then concatenated with the original
text features to create a trimodal representation,
facilitating shallow integration across modalities.
SDIF-DA incorporates a ChatGPT-based data aug-
mentation approach to fine-tune the text encoder,
aiming to enhance the model’s performance.

9.3.3 Multimodal LLM Approach

With the introduction of advanced multimodal large
language models, we also evaluate their capabilities
in constrained generation tasks such as intent de-
tection. Additionally, we assess their performance
beyond traditional applications like object detec-
tion and question answering.

Video-ChatGPT (Maaz et al., 2024)[VChat-
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Model Num Param | Memory
MAG 112.5M 429.20 MB
MISA 140M 534.15 MB
MulT 136M 519.39 MB
BERT 109.5M 417.70 MB
M-7B 7B 15 GB
L2-7B 7B 13 GB
L3-8B 8B 16 GB
L2-13B 13B 26 GB
VLLaMA 15B 30 GB
VLLaVA 11B 22GB
VChatGPT 11B 22 GB

Table 12: Model Parameter and Memory Requirement
Details

M-1 | M-2.0
M-7B | 140 180
L2-7B | 120 150
L3-8B | 150 | 200

L2-13B | 180 | 230

Table 13: Finetuning-LLM Timings in min after
quantization

GPT]: Video-ChatGPT is a novel multimodal
model that combines a video-adapted visual en-
coder with a large language model (LLM). The
main idea is to enable detailed video understanding
and generation of meaningful conversations about
videos. It leverages a pretrained visual encoder
like CLIP to extract spatiotemporal video features,
which are then integrated with an LLM like Vicuna.
Video-LLaMA (Zhang et al.,, 2023)[VL-
LaMA]: Video-LLaMA enables large language
models to simultaneously understand both visual
and auditory content in videos. Its unique idea is
to have separate vision and audio branches that
process the video frames and audio signals in paral-
lel. The vision branch uses techniques like a Video
Q-former to extract spatiotemporal visual features,
while the audio branch leverages pre-trained audio
models like ImageBind and an Audio Q-former to
obtain audio representations. These multimodal
representations are then aligned to the language
model’s embedding space through cross-modal pre-
training on video/audio captioning data.
Video-LLaVA (Lin et al., 2024)[VLLaVA]:
Video-LLaVA employs an encoder-decoder archi-
tecture where the encoder maps raw image and
video inputs into a unified visual feature space,
while the decoder is a large language model like
Vicuna. Specifically, it utilizes LanguageBind en-
coders pretrained on vision-language data to extract
visual features from images and videos. These vi-

sual encoders are designed to align the representa-
tions of different modalities into a common textual
feature space. This allows the image and video
features to be mapped into a single unified visual
representation.

GPT-40, Claude-3-Haiku: Closed-source chat-
bots such as GPT and Claude have shown impres-
sive capabilities to understand multiple modalities.
Despite their APIs not directly supporting video
input, we utilize their functionality by including
6 uniformly sampled frames from the video along
with the text utterance in the input. We test them
under two settings: text-only [ClaudeT, GPT-4T]
and text with 6 frames [ClaudeV, GPT-4V].

9.4 Experimental Setup

All small multimodal models, including SDIF,
MAG, MulT, and MISA, are trained with a learn-
ing rate of 5e-6 for a maximum of 100 epochs
with early termination enabled. On average, these
models are trained for 20 epochs, and their results
are averaged across 5 seed values. Textual LLMs
are trained and evaluated using carefully curated
prompts, as shown in Figure 3, for fine-tuning.
These prompts are refined through experimentation
to determine the most effective format for intent
classification. The best-performing prompt is then
adapted across different models to ensure consis-
tency in evaluation. For inference, similar prompts
are used with the label removed from the response
for both fine-tuned and multimodal LL.Ms, ensur-
ing a uniform testing strategy across all models..
The textual LLMs are fine-tuned using the AdamW
optimizer with a learning rate of 2e-4, 4-bit quanti-
zation, and are modeled as a text-generation task.
Table 12 shows that smaller models like MAG,
MISA, MulT, and BERT have fewer parameters
(around 100-140 million) and require very little
memory (less than 1 GB), which makes them eas-
ier to deploy on less powerful systems. In contrast,
models with billions of parameters need signifi-
cantly more memory, up to 30 GB, highlighting
the trade-off between model size and the computa-
tional resources required.

Tables 13 and 15 summarize the time taken to
fine-tune and perform inference on various LLMs.
As model size increases, the time required for both
fine-tuning and inference also grows significantly.
This increase in time results from the higher com-
putational complexity and greater number of pa-
rameters in larger models. Additionally, the time
taken for inference is influenced by model size and
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BERT | M-7B L2-7B Q-7B L3-8B L2-13B | MullT MAG MISA SDIF | ClaudeT ClaudeV GPT-4T GPT-4V VChatGPT

Advise 74.8 84.0 88.0 60.0 96.0 80.0 744 155 72.8 80.0 48.0 52.0 76.0 40.0 12.0
Agree 958 | 100.0 917 91.7 91.7 100.0 96.7  95.0 96.7  100.0 100.0 100.0 100.0 83.3 0.0
Apologize | 96.3 963 100.0 96.3 92.6 92.6 963 973 974 963 100.0 100.0 85.2 96.3 92.6
Arrange 66.8 86.4 81.8 95.5 63.6 713 714 676 66.8 68.2 227 54.5 31.8 18.2 0.0
Ask Help | 64.0 80.0 70.0 70.0 70.0 60.0 63.0  66.7 63.0  50.0 80.0 40.0 100.0 90.0 15.8
Care 89.5 94.7 89.5 94.7 84.2 89.5 947 895 89.5 84.2 15.8 31.6 15.8 15.8 27.8
Comfort 78.3 88.9 88.9 66.7 83.3 83.3 73.3 81.9 78.9 77.8 44.4 722 66.7 71.8 24.6
Complai 61.8 82.5 75.4 80.7 75.4 71.9 63.5 65.7 58.6  66.7 64.9 59.6 66.7 57.9 43.5
Criticize 47.8 78.3 69.6 739 65.2 78.3 50.0 513 52.2 39.1 69.6 73.9 30.4 69.6 0.0
Flaunt 48.0 50.0 70.0  80.0 50.0 70.0 46.0 420 540  60.0 40.0 40.0 60.0 60.0 58.3
Greet 71.5 91.7 83.3 83.3 91.7 75.0 742  85.0 71.7 83.3 100.0 100.0 83.3 91.7 24.6
Inform 68.6 78.9 73.7 35.1 75.4 80.7 702 68.2 72.3 70.2 54.4 47.4 64.9 66.7 14.3
Introduce | 68.6 85.7 66.7 85.7 71.4 76.2 71.0 711 68.1 57.1 14.3 23.8 23.8 19.0 60.0
Joke 26.0 70.0 80.0 20.0 70.0 90.0 33.0 320 400  60.0 30.0 30.0 50.0 50.0 11.8
Leave 72.4 76.5 76.5 58.8 88.2 88.2 712 753 724 824 412 47.1 412 47.1 10.0
Oppose 33.0 60.0 80.0 50.0 60.0 70.0 320 373 350 400 50.0 80.0 40.0 60.0 48.8
Praise 84.9 90.7 86.0  90.7 81.4 83.7 83.3 87.8 85.8 79.1 72.1 72.1 65.1 62.8 40.0
Prevent 80.0 93.3 66.7 80.0 733 100.0 79.3 84.0 78.0  80.0 40.0 333 73.3 46.7 0.0
Taunt 16.7 8.3 16.7 25.0 16.7 25.0 16.7 11.1 26.7 16.7 16.7 8.3 333 41.7 84.0
Thank 98.0 | 100.0 100.0 88.0 96.0 100.0 976 995 99.6  96.0 100.0 84.0 84.0 92.0 60.0

Table 14: Extended MIntRec-1 Results (Accuracy in %; MulT, MISA, MAG and SDIF are small multimodal
models; L2-7B, L2-13B, M-7B, Q-7B and L3-8B are textual LLMs; VChatGPT is Multimodal LLM)(Extended
version of Main Table 3)

M-1 | M-2.0
M-7B 80 100
L2-7B 65 100
L3-8B 80 100
L2-13B 90 120
VChatGPT | 90 180
VLLaVA 100 | 240
VLLaMA | 100 | 240

Table 15: Inferencing-LLM Timings in min (First four
are after quantization, meanwhile the remaining three
are without quantization)

the amount of test data; larger datasets result in
longer inference times.

Small-scale multimodal models, on the other
hand, are more time-efficient. They take consid-
erably less time for training compared to larger
LLMs, making them very resource-efficient and
practical for scenarios with limited computational
resources or where quick turnaround is essential.
This efficiency is particularly advantageous in iter-
ative development environments or real-time appli-
cations where rapid model updates and low-latency
inference are critical.

All no-training experiments on textual LLMs,
including GPT-4T and ClaudeT, are performed by
appending 4/5 input samples to the prompt (Fig.
4), which is then appended to every input. For
GPT-4V and ClaudeV with visual input, due to
cost constraints (Table 11), we uniformly sample
6 images from the video. These images are then
cropped down to 1024x1024 resolution, each image
translating roughly to 170 tokens.

Different models are employed in varying con-

figurations not to establish state-of-the-art perfor-
mance, but rather to derive deeper insights into
the behavior of current systems under real-world
constraints. Our study prioritizes understanding
the limitations of models and datasets for mul-
timodal intent detection over optimizing perfor-
mance. While it might appear unfair to compare
fine-tuned textual models against non-fine-tuned
multimodal models, this decision is grounded in
practical considerations such as limited computa-
tional resources and the feasibility of training large
models on a single GPU. Models like BERT, being
lightweight, can be fully trained from scratch. Tex-
tual LLMs such as GPT-4T and ClaudeT, which
have already undergone extensive pretraining, can
be adapted to the task using parameter-efficient
fine-tuning methods like LoRA. In contrast, large
multimodal LLMs like GPT-4V and ClaudeV are
significantly more complex due to the inclusion
of pretrained encoders for each modality. These
models are commonly used in zero-shot or few-
shot settings, as full fine-tuning is not only com-
putationally expensive but also conceptually chal-
lenging. Specifically, fine-tuning multimodal mod-
els requires careful coordination across different
modality-specific encoders to avoid misalignment,
which can lead to degraded or inconsistent outputs.

Moreover, the scale, architecture, and training
history of these models differ vastly. Attempting to
normalize these differences by enforcing a single
training or inference strategy would be infeasible
under our resource constraints and less informa-
tive for our practical goal. Our comparisons aim
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BERT | M-7B  L2-7B Q-7B L3-8B L2-13B | MullT MAG MISA SDIF | ClaudeT ClaudeV GPT-4T GPT-4V VLLaVA
Acknowledge | 72.3 559 76.5 8.8 86.8 66.2 659 712 694 709 76.5 75.0 76.5 76.5 29.4
Advise 58.6 67.0 67.0 69.1 77.3 46.4 602  61.6 53.6  60.2 41.2 41.2 55.9 53.8 8.2
Agree 63.1 75.0 64.0 71.9 62.5 70.3 66.6  68.7 619 641 51.6 79.7 38.1 34.9 0
Apologize 92.9 97.0 94.0 1000 938 96.9 945 945 932 932 98.5 98.5 81.5 84.6 81.5
Arrange 67.1 82.0 65.0 66.7 60.8 45.1 65.1 67.1 62.3 59.6 14.6 14.6 10.0 10.0 59
Ask Help 52.4 70.0 49.0 73.0 21.6 32.4 578 513 63.8 64.9 83.8 86.5 72.9 72.9 2.1
Ask Opinions | 56.2 50.0 39.6 792 27.1 35.4 579  60.0 542 617 50.0 50.0 59.6 59.6 34.7
Care 51.1 61.7 40.4 21.3 31.9 27.1 553 528 51.5 50.2 22 22 8.5 8.5 10.3
Comfort 42.0 48.9 46.9 34.7 38.8 449 445 457 46.5 429 29.2 29.2 22.9 25.0 0
Complain 422 55.1 51.4 71.0 54.2 53.3 458 512 437 514 524 524 57.8 57.8 23.4
Confirm 46.7 44.1 38.7 15.1 75.3 44.1 499 479 484 477 8.9 8.9 18.3 18.3 7.4
Criticize 40.8 38.3 340 404 34.0 40.4 409 374 36.6 447 58.7 58.7 36.4 36.4 17.6
Doubt 62.4 80.0 64.4 72.6 60.7 533 640  64.6 67.6 618 20.0 20.0 40.1 40.1 2.1
Emphasize 2.3 23.5 59 0.0 11.8 17.6 23 1.2 59 35 23.5 235 31.2 31.2 9.1
Explain 572 76.2 61.1 68.9 63.7 60.6 632 593 60.8 61.4 12.4 12.9 17.0 17.0 46.9
Flaunt 9.1 36.4 9.1 18.2 27.3 9.1 15.4 8.2 21.8 20 36.4 36.4 73.7 73.7 7.4
Greet 82.7 86.4 83.3 80.3 84.8 90.9 86.4  85.1 81.8 80.6 83.3 83.3 70.3 70.3 13.3
Inform 60.9 64.1 60.8 68.7 71.4 539 550 568 589 543 452 46.7 46.9 46.9 0
Introduce 44.0 41.7 33.3 433 40.0 23.3 40.7 497 423 45.0 11.8 11.8 20.7 20.7 414
Invite 34.1 529 52.9 11.8 52.9 76.5 388 247 29.4 34.1 76.5 76.5 82.3 82.3 7.6
Joke 4.8 10.3 17.2 6.9 6.9 3.4 4.1 0 15.2 12.4 28.6 28.6 48.1 37.0 0
Leave 45.3 50.9 453 37.7 491 472 509 498 449 551 30.2 30.2 34.6 34.6 2.6
Oppose 73.7 71.8 69.2 83.8 71.8 64.9 73.8 749 66.5 69.1 12.9 13.8 9.6 9.6 49.6
Plan 56.3 71.0 50.0 60.5 47.4 579 463 553 60.5 53.7 333 333 19.4 19.4 9.7
Praise 759 85.8 67.3 84.1 719 73.4 718 787 76.5 75.6 59.5 59.5 56.7 56.7 11.8
Prevent 57.4 64.5 419 452 74.2 64.5 664  64.5 58.7 56.1 16.1 16.1 36.7 26.7 20.7
Refuse 14.1 58.8 412 0.0 29.4 35.3 12.9 10.6 23.5 22.3 47.1 529 529 529 84.5
Taunt 14.5 31.0 18.9 34.5 20.7 379 25.2 4.8 23.8 23.1 20.7 20.7 37.0 37.0 26.3
Thank 96.5 | 100.0  98.3 94.8  100.0 98.3 96.5 96.5 962  96.5 94.8 94.8 81.0 81.0 67.6
Warn 13.7 42.1 36.8 42.1 42.1 15.8 15.8 10.5 25.3 32.6 474 474 72.2 72.2 31.2

Table 16: Extended Results for MIntRec2.0 (Accuracy in %; MulT, MISA, MAG and SDIF are small multimodal
models; L2-7B, L2-13B, M-7B, Q-7B and L3-8B are textual LLMs; VLLaVA is multimodal LLM)(Extended
version of Main Table 3)

to examine the relative performance trends within
and across model classes rather than absolute per-
formance. Even though fine-tuning may improve
certain metrics like accuracy or F1 score, our key
findings, particularly those concerning bias, modal-
ity dominance, and ablation performance, are based
on comparative patterns rather than isolated out-
comes. For instance, we observe that text often
dominates multimodal fusion and balancing modal-
ities can cause significant drops in performance.
These behaviors persist regardless of model size or

Greet, and Ask for help.

In the MIntRec2.0 dataset (Table 16), textual
LLMs perform better on labels such as Agree,
Thank, Acknowledge, Greet, and Praise. Small-
scale multimodal models outperform on Oppose,
Leave, Introduce, and Ask for help, while larger
multimodal LLMs excel in Refuse, Invite, Ask for
help, and Complain. The MIntRec2.0 dataset, with
its numerous intent labels, displays less consistent
performance trends compared to MIntRec-1. We,
therefore, report overall trends wherein most of the

training strategy, indicating that they are systemic
issues rather than artifacts of specific setups. Thus,
the fairness of comparing models under different
settings does not undermine the validity of our con-
clusions. Instead, it reflects a realistic evaluation
framework for developing robust and scalable in-
tent detection systems in constrained environments.

9.5 Phase-1: Performance Analysis Across
Models

9.5.1 Intent-Wise Analysis

In the MIntRec-1 dataset (Table 14), textual LLMs
excel in intent labels like Agree, Prevent, and
Thank. Small-scale multimodal models perform

better on labels like Care and Apologize, while
larger multimodal LL.Ms excel in Taunt, Praise,

models of that type perform better.

Tables 17 and 18 summarize the results of the
intent detection task performed on MIntRec-1 and
MiIntRec2.0, respectively.

9.5.2 Generalizability of Models

Generalizability is a key aspect for intent detection
models, as user intents continuously evolve and a
fixed model may require frequent retraining. Tradi-
tional small multimodal models and BERT-based
architectures use a fixed output layer size to pre-
dict a set number of probabilities (20 for MIntRec-1
and 30 for MIntRec2.0). In contrast, large language
models (LLMs) such as GPT-40 and Claude benefit
from extensive pretraining, allowing them to per-
form well on multiple datasets in zero- or few-shot

24057



VLLaMA | VLLaVA | VChatGPT
Advise 16.0 0.0 12.0
Agree 0.0 0.0 0.0
Apologize 66.7 92.6 92.6
Arrange 4.6 4.6 0
Ask Help 10.5 10.5 15.8
Care 22.2 61.1 27.8
Comfort 21.0 14.0 24.6
Complain 21.7 30.4 43.5
Criticize 0.0 10.0 0.0
Flaunt 50.0 66.7 58.3
Greet 17.5 7.0 24.6
Inform 14.3 14.3 14.3
Introduce 10.0 20.0 60.0
Joke 0.0 11.8 11.8
Leave 0.0 0.0 10.0
Oppose 30.2 67.4 48.8
Praise 0.0 26.7 40.0
Prevent 0.0 16.7 0.0
Taunt 68.0 100.0 84.0
Thank 90.0 100.0 60.0

Table 17: MultiModal LLM Results on MIntRec-1
(Accuracy in %)(Extended version of Main Table 3)

settings without additional training.

We evaluate the generalizability of a textual
LLM by selecting Mistral-7B for its strong perfor-
mance. Mistral-7B, fine-tuned on the MIntRec2.0
dataset, is tested on the MIntRec-1 dataset by
adjusting the class labels in the prompt. The
system achieves an Overall Accuracy of 72.58%
and an Overall F1 Score of 72.85%. Given that
MiIntRec2.0 already contains most MIntRec-1 la-
bels, this result was expected despite a slight
decline caused by differences between the two
datasets. MlIntRec2.0 includes labels such as
Oppose, Asking for opinions that are absent in
MintRec-1, leading to some misclassifications.

In another experiment, the model fine-tuned on
MintRec-1 with 20 labels is tested on MIntRec2.0
with 30 labels, resulting in an Overall Accuracy
of 47.47% and an Overall F1 Score of 40.42%.
This performance remains competitive compared
to several closed-source and open-source models
in zero- or few-shot settings.

In summary, while parameter-efficient fine-
tuning can limit generalizability, the models still
demonstrate acceptable performance across differ-
ent datasets.

9.5.3 Performance with limited data analysis

Table 19 compares model performance under zero-
shot, 10-shot, and full-shot settings. Zero-shot per-
formance is weak across all models, while few-shot
learning significantly improves results. Tables 20
and 22 display the performance of these models

VLLaMA | VLLaVA | VChatGPT
Accuracy 11.8 18.8 18.7
Acknowledge 22.1 294 13.2
Adyvise 4.1 8.2 8.2
Agree 0.0 0.0 0.0
Apologize 70.8 81.5 954
Arrange 39 5.9 0.0
Ask Help 0.0 2.1 0.0
Ask Opinions 14.3 34.7 43
Care 7.5 10.3 42.9
Comfort 1.1 0.0 17.8
Complain 12.77 234 0
Confirm 6.7 7.4 234
Criticize 11.8 17.6 4.4
Doubt 3.1 2.1 11.8
Emphasize 0.0 9.1 0.5
Explain 39.4 46.9 9.1
flaunt 3.7 7.4 42.4
Greet 5.0 13.3 12.9
Inform 5.9 0.0 6.7
Introduce 34 41.5 0.0
Invite 3.8 7.5 62.1
Joke 0.8 0.0 24.5
Leave 53 2.6 12.8
Oppose 15.0 49.6 2.6
Plan 6.4 9.7 38.9
Praise 0.0 11.8 25.8
Prevent 1.7 20.7 11.8
Refuse 84.5 84.5 0.0
Taunt 53 26.3 82.8
Thank 432 67.6 21.0
Warn 8.3 31.2 67.6

Table 18: MultiModal LLM Results on MIntRec2.0
(Accuracy in %)(Extended version of Main Table 3)

under zero-shot settings, while Tables 21 and 23
present their performance under 10-shot settings.

M-1 M-2.0
0-shot | 10-shot | Full-shot | 0-shot | 10-shot | Full-shot
BERT 5.0 57.2 70.9 43 40.9 57.1
M-7B 4.7 67.4 82.9 39 454 65.2
L2-7B 54 28.8 79.3 2.9 39.1 57.2
L3-8B 49 67.2 77.3 0.3 42.4 61.3
L2-13B 4.9 66.5 80.7 10.1 41.1 54.8
MulT 6.5 68.8 71.5 4.1 36.9 58.4
MAG 49 56.5 72.7 3.6 39.2 58.2
MISA 4.8 534 71.8 33 37.6 57.8
SDIF 12.8 524 72.8 6.6 38.6 58.2

Table 19: Zero/Few-shot Results

Notably, MulT surpasses M-7B on MIntRec-
1 in the 10-shot setting, likely due to its cross-
modal attention mechanism and compact architec-
ture, which facilitates learning patterns more effi-
ciently than large language models (LLMs) that re-
quire a sufficient number of samples for improved
performance. However, M-7B achieves the best
overall performance, emphasizing the critical role
of adequate training data. Since we use pre-trained
variants of the models, rather than chat-finetuned
variants, the zero-shot experiments fail to accu-
rately predict several intents. However, as the
amount of training data increases, the performance
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Model | M-7B | L2-7B | L3-8B | L2-13B
Accuracy 4.7 54 4.9 4.9
Advise 8.0 12.0 0.0 0.0
Agree 8.3 0.0 0.0 0.0
Apologize | 3.7 0.0 0.0 0.0
Arrange 9.1 90.9 | 100.0 100.0
Ask Help | 10.0 0.0 0.0 0.0

Care 0.0 0.0 0.0 0.0
Comfort 5.6 0.0 0.0 0.0
Complain | 3.5 0.0 0.0 0.0
Criticize 0.0 0.0 0.0 0.0
Flaunt 0.0 0.0 0.0 0.0
Greet 16.7 0.0 0.0 0.0
Inform 35 1.7 0.0 0.0
Introduce 9.5 0.0 0.0 0.0
Joke 0.0 0.0 0.0 0.0

Leave 0.0 0.0 0.0 0.0
Oppose 10.0 0.0 0.0 0.0
Praise 4.6 0.0 0.0 0.0
Prevent 0.0 0.0 0.0 0.0
Taunt 8.3 0.0 0.0 0.0
Thank 4.0 0.0 0.0 0.0

Table 20: Zero Shot results MIntRec-1 (Extended
version of Table 19)

of the LLLMs improves significantly, highlighting
their sensitivity to the quantity of training data.
Notably, even under 10-shot settings, the LLMs
perform remarkably well, nearly achieving the per-
formance levels seen with full fine-tuning. These
trends are consistent across both the MIntRec-1
and MIntRec2.0 datasets.

9.6 Phase-2: Analysis of Modality Importance

9.6.1 Wordcloud analysis

All textual LLMs, such as LLaMA-2-7B, LLaMA-
2-13B, LLaMA-3-8B, and Mistral-7B, perform
consistently well on labels like Agree, Apologize,
and Thank. To understand this, we analyze word
clouds for these labels (Fig. 5).

For instance, the names ‘Judy, ‘Amy, and
‘Cheyenne’ appear in the dataset, with ‘Amy’ occur-
ring 14 times in the test set across various intents:
‘Inform’ (4), ‘Greet’ (3), ‘Apologize’ (2), ‘Arrange’
(1), ‘Thank’ (1), ‘Care’ (1), ‘Comfort’ (1), and
‘Complain’ (1). The worst-performing LLM model
on MIntRec-1, LLaMA-3-8B, correctly classifies
10 out of these 14 instances. Word clouds highlight
phrases such as ‘sorry’ and ‘apologize,” which con-
tribute to accurate intent classification. This con-
firms that the models categorize intents based on
content rather than specific character names, ensur-
ing the dataset does not introduce character-based
bias.

Epoch M-7B | L2-7B | L3-8B | L2-13B
Accuracy | 67.2 28.7 65.4 66.5
Advise 88.0 80.0 88.0 68.0
Agree 100.0 | 333 100.0 100.0
Apologize | 88.9 85.2 88.9 81.5
Arrange | 68.2 13.6 54.5 454
Ask Help | 70.0 50.0 70.0 80.0
Care 52.6 15.8 52.6 78.9
Comfort | 77.8 333 66.7 72.2
Complain | 42.1 7.0 42.1 68.4
Criticize | 69.6 21.7 60.9 65.2
Flaunt 90.0 0.0 90.0 40.0
Greet 91.7 333 91.7 75.0
Inform 52.6 10.5 54.4 19.3
Introduce | 85.7 19.0 85.7 85.7
Joke 60.0 10.0 60.0 70.0
Leave 529 52.9 52.9 82.3
Oppose 70.0 40.0 70.0 80.0
Praise 65.1 18.6 65.1 79.1
Prevent 66.7 26.7 53.3 73.3
Taunt 25.0 0.0 25.0 333
Thank 96.0 60.0 96.0 100.0

Table 21: 10-shot Results on MIntRec-1 (Extended
version of Table 19)

M-7B | L2-7B | L3-8B | L2-13B
Accuracy 3.9 2.9 0.3 10.1
Acknowledge 1.5 44 76.5 1.5
Adyvise 3.1 1.0 0.0 124
Agree 0.0 31 1.6 1.6
Apologize 4.6 1.5 3.1 6.1
Arrange 39 3.9 0.0 0.0
Ask Help 0.0 0.0 0.0 0.0
Ask Opinions | 0.0 0.0 0.0 0.0
Care 2.1 0.0 2.1 0.0
Comfort 6.1 0.0 0.0 8.2
Complain 0.9 0.0 0.9 5.6
Confirm 3.2 0.0 0.0 2.1
Criticize 0.0 0.0 0.0 2.1
Doubt 22 0.7 0.0 5.2
Emphasize 59 0.0 0.0 11.8
Explain 1.0 0.0 0.0 4.7
Flaunt 4.5 0.0 0.0 4.5
Greet 7.6 1.5 4.5 1.5
Inform 4.6 1.4 0.5 38.7
Introduce 40.0 66.7 33 383
Invite 0.0 0.0 0.0 5.9
Joke 6.9 0.0 0.0 34
Leave 3.8 0.0 1.9 26.4
Oppose 4.3 1.7 1.7 34
Plan 2.6 0.0 0.0 2.6
Praise 44 0.0 0.9 44
Prevent 0.0 3.2 0.0 6.4
Refuse 5.9 0.0 0.0 0.0
Taunt 1.7 1.7 0.0 18.9
Thank 0.0 0.0 0.0 0.0
Warn 5.3 53 0.0 42.1

Table 22: Zero-shot Results on MIntRec2.0 (Extended
version of Table 19)
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Figure 5: WordCloud of Agree, Apologize, and Thank labels
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T+V+A T A% A T+V T+A V+A
Acc 584 | 567 124 233|564 564 246
M-7B | L2-7B | L3-8B | L2-13B Acknowledge 65.9 69.1 00 618|706 70.6 485
Accuracy 45.4 39.1 204 14.1 Advise 60.2 50.5 2.1 1.0 53.6 53.6 15.5
Advise 567 | 495 | 237 93 Apologize 945 | 908 00 539|923 923 585
Agree | 254 | 437 | 62 | 187 Ay 575 T637 50 00 649 e 27
. sk Help . . . X 2 2 .
Apologize | 831 | 677 | 154 | 415 Ask Opinions | 579 | 500 00 42 | 479 479 104
Arrange 45.1 43.1 33.3 11.7
Ask Help o0 Taie 133 00 Care 553 | 575 00 2.1 | 468 468 64
- Comfort 445 (490 20 00 | 449 449 00
Ask Opinions | 00 | 104 | 125 | 42 Complain | 458 439 75 00 | 383 383 112
Care 404 | 447 | 170 | 149 Confirm 499 462 00 151|452 452 43
Comfort | 429 | 469 | 224 20 Criticize 209 | 383 00 00 | 489 489 43
Complain | 336 | 299 | 140 | 140 Doubt 640 | 622 496 267 | 682 682 333
Confirm 419 | 237 | 86 11.8 Emphasize 23 |11.8 00 00| 59 59 00
Criticize 61.7 | 553 | 106 12.8 Explain 632 | 580 166 31.6| 622 622 404
Doubt 511 | 237 | 207 29 Flaunt 154 | 136 00 00 | 227 227 00
Emphasize | 294 | 58.8 0.0 59 Greet 864 |803 121 318|803 803 424
Explain 52.8 | 321 | 389 6.2 Inform 550 | 553 58.1 622 562 562 37.8
Flaunt 454 | 454 | 273 9.1 Introduce 407 |383 00 1.7 | 383 383 100
Greet 66.7 | 773 | 84.8 333 Invite 388 [294 00 00 |177 177 00
Inform 336 | 313 | 129 5.1 Joke 4.1 69 00 00 |138 138 00
Introduce 35.0 23.3 233 10.0 Leave 50.9 566 00 113|566 56.6 245
Invite 471 52.9 235 204 Oppose 738 | 675 34 521|701 70.1 41.0
Joke 13.8 27.6 13.8 103 Plan 463 | 579 00 0.0 | 447 447 105
Leave 39.6 49.1 58.5 283 Praise 77.8 726 35 97 | 673 673 186
Oppose 154 17.1 145 128 Prevent 66.4 61.3 0.0 0.0 64.5 64.5 3.2
Plan 81.6 395 474 15.8 Refuse 129 294 00 0.0 [294 294 00
Praise 566 | 296 | 327 07 Taunt 252 | 259 00 00 | 138 138 86
Prevent 154 615 | 6is 358 Thank 965 |96.6 00 483|966 96.6 535
Refuse 588 a2 | 271 176 Warn 158 [263 00 00 |21.1 211 00
Taunt 189 | 52 138 172 . . .
Thank 931 | 9438 983 63.0 Table 25: Ablation analysis for MIntRec2.0. MulT is
Warn 379 | 526 | 632 263 the best-performing small multimodal model on
MintRec2.0

Table 23: 10-Shot Results on MIntRec2.0 (Extended
version of Table 19)

T+V+A T \% A T+V  T+A V+A
Acc 72.8 69.9 17.8 285 | 69.7 70.8 252
Advise 80.0 60.0 00 00 | 500 50.0 00
Agree 100.0 632 614 404 | 59.7 614 49.1
Apologize 96.3 814 11.6 488 | 79.1 86.1 419

Arrange | 682 | 963 74 630 963 963 556 B P 005 oot o™ (S auc® greet
AskHelp | 500 |100.0 00 640 100.0 100.0 56.0 c . *

Care 84.2 391 0.0 13.0| 435 522 44
Comfort 77.8 250 00 0.0 | 250 167 8.3 . .
Complain | 667 | 917 00 83 | 917 1000 83 Figure 9: Labels that benefit from audio cues

Criticize 39.1 300 00 0.0 | 300 500 0.0

Flaunt 60.0 60.0 00 0.0 | 300 300 0.0

M-1 M-2.0
Greet 833 | 400 00 100 300 300 10.0
Inform | 702 | 722 00 167| 718 718 56
Introduce | 57.1 | 895 00 53 [ 947 895 53 o THV+A

28.4%

Joke 60.0 614 614 404 | 73.7 684 28.1
Leave 824 760 0.0 160| 76.0 72.0 8.0
Oppose 40.0 727 00 9.1 | 682 727 9.1

Praise 79.1 66.7 00 48 | 619 762 95
Prevent 80.0 824 0.0 11.8] 706 647 59
Taunt 16.7 733 0.0 200| 733 667 200
Thank 96.0 66.7 167 50.0| 75.0 750 41.7

Table 24: Ablation analysis for MIntRec-1. SDIF is the

best-performing small multimodal model (Extended

version of Table 5) Figure 10: Distribution of Modality Importance

[ | Text, [ | Audio, [ | Video, [ | Text+Video, [ |
Text+Audio, [ | Audio+Video, Text+Video+Audio
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9.6.2 Modality Ablation Analysis

The importance of individual modalities for differ-
ent intent categories is summarized in Tables 24
and 25. Figures 7 illustrate that over 80% of the
samples for intents such as Apologize, Thank, and
Praise exhibit a strong textual bias. On the other
hand, only a small fraction of samples for intents
like Joke, Taunt, and Asking for opinions require
the video modality for correct classification (Figure
8. Similarly Inform, Complain might benefit from
the presence of audio cues (Fig. 9).

9.6.3 Modality Combination Annotation

Fig. 6 shows the algorithm used to label MIntRec-1
and MIntRec2.0 with the smallest subset of modal-
ities needed to classify each instance correctly.

9.7 Phase-3: Debiasing MIntRec Datasets
9.7.1 Debiasing Analysis

Tables 26 and 27 present the number of samples
before and after debiasing across various intent lev-
els. Tables 28 and 29 summarize the performance
of various models following the debiasing process.
Fig. 12 shows reduced performance for both small
multimodal models and textual LLMs on the de-
biased datasets. The results before vs. after the
debiasing are summarized in Tables 30 and 31.
Modality Ablation on Debiased Dataset We also
perform a modality ablation analysis on the de-
biased dataset (Tables 34 and 35), following the
methodology described in Section 9.6.2. The re-
sults reveal that the performance gap between text-
inclusive combinations and combinations without
text is reduced, indicating that the textual bias has
been mitigated. Notably, several intent categories,
such as Care, Arrange, and Agree, which previ-
ously benefited from text-based combinations, now
exhibit diminished performance.

During our analysis, we discover that words such
as Right, Yeah, Okay, and Definitely are strong in-
dicators of agreement, while words like Thank, Ap-
preciate, and Thanking clearly signify gratitude.
These words are highly representative of their re-
spective intent categories. Their presence in the
text provides unambiguous signals that assist tex-
tual LLMs in accurately classifying these labels.
This is because the LLMs leverage the direct asso-
ciation of these words with specific intents, reduc-
ing the need for additional contextual information
from other modalities such as visual or auditory
cues. Consequently, even in the absence of multi-
modal data, textual LLMs efficiently and accurately
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Intent Before | After | % Reduction
Thank 124 2 98.39
Apologize 136 4 97.06
Greet 60 6 90.00
Agree 59 7 88.14
Praise 213 26 87.79
Care 95 13 86.32
Comfort 88 18 79.55
Advise 122 26 78.69
Complain 286 66 76.92
Prevent 73 17 76.71
Leave 85 24 71.76
Inform 284 90 68.31
Arrange 110 35 68.18
Introduce 105 34 67.62
Oppose 51 18 64.71
Criticize 117 47 59.83
Ask Help 51 21 58.82
Flaunt 52 22 57.69
Joke 51 37 27.45
Taunt 62 50 19.35
Total 2224 563 74.69

Table 26: MIntRec-1 Debiasing Statistics

Intent Before | After | % Reduction
Thank 281 14 95.02
Apologize 271 23 91.51
Greet 313 47 84.98
Praise 472 109 76.91
Oppose 508 183 63.98
Adyvise 375 145 61.33
Agree 343 140 59.18
Explain 765 315 58.82
Doubt 687 298 56.62
Comfort 233 104 55.36
Arrange 259 116 55.21
Confirm 471 218 53.72
Inform 926 433 53.24
Prevent 128 60 53.13
Plan 188 91 51.60
Introduce 310 161 48.06
Care 222 117 47.30
Complain 512 272 46.88
Acknowledge 307 170 44.63
Ask Help 155 87 43.87
Leave 235 134 42.98
Criticize 198 132 3333
Invite 109 74 32.11
Ask Opinions 251 174 30.68
Warn 99 70 29.29
Refuse 94 73 22.34
Taunt 274 228 16.79
Flaunt 93 80 13.98

Emphasize 94 86 8.51
Joke 131 122 6.87

Total 9304 4276 54.04

Table 27: MIntRec2.0 Debiasing Statistics
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Figure 11: Before vs After Statistics of MIntRec Debiasing
BERT | M-7B L-7B Q-7B L-8B L-13B | MulT MAG MISA SDIF | ClaudeT ClaudeV GPT-4T GPT-4V VChatGPT
Adyvise 16.7 16.7 333 66.7 50.0 333 333 333 0.0 333 333 16.7 14.3 0.0 0.0
Arrange 0.0 0.0 143 429 286 14.3 28.6 0.0 0.0 14.3 14.3 28.6 20.0 14.3 0.0
Ask Help 0.0 66.7 667 667 333 333 333 333 0.0 0.0 100.0 333 25.0 333 0.0
Comfort 0.0 0.0 0.0 50.0 25.0 0.0 25.0 0.0 0.0 0.0 0.0 0.0 28.6 429 0.0
Complain | 30.0 75.0 200 40.0 20.0 60.0 40.0 15.0 20.0 35.0 45.0 45.0 333 50.0 50.0
Criticize 30.0 40.0 200 40.0 30.0 70.0 30.0 40.0 40.0 20.0 60.0 50.0 333 50.0 222
Flaunt 0.0 0.0 50.0 167 333 333 16.7 0.0 0.0 16.7 50.0 333 333 50.0 40.0
Inform 313 68.8 18.8 18.8 12.5 43.8 50.0 43.8 81.3 37.5 31.3 50.0 43.8 55.0 0.0
Introduce 14.3 0.0 57.1 429 429 28.6 28.6 14.3 0.0 28.6 0.0 0.0 50.0 60.0 0.0
Joke 333 333 833 66.7 50.0 50.0 333 16.7 16.7 333 50.0 16.7 50.0 62.5 16.7
Leave 0.0 0.0 250 250 0.0 50.0 0.0 0.0 0.0 0.0 0.0 0.0 60.0 66.7 0.0
Oppose 0.0 0.0 50.0 0.0 50.0 16.7 0.0 0.0 0.0 0.0 333 333 66.7 66.7 40.0
Prevent 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 66.7 0.0 80.0 66.7 0.0
Taunt 0.0 0.0 300 30.0 0.0 0.0 0.0 20.0 20.0 10.0 10.0 10.0 100.0 100.0 14.3

Table 28: Extended Debiased MIntRec-1 Results (Accuracy in %; MulT, MISA, MAG and SDIF are small
multimodal models; L2-7B, L2-13B, M-7B, Q-7B and L3-8B are textual LLMs; VChatGPT is a multimodal
LLM)(Extended version of Table 7)

BERT | M-7B L-7B Q-7B L-8B L-13B | MulT MAG MISA SDIF | ClaudeT ClaudeV GPT-4T GPT-4V VChatGPT
Acknowledge | 41.5 78.1  56.1 781 415 61.0 634 415 634 488 73.2 73.2 0.0 0.0 81.6
Advise 13.3 6.7 422  55.6 267 333 15.6 15.6 26.7 4.4 26.7 26.7 0.0 3.9 0.0
Agree 26.9 269 231 269 231 23.1 11.5 38.5 0.0 15.4 34.6 65.4 2.6 4.8 0.0
Arrange 5.9 5.9 5.9 11.8 0.0 23.5 5.9 17.7 17.7 5.9 6.3 6.3 59 5.1 0.0
Ask Help 9.1 273 364 364 364 9.1 9.1 9.1 27.3 0.0 54.6 63.6 6.1 8.3 0.0
Ask Opinions | 28.0 360 28.0 720 600 28.0 16.0  40.0 28.0  40.0 36.0 36.0 7.7 12.0 0.0
Care 11.5 7.7 23.1 7.7 269 269 19.2 11.5 192 231 4.0 4.0 9.4 12.2 0.0
Comfort 4.0 360 240 4.0 36.0 36.0 8.0 0.0 20.0 8.0 42 42 11.1 222 9.1
Complain 11.9 322 57.6 356 44.1 42.4 8.5 17.0 186 220 39.0 39.0 11.5 22.2 34.6
Confirm 28.6 2.0 225 143 388 24.5 163 449 34.7 24.5 8.7 8.7 12.0 23.1 32
Criticize 20.6 2.9 412 177 500 441 29.4 14.7 14.7 23.5 57.6 57.6 16.5 23.5 233
Doubt 17.7 647 490 216 314 510 549 235 19.6 19.6 21.6 21.6 20.0 25.0 55.6
Emphasize 6.7 133 6.7 6.7 200 333 6.7 6.7 0.0 0.0 20.0 20.0 23.7 26.7 7.1
Explain 24.7 1.2 341 459 353 30.6 329 224 37.7 18.8 8.6 8.6 23.8 29.4 1.5
Flaunt 0.0 389 278 444 5.6 333 11.1 0.0 5.6 11.1 27.8 27.8 25.5 30.6 0.0
Inform 31.3 844 292 271 3715 34.4 35.4 19.8 17.7 34.4 29.4 30.4 33.3 31.3 0.0
Introduce 11.1 139 250 194 222 278 222 222 8.3 11.1 5.7 5.7 36.4 34.8 6.9
Invite 16.7 750 250 417 417 333 25.0 16.7 333 25.0 66.7 66.7 37.0 36.6 0.0
Joke 12.0 28.0 12.0 240 4.0 8.0 4.0 4.0 12.0 8.0 29.2 29.2 40.0 44.0 0.0
Leave 222 259 148 0.0 14.8 11.1 148 296 14.8 18.5 0.0 0.0 44.0 46.2 0.0
Oppose 20.5 23.1 12.8 5.1 23.1 12.8 154 282 25.6 15.4 5.1 5.1 46.3 50.0 29
Plan 14.3 47.6 9.5 19.1  38.1 19.1 4.8 19.1 9.5 9.5 25.0 25.0 48.0 55.6 7.1
Praise 42 458 417 208 417 50.0 42 42 12.5 8.3 17.4 17.4 50.0 56.0 17.4
Prevent 18.2 27.3 0.0 182 182 9.1 36.4 0.0 9.1 0.0 0.0 0.0 539 59.3 0.0
Refuse 0.0 214 286 714 357 21.4 7.1 0.0 0.0 7.1 35.7 429 58.8 64.3 9.1
Taunt 8.7 435 8.7 544 239 239 174 283 15.2 17.4 17.4 17.4 66.7 72.7 7.7
Warn 0.0 308 385 231 462 308 0.0 0.0 0.0 7.7 30.8 30.8 71.4 91.7 0.0

Table 29: Extended Debiased MIntRec2.0 Results (Accuracy in %; MulT, MISA, MAG and SDIF are small
multimodal models; L2-7B, L2-13B, M-7B, Q-7B and L3-8B are textual LLMs; VChatGPT is a multimodal
LLM)(Extended version of Table 7)

24063




Model Apologize Thank Flaunt Advise Prevent Complain Taunt

Before After Before After Before After | Before After | Before After | Before After | Before After

BERT 96.3 98.0 48.0 0.0 74.8 16.7 80.0 0.0 61.8 30.0 14.5 0.0

M-7B 96.3 100.0 50.0 0.0 84.0 16.7 93.3 0.0 82.5 75.0 31.0 0.0
L2-7B 100.0 100.0 70.0 50.0 88.0 333 66.7 0.0 754 20.0 18.9 30.0

L3-8B 92.6 96.0 50.0 333 96.0 50.0 73.3 0.0 754 20.0 20.7 0.0

L2-13B 92.6 100.0 70.0 333 80.0 33.3 | 100.0 0.0 71.9 60.0 37.9 0.0

MulT 96.3 97.6 46.0 16.7 74.4 333 79.3 0.0 63.5 40.0 25.2 0.0
MISA 97.3 Removed 99.5 Removed 42.0 0.0 75.5 0.0 84.0 0.0 65.7 20.0 4.8 20.0
MAG 97.4 99.6 54.0 0.0 72.8 333 78.0 0.0 58.6 15.0 23.8 20.0
SDIF 96.3 96.0 60.0 16.7 80.0 333 80.0 0.0 66.7 35.0 23.1 10.0
ClaudeT 100.0 100.0 40.0 50.0 48.0 333 40.0 66.7 64.9 45.0 20.7 10.0
ClaudeV 100.0 84.0 40.0 333 52.0 16.7 333 0.0 59.6 45.0 20.7 10.0
GPT-4T 85.2 84.0 60.0 333 76.0 14.3 73.3 80.0 66.7 333 37.0  100.0
GPT-4V 96.3 92.0 60.0 50.0 40.0 0.0 46.7 66.7 57.9 50.0 37.0  100.0
VChatGPT | 92.6 60.0 58.3 40.0 12.0 0.0 0.0 0.0 435 50.0 26.3 14.3

Table 30: Performance of models before and after debiasing on MIntRec-1. Pre-debiasing results for all intent
labels are reported in 14. Extended debiasing results are reported in Table 28

Model Apologize Thank Joke Ask Help Agree Warn Invite
Before After Before After Before After | Before After | Before After | Before After | Before After
BERT 92.9 96.5 4.8 12.0 524 9.1 63.1 26.9 13.7 0.0 34.1 16.7
M-7B 97.0 100.0 10.3 28.0 70.0 27.3 75.0 26.9 42.1 30.8 529 75.0
L2-7B 94.0 98.3 17.2 12.0 49.0 36.4 64.0 23.1 36.8 38.5 52.9 25.0
L3-8B 93.8 100.0 6.9 4.0 21.6 36.4 62.5 23.1 42.1 46.2 529 41.7
L2-13B 96.9 98.3 34 8.0 32.4 9.1 70.3 23.1 15.8 30.8 76.5 333
MulT 94.5 96.5 4.1 4.0 57.8 9.1 66.6 11.5 15.8 0.0 38.8 25.0
MISA 94.5 Removed 96.5 Removed 0.0 4.0 51.3 9.1 68.7 38.5 10.5 0.0 24.7 16.7
MAG 93.2 96.2 15.2 12.0 63.8 27.3 61.9 0.0 253 0.0 29.4 333
SDIF 93.2 96.5 124 8.0 64.9 0.0 64.1 154 32.6 7.7 34.1 25.0
ClaudeT 98.5 94.8 28.6 29.2 83.8 54.6 51.6 34.6 474 30.8 76.5 66.7
ClaudeV 98.5 94.8 28.6 29.2 86.5 63.6 79.7 65.4 474 30.8 76.5 66.7
GPT-4T 81.5 81.0 48.1 40.0 72.9 6.1 38.1 2.6 72.2 71.4 82.3 37.0
GPT-4V 84.6 81.0 37.0 44.0 72.9 8.3 34.9 4.8 72.2 91.7 82.3 36.6
VChatGPT | 81.5 67.6 0.0 0.0 2.1 0.0 0.0 0.0 31.2 0.0 7.6 0.0

Table 31: Performance of models before and after debiasing on MIntRec2.0. Pre-debiasing results for all intent
labels are reported in 16. Extended debiasing results are reported in Table 29
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VLLaMA | VLLaVA | VChatGPT
Advise 16.7 0.0 0.0
Arrange 0.0 0.0 0.0
Ask Help 25.0 0.0 0.0
Comfort 5.0 5.0 0.0
Complain 30.0 30.0 50.0
Criticize 0.0 0.0 22.2
Flaunt 12.5 0.0 40.0
Inform 0.0 0.0 0.0
Introduce 16.7 16.7 0.0
Joke 0.0 0.0 16.7
Leave 0.0 0.0 0.0
Oppose 0.0 333 40.0
Prevent 0.0 10.0 0.0
Taunt 100.0 100.0 14.3

Table 32: MLLM Results on debiased M-1 (Accuracy
in %)(Extended version of Table 7)

VLLaMA | VLLaVA | VChatGPT
Acknowledge 21.1 244 81.6
Advise 7.0 6.8 0.0
Agree 0.0 0.0 0.0
Arrange 13.3 0.0 0.0
Ask Help 36.4 54.6 0.0
Ask Opinions 0.0 0.0 0.0
Care 0.0 0.0 0.0
Comfort 8.3 20.0 9.1
Complain 3.8 10.2 34.6
Confirm 0.0 0.0 3.2
Criticize 9.7 23.5 233
Doubt 44 14.0 55.6
Emphasize 154 13.3 7.1
Explain 2.5 24 1.5
flaunt 0.0 11.1 0.0
Inform 53 5.3 0.0
Introduce 0.0 2.9 6.9
Invite 0.0 0.0 0.0
Joke 4.4 40.0 0.0
Leave 39 3.9 0.0
Oppose 2.6 0.0 2.9
Plan 0.0 0.0 7.1
Praise 174 21.7 17.4
Prevent 0.0 0.0 0.0
Refuse 0.0 7.7 9.1
Taunt 0.0 13.3 7.7
Warn 0.0 23.1 0.0

Table 33: MLLM Results on debiased M-2.0 (Accuracy
in %)(Extended version of Table 7)

T+V+A | T v A T+V T+A V+A
Acc 222 | 204 120 148 | 204 222 120
Advise 333 333 00 00 | 167 333 00
Arrange 14.3 00 0.0 00 | 143 286 0.0
Ask Help 0.0 00 0.0 00 00 00 00
Comfort 0.0 00 00 00 00 00 00
Complain | 350 |550 100 0.0 |500 550 5.0
Criticize 20.0 100 0.0 0.0 00 00 00
Flaunt 16.7 00 00 0.0 | 167 167 0.0
Inform 37.5 375 563 1000 | 37.5 313 563
Introduce | 28.6 00 00 00 | 143 00 00
Joke 333 00 00 00 |333 333 00
Leave 0.0 250 00 00 00 00 00
Oppose 0.0 00 00 00 00 00 00
Prevent 0.0 00 0.0 00 00 00 00
Taunt 10.0 10.0 20.0 0.0 0.0 100 30.0

Table 34: Ablation analysis for debiased M-1. SDIF is
the best-performing small multimodal model

T+V+A | T v A | T+V T+A V+A
Acc 22.7 144 122 144|194 143 143
Acknowledge 63.4 829 00 829|585 537 537
Advise 15.6 00 00 00 |178 00 00
Agree 11.5 00 00 00 |154 00 00
Arrange 59 00 00 00 |11.8 00 00
Ask Help 9.1 00 00 00 |182 00 00
Ask Opinions 16.0 00 00 00 |280 8.0 8.0
Care 19.2 00 00 00 |269 00 0.0
Comfort 8.0 00 00 00 |240 0.0 0.0
Complain 8.5 34 153 34 | 153 85 119
Confirm 16.3 00 00 00 |245 00 0.0
Criticize 29.4 29 00 29 | 88 0.0 0.0
Doubt 54.9 47.1 353 47.1 | 235 431 412
Emphasize 6.7 0.0 00 00 | 67 0.0 0.0
Explain 32.9 82 11.8 82 | 177 129 153
Flaunt 11.1 00 00 00 |11.1 00 00
Inform 35.4 53.1 688 53.1| 188 604 563
Introduce 22.2 00 00 00 | 167 00 2.8
Invite 25.0 00 00 00| 83 0.0 0.0
Joke 4.0 00 00 00| 80 40 40
Leave 14.8 00 00 00 |296 37 3.7
Oppose 15.4 231 00 231|231 103 7.7
Plan 4.8 00 00 00| 95 0.0 0.0
Praise 4.2 00 00 00| 42 00 0.0
Prevent 36.4 00 00 00 |273 00 0s0
Refuse 7.1 00 00 00| 7.1 00 0.0
Taunt 17.4 00 130 00 | 174 22 44
Warn 0.0 00 00 00| 00 00 00

Table 35: Ablation analysis for debiased M-2.0. MulT
is the best-performing small multimodal model

identify and classify intents like agree and thank.
This inherent linguistic clarity within certain intent
categories underscores the effectiveness of textual
LLMs in these specific areas.

9.8 Human Annotations

Task: Modality Annotation You will annotate
samples with the smallest combination of modali-
ties (Text, Video, and/or Audio) sufficient for cor-
rectly assigning the intent category. Intent refers to
the intention of a speaker behind his words. Each
sample contains:

* Text (transcription or dialogue or words spo-
ken by the speaker).

Muted Video (visual information without au-
dio).

¢ Unmuted Video (visual information with au-
dio).

* Audio (voice of the speaker).
* Intent category (label for classification).

Your goal is to determine what combination of the
three modalities (Text, Video, Audio) are necessary
and sufficient to classify the intent correctly. If
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more than one combination is enough, select all of
them.

Annotation Guidelines: Follow these steps for
each sample. Ensure that you carefully evaluate
each modality combination and proceed sequen-
tially as described.

Step 1: Review the Text Only: Read the pro-
vided text transcript. Action: If you can confidently
assign the intent category using the text alone, se-
lect "Text Only" and move to the next sample. If
the text is insufficient to assign the label, proceed
to the next step.

Step 2: Listen to the Audio:  Listen to the audio
only, paying attention to tone, pitch, words, and
other acoustic cues. Action: If the audio alone,
allows you to classify the sample, select ""Audio +
Text" (as appropriate). If this is insufficient, move
to the next step.

Step 3: Watch the Video: Watch the muted
video without audio. Focus on visual cues such
as gestures, expressions, or movements. Action: If
the video (muted) alone, allows you to confidently
classify the sample, select "Video Only (depending
on your judgment). If this is insufficient, proceed
to the next step.

Step 4: Watch the Video and read the transcript
Watch the muted video without audio and the text
transcript provided. Focus on visual cues such
as gestures, expressions, or movements. Action:
If the video (muted) with the words, allows you
to confidently classify the sample, select "Video
+Text" (depending on your judgment). If this is
insufficient, proceed to the next step.

Step 5: Watch the Video with Audio Watch the
unmuted video again, this time with audio enabled,
and evaluate the combined effect of all three modal-
ities. Action: If the combination of audio, video,
and text is required to classify the sample, select
"Audio + Video + Text."

Important Note:  Always aim to find the min-
imum combination of modalities needed. Only
select a modality combination if you are confident
that it allows you to correctly classify the sample.
Spend enough time on each modality combination
to ensure accurate classification.

Payment Requirements: Upon completing the
study, click on the provided link containing the

completion code to redirect you to the Prolific plat-
form. Payment will be processed within one to two
weeks.

Ethical Considerations: Adhere to strict confi-
dentiality and data protection standards to ensure
privacy. If you have concerns or questions, feel
free to reach out, as this study aligns with ethical
guidelines.

Please do not use ChatGPT/GPT4 or any Large
Language Models - Follow all steps in sequential
order. It is a strict instruction and will be checked
manually - if any issue: the submission will be
rejected and re-doing will be required.

Inter-Annotator disagreement Initial Labeling:
Two annotators independently label each sample.
Discrepancy Resolution: Any differences between
the initial annotations are reviewed and resolved by
a third annotator after discussion with the first two.

Participant Prescreening criteria.
* Age above 24
* Primary Language is English

* Minimum Graduation degree is either Gradu-
ate degree (MA/MSc/MPhil/other) or Doctor-
ate degree (PhD/other)

* Approval Rate in platform > 85% and mini-
mum number of previous submissions > 30.

9.9 Comparison of Fusion Techniques and
Their Limitations

This section provides a detailed comparison of var-
ious fusion techniques used in multimodal models,
focusing on their design choices and how they han-
dle modality interactions. We also discuss their
limitations, particularly in scenarios where input
patterns deviate from the dominant trends in the
training data.

9.9.1 Fusion Techniques in Multimodal
Models

MAG-BERT integrates nonverbal modalities into
BERT using a Multimodal Adaptation Gate (MAG).
This gate adjusts BERTs internal representations
based on visual and acoustic inputs, allowing the
model to incorporate multimodal information dur-
ing fine-tuning without altering BERT’s original
architecture (Rahman et al., 2020).

SDIF-DA employs a shallow-to-deep interaction
framework to progressively align and fuse features
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across text, video, and audio modalities. It uses
a hierarchical structure that first aligns video and
audio features with text features and then combines
them to create a unified representation. Addition-
ally, SDIF-DA incorporates a ChatGPT-based data
augmentation approach to enhance the model’s per-
formance. During attention, SDIF-DA specifically
uses the textual modality as the query and treats
video and audio features as key and value, which
makes it particularly effective in leveraging textual
cues (Huang et al., 2024).

MulT introduces cross-modal attention modules
that allow the model to attend to interactions be-
tween different modalities across entire sequences.
By learning modality-specific attention weights,
MulT can dynamically assign higher weight to tex-
tual features when they are more informative, facili-
tating more flexible and comprehensive multimodal
integration (Tsai et al., 2019).

MISA learns two distinct subspaces for each
modality: a modality-invariant subspace capturing
shared features across modalities and a modality-
specific subspace capturing unique characteristics
of each modality. This dual representation aims to
reduce modality gaps and provide a more holistic
understanding of multimodal data (Hazarika et al.,
2020).

9.9.2 Limitations in Handling Input-Level
Variations

While these fusion techniques have demonstrated
effectiveness on datasets with consistent modality
patterns, they face challenges when input patterns
vary significantly:

* Dependence on Dominant Modalities: Mod-
els like MAG-BERT and MISA often rely
heavily on the dominant modality present in
the training data. If the dataset is textually bi-
ased, these models may underutilize visual or
acoustic cues, leading to performance drops
when such cues become more informative in
test scenarios.

* Fixed Fusion Strategies: Techniques such as
MISA and MAG-BERT employ fixed fusion
strategies, which may not adapt well to inputs
where the relevance of modalities shifts dy-
namically. This rigidity can result in subopti-
mal performance when encountering atypical
modality combinations.

* Sensitivity to Dataset Biases: Our study

observed that models like MAG-BERT and
MISA achieve high performance on datasets
with strong textual biases. However, when
biased samples are removed or when the im-
portance of modalities changes, their perfor-
mance declines significantly. This indicates
a reliance on learned dataset-level patterns
rather than true multimodal understanding.

» Textual Bias Advantage of SDIF-DA and
MulT: In contrast, SDIF-DA and MulT tend
to perform better on textually biased samples
because they more effectively leverage the tex-
tual modality. SDIF-DA’s use of text as the
query during attention and MulT’s learning of
higher textual attention weights enable these
models to capitalize on strong textual signals,
resulting in superior performance in such sce-
narios (whereas MAG-BERT and MISA lag
behind).

9.9.3 Challenges for Small-Scale Multimodal
Models

Although small-scale models are theoretically ca-
pable of adopting fusion strategies similar to MAG-
BERT or SDIF-DA, in practice, they often struggle
due to limited data and capacity:

* Inadequate Learning of Relative Modality
Weighting: Small models may lack the ca-
pacity to learn fine-grained weighting across
modalities. Even with adaptation gates, their
training tends to capture coarse, dataset-level
patterns or class-level correlations, rather than
instance-level relevance.

* Poor Feature Alignment: With limited train-
ing examples, small models frequently fail to
properly align feature vectors across modali-
ties before fusion. Misaligned representations
can exacerbate modality gaps and reduce the
effectiveness of subsequent fusion operations.

* Overfitting to Dominant Modalities: When
datasets are small and biased, small models
are prone to overfitting on the most informa-
tive modality (often text), neglecting comple-
mentary cues from vision or audio. This im-
balance further degrades performance on in-
puts where non-textual modalities carry criti-
cal signals.
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Figure 13: Three frames from the video with the speaker saying: It’s a pipe organ. The speaker is the shadow in the
first frame

Figure 14: Three frames from the video with the speaker saying: Ugh, calm down

9.9.4 Implications for Model Design

These observations highlight the need for more
adaptive fusion mechanisms that can dynamically
adjust to varying modality importance at the input
level. Future work could explore:

* Dynamic Modality Weighting: Developing
models that can assess the relevance of each
modality for a given input and adjust their
fusion strategy accordingly.

* Instance-Level Adaptation: Incorporating
mechanisms that allow models to adapt their
processing based on the specific characteris-
tics of each input instance, rather than relying
solely on patterns learned from the overall
dataset.

* Robust Training Strategies: Employing
training approaches that expose models to a
diverse range of modality combinations and
importance levels, encouraging the develop-
ment of more flexible fusion capabilities.

* Data-Efficient Alignment Techniques: De-
signing lightweight pre-alignment modules or
self-supervised objectives that ensure proper
cross-modal feature alignment, even under
limited-data regimes.

By addressing these limitations, future multi-
modal models, both large and small, can achieve
more robust and generalizable performance across
a wider range of input scenarios.

9.10 Error Analysis

We also analyze several error cases that might lead
to a reduction in performance. Textual large lan-
guage models (LLMs) like Mistral often struggle
to generate responses in a formatted manner (Fig.
17). Textual LLMs fail to classify sentences like
"ugh, calm down".

The original label for the utterance is Taunt, as
indicated by visual and audio cues (Fig. 14), show-
ing the speaker’s sarcastic tone. However, a textual
LLM misclassifies it as Comfort because of the
presence of the phrase "calm down." Textual LLMs
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Input: anyway, zephra also asked me to set up a video conference

Actual Label: Inform

Predictions: Arrange

Explanation: The speaker is arranging or planning for a video conference as per Zephra's request.

Input: this is a great debate for another time.

Actual Label: Praise

Predictions: Leave

Explanation: The speaker is suggesting to postpone or leave the discussion for another time.

Figure 15: Textual LLM confusion between highly correlated intent labels

Input: not everyone can pull off a vest.
Ground Label: Flaunt

Generated Text: Based on the video, it
is difficult to determine the exact
emotion or intent of the speaker. The
speaker could be trying to persuade the
other person, share a joke, or simply
engage in a casual conversation. Without
more information, it is challenging to
pinpoint the exact emotion or intent of
the speaker.

Figure 16: Multimodal LLMs struggle in tasks apart
from object detection or image-based question
answering

rely on processing discrete blocks of text to as-
sociate them with specific intent labels. Without
access to visual cues such as the speaker’s facial
expressions, like a smile or smirk, these models
fail to correctly classify such utterances as Taunt.
The challenge lies in the LLMs’ inability to in-
tegrate non-verbal cues crucial for understanding
intent accurately. In this case, the absence of vi-
sual information depicting the speaker’s sarcastic
expression leads the LLM to misinterpret the in-
tended meaning of the utterance. This limitation
highlights the current gap in multimodal under-
standing where textual LLMs, lacking access to
visual and auditory context, struggle to interpret
nuanced forms of communication that heavily rely
on non-verbal cues like tone and facial expressions.
Multimodal models can struggle to accurately
classify sentences like "it’s a pipe organ" when the
video does not prominently feature the pipe organ
(Fig. 13), resulting in confusion and misclassifi-
cation. When critical visual elements such as the
speaker’s face or the relevant object are not in fo-
cus or clearly visible, these models face challenges
in interpreting the context correctly. This limita-
tion highlights the difficulty multimodal models
encounter when the visual context is ambiguous or

Input: ‘'cause we figured you weren't interested.
### Ending

oh, that's why.
### Ending

oh, that's why.
### Ending

oh, that's why.
### Ending

oh, that's why.
### Ending

oh, that's why.

### Ending

Figure 17: Textual LLM unformatted response
generation despite finetuning

does not align well with the verbal content (Fig. 1).

In the scenario described, despite the speaker’s
intention to introduce the pipe organ to the audi-
ence, the multimodal model misclassifies the state-
ment, potentially as Inform or Explain, based on
the visual cues available. This misclassification
demonstrates that while multimodal models can
leverage additional visual and auditory information
for enhanced understanding, they are also suscep-
tible to errors when these cues are inadequate or
misleading.

Therefore, while multimodal models offer ex-
panded capabilities by integrating visual and tex-
tual inputs, their effectiveness heavily relies on
the quality and alignment of these modalities. In-
stances, where visual cues are not presented or are
secondary in focus, pose significant challenges to
accurate classification, emphasizing the complex-
ity involved in multimodal understanding and the
ongoing need for improved model robustness and
contextual interpretation.

Despite their advanced capabilities, GPT-4 faces
challenges in distinguishing between highly corre-
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lated labels due to the absence of multimodal cues
(Fig. 15).

Introducing video input in the form of frames
(Fig. 2) adds another layer of complexity for mod-
els. When the spoken words do not align with
the visual content or when critical visual cues are
unclear or ambiguous, models may struggle to inte-
grate and interpret multimodal information effec-
tively. This discrepancy between audio and visual
cues poses challenges for tasks like intent detection,
where cohesive understanding across modalities is
essential for accurate decision-making.

While proficient in object detection and visual
question-answering, Multimodal LLMs encounter
difficulties in intent detection tasks (Fig. 16). This
is reflected in lower accuracy scores observed in
Table 17 and Table 18, where the complexity of
understanding and categorizing intents from com-
bined textual and visual inputs becomes evident.

9.11 Input Adaptive Modality Selection

Based on the results from the three-phase exper-
imental study, it has become evident that mul-
timodal intent detection frameworks that learn
modality patterns or assign modality weights at the
dataset or label level tend to perform suboptimally.
This is primarily because the optimal combination
of modalities required for accurate classification
can vary significantly across individual inputs, even
those belonging to the same label category. Hence,
future multimodal intent detection systems should
shift their focus toward identifying the appropri-
ate modality combination at the input level. To
effectively leverage this insight, systems should in-
corporate dynamic routing mechanisms that direct
each input to specialized expert models trained on
specific combinations of modalities best suited for
that input’s characteristics.

To explore the feasibility of input-adaptive
modality selection, we trained a lightweight neu-
ral network classifier to predict the most suitable
modality combination for each sample. The model
concatenates feature vectors from all modalities,
applies self-attention to capture cross-modal in-
teractions, compresses the features to half their
original dimensions, and classifies them into one
of five modality categories: Text, Text+Video,
Text+Audio, Video+Text+Audio, or Video. This
classifier achieved an accuracy of 76.14% and an
F1 score of 20.59% on MIntRec-1, and 72.61% ac-
curacy with a 19.05% F1 score on MIntRec2.0. The
relatively high accuracy but low F1 scores indicate

that while the model performs well on the major-
ity class (typically text-only samples), it struggles
to correctly identify less frequent and more com-
plex modality combinations. This performance
gap can be explained by two key factors: (i) the
dataset is heavily imbalanced, with a large num-
ber of textually-biased samples, and (ii) the feature
representations from different modalities are often
misaligned in the shared space, making it difficult
for the model to learn effective cross-modal depen-
dencies.

These findings reinforce the need for input-
adaptive multimodal integration strategies. Rather
than relying on static modality fusion, future sys-
tems should be designed to dynamically identify
and utilize the most relevant modalities based on
the specific characteristics of each input. For ex-
ample, intents such as Apologize or Thank of-
ten contain clear textual cues, making additional
modalities unnecessary, while intents like Com-
plain, Flaunt, or Inform may rely on visual or
acoustic signals to be correctly understood. This
suggests that even within the same intent category,
individual samples benefit from different modality
combinations. A promising direction is to develop
a mixture-of-experts framework, where each expert
model specializes in a particular modality combi-
nation, and a learned routing module selects the
most appropriate expert for a given input. Such
an approach would allow the model to adaptively
leverage modalities when beneficial and ignore
them when redundant or noisy. However, realizing
this vision requires better-balanced datasets and
training protocols that fairly represent all modal-
ity configurations. Addressing these challenges
is essential for building truly adaptive and robust
multimodal systems that can generalize well across
diverse real-world inputs.
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