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Abstract

The large language models (LLMs) learning
framework for math problem generation (MPG)
mostly performs homogeneous training in dif-
ferent epochs on small-scale manually anno-
tated data. This pattern struggles to provide
large-scale new quality data to support con-
tinual improvement, and fails to stimulate the
mutual promotion reaction between generation
and reasoning ability of math problem, result-
ing in the lack of reliable solving process. This
paper proposes a synthetic data based contin-
ual learning framework to improve LLMs abil-
ity for MPG and math reasoning. The frame-
work cycles through three stages, “supervised
fine-tuning, data synthesis, direct preference
optimization”, continuously and steadily im-
prove performance. We propose a synthetic
data method with dual mechanism of model
self-play and multi-agent cooperation is pro-
posed, which ensures the consistency and va-
lidity of synthetic data through sample filtering
and rewriting strategies, and overcomes the de-
pendence of continual learning on manually
annotated data. A data replay strategy that as-
sesses sample importance via loss differentials
is designed to mitigate catastrophic forgetting.
Experimental analysis on abundant authorita-
tive math datasets demonstrates the superiority
and effectiveness of our framework.

1 Introduction

Math problems are crucial means of knowledge
propagation and learning assessment in teaching,
but the high cost of manual compilation can no
longer meet the growing demand for personalized
learning (Koncel-Kedziorski et al., 2016). The
preparation of high-quality math problems requires
that teachers have professional knowledge and
teaching experience, since they not only need to

“indicates corresponding author.

consider multiple dimensions, including difficulty
gradient, question type and knowledge point, but
also should reasons detailed solving process and
standard answers (Liu et al., 2024).

In view of its unique educational value and po-
tential application, researchers have carried out in-
depth studies on math problem generation (MPG)
and proposed a series of rule-based or deep neu-
ral network methods (Deane and Sheehan, 2003;
Polozov et al., 2015; Koncel-Kedziorski et al.,
2016; Nandhini and Balasundaram, 2011; Williams,
2011; Scarlatos and Lan, 2023; Wu et al., 2022;
Zhou and Huang, 2019; Wang et al., 2021; Cao
et al., 2022, 2021). However, these methods de-
pend on pre-prepared reference problems or equa-
tion templates, thus the generation process is more
regarded as reconstructions and transformation of
training data. The lack of promotability leads to
uncontrollable and homogenization of generated
problems.

Large language models (LLMs) can respond to
diverse queries due to the ability of in-context learn-
ing and instruction following, providing a new way
to realize the controllable generation of personal-
ized math problems. Previous studies have shown
that LLMs can be guided to generate math prob-
lems that meet the requirements based on few-shot
prompting(Drori et al., 2022; Zong and Krishna-
machari, 2023). This method is simple and effi-
cient, but it relies on the quality of context, which
makes it difficult to ensure generation quality and
content consistency in the face of complex math
problems. Other researchers embraced the mind
of data-centric artificial intelligence, which injects
LLMs with new expertise or capabilities through
fine-tuning based on solidified model architecture.
Relying on high-quality human-annotated datasets,
the generation quality and controllability of LLMs
have been significantly improved (Christ et al.,
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2024; Liu et al., 2024).

Despite the effectiveness of naive supervised
fine-tuning, current LLM learning frameworks for
MPG still exhibit notable limitations. First, the in-
teractive relationship between MPG and math rea-
soning (MR) ability remains insufficiently explored.
Current learning framework separates the closely
related ability of MPG and MR, fails to effectively
use common knowledge to improve training effi-
ciency, and leads to the loss of completeness of
the generated problems due to the lack of reliable
reasoning. Second, high-cost manually annotated
data struggles to support the continual learning
(CL) of LLMs. Synthetic data is able to broaden
the connotation boundaries of the original corpus,
but there is no CL framework to consider the cor-
responding synthetic data algorithm. Finally, the
catastrophic forgetting in CL process causes LMMs
to lose previously acquired knowledge. Mitigating
catastrophic forgetting is a key challenge in ensur-
ing steady improvement of LLMs capabilities.

To address these challenges, we propose a syn-
thetic data based CL framework to improve the
MPG and MR of LLM. The framework includes
three stages in each iteration: supervised fine-
tuning (SFT), data synthesis, and direct prefer-
ence optimization (DPO). In SFT phase, we use
high-quality synthetic data (one sample includes
“query-problem-solution”) to fine-tune the target
LLM, giving it the generation ability of math prob-
lems and corresponding solving. In data synthesis
stage, we construct MPG query based on random
sampling and rely on the fine-tuned LLM in this
iteration to generate a large amount of initial syn-
thetic data. We establish two mechanisms of model
self-play and multi-agent cooperation to ensure the
consistency and validity of synthetic data. The
former significantly filters out the synthetic data
with inconsistent content, while the latter directly
evaluates data quality and performs secondary syn-
thesis. According to the above two mechanisms,
the synthetic data in this iteration will be divided
into three groups: support the DPO in this iteration,
support the SFT in the next iteration, or directly
discarded. In the DPO stage, the LLM learns high-
quality problem modes and standardized solving
steps from positive examples, and avoids common
vulnerabilities and logic errors from negative ex-
amples.

Notably, we design a data replay strategy to eval-
uate sample importance based on the loss differ-
entials, and selectively incorporate important his-

torical samples into the newly synthesized data to
ensure that LLM continues to learn new knowledge
while maintaining stable mastery of acquired ca-
pabilities. Extensive qualitative and quantitative
analyses on authoritative datasets demonstrate that
the LLM trained with our framework outperforms
both general or math-specific LLMs in MPG and
MR.

The main contributions of this paper are summa-
rized as follows:

* We propose a synthetic data based CL frame-
work for LLMs, deeply explore the mutual
promotion relationship between MPG and
MR, and realize the collaborative improve-
ment of the two abilities on a single LLM.

* We propose a synthetic data method with
model self-play and multi-agent cooperation
mechanism. On the premise of sample valid-
ity, the dependence of LLM CL on manually
labeled data is overcome.

* A data replay strategy based on loss differen-
tials to assess sample importance is designed
to mitigate catastrophic forgetting of large
models accompanied by CL.

 Sufficient qualitative and quantitative con-
clusions on multiple authoritative datasets
demonstrate the advancement and effective-
ness of the proposed framework.

2 Methodology

This section presents our continual learning frame-
work and data synthesis method using model self-
play and multi-agent collaboration. The approach
starts with a base language model and undergoes
continual learning through iterative stages of SFT
and DPO, until performance converges or reaches
maximum iterations, as shown in Figure 1.

2.1 Initialization

Our approach initially assumes access to a large lan-
guage model My, a small amount of high-quality
manually annotated math problem generation data
D57 (data structure includes problem statement,
knowledge points, difficulty level, question type,
solution, and answer, see Section 3.1), and three
LLM-driven agents A1, Az, and As. My undergoes
training and updates during the continual learning
process, producing models My, Mo, ..., M, where
T represents the total number of iterations.
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Figure 1: Overview of the framework

2.2 SFT Step

This stage performs supervised learning on Dy "
to meet task requirements. The model is fine-tuned
using cross-entropy loss between predictions and
labels. For dataset D77 with prompts q and re-
sponses a, the log-likelihood loss is:

Zloth (ai | asic1,9)| (D)

(g:a)~ DSFT

Here, M; is the current model and M;_gp7
the trained model, where Mi(a | q) =
Hf\i 1 M (ai | a<i, q) is the conditional probabil-
ity of response a given q. N is the sequence length,
i the timestep, and D7 evolves during training.

Initial supervised learning (i.e., t=0, T=1) estab-
lishes fundamental problem generation and reason-
ing capabilities, enabling subsequent synthetic data
construction and DPO alignment.

2.3 Data Synthesis: Self-Play and
Multi-Agent Collaboration

This section details how to construct synthetic data
with high quality density by means of large lan-
guage model self-play mechanisms and multi-agent
collaboration. Our proposed approach ensures the
quality and reliability of the generated data through
two complementary validation mechanisms, which
evaluate and optimize the generated math problems
from different perspectives.

2.3.1 Generating New Problem Requests
Based on the distribution of annotated data Dg FT
we construct a task space with 6 basic question
types, 1200+ math knowledge points, and three dif-
ficulty levels. Using random sampling, we gener-
ate 50K unique problem instructions I per training
round by combining 1-3 knowledge points, ques-
tion type, and difficulty level (detailed analysis in
Appendix B). This method ensures high diversity
and validity of generated instructions while avoid-
ing invalid or duplicate instructions through the
introduction of randomness.

2.3.2 Building Preference Data and SFT Data

Generating Responses. First, for each instruction
q in I, we utilize the supervised fine-tuned model
M;_gspr from each round of continual learning
(see Section 2.2) to generate a complete problem
sample a, which includes both the problem state-
ment Q and detailed solution steps R;. Subse-
quently, we evaluate and validate each generated
math problem a through the following two mecha-
nisms from different perspectives and approaches,
continuing until all instructions in I have been uti-
lized.

Self-Play Mechanism. The self-play mechanism
(SPM) ensures data quality through adversarial gen-
eration and validation by the model itself, which
acts as both question setter and solver. As a set-
ter, the model generates problems with detailed
solutions; as a solver, it independently solves the
previously generated problem and compare its so-
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lution process with the original solution to verify
the consistency and solvability of the generated
problem.

The specific process is as follows: (1) Creating
an identical but independent model copy M hgdow
of the current SFT-trained model. This setup simu-
lates the role of an independent solver; (2) For the
currently generated problem sample a, decompos-
ing it into a question statement Q and solution Ry;
(3) Qis provided as input to ;7349 which inde-
pendently generates solution steps Ra; (4) The two
sets of solutions are compared to generate a binary
consistency signal C' = SPM(Q, R1, R2) (See
Appendix C for details). When the two solutions
are consistent, C=1; otherwise, C=0.
Multi-Agent Collaboration Mechanism. Dif-
ferent models can bring novel ways of thinking
about knowledge reasoning, enabling consideration
from multiple perspectives and capturing issues
that might be difficult to identify from a single view-
point. The multi-agent collaboration mechanism
(MCM) ensures problem quality through multi-
perspective evaluation by introducing three exter-
nal agent models with distinct expertise, guided by
different role prompts (see Appendix M).

The specific design is as follows: (1) Expert eval-

uation: models A; and As independently evaluate
problem a within their domains, maintaining re-
sponse independence; (2) Comprehensive decision-
making: based on these responses of A; and Ao,
Aj either synthesizes consensual perspectives into
a hierarchical viewpoint system, or analyzes con-
flicts by identifying specific points of contention
and finding reasonable compromises through de-
tailed evaluation. Finally, A3 generates a binary
quality assessment signal L and feedback sugges-
tions E, denoted as L, E = MCM/(q,a), where
L=1 and E=Null for flawless problems, otherwise
L=0 with E containing error descriptions and mod-
ification suggestions.
Data Optimization and Categorization. Based
on the dual validation results from self-play and
multi-agent collaboration, we establish an adap-
tive data classification framework that categorizes
data into three classes (see Appendix D for data
generation results from the first two rounds):

1. SFT Data: Data with consistent self-play sig-
nals and no quality assessment defects. Af-
ter screening for difficulty level and remov-
ing data with incorrect formats, these samples
serve as candidate SFT data for the next stage

of continual learning, denoted as Df flT—Syn
(complete dataset also includes replay data,
see Section 2.5.1): folT—Sy" ={(¢q,a) | g~

I,a ~ Mt—SFT(' ‘ q),C’ =land L = 1}

2. Preference Data: Based on findings that LLMs
can improve outputs through self-assessment
or external feedback (Madaan et al., 2024,
Zhang et al., 2024), we enhance data with
inconsistent self-play signals and quality as-
sessment defects by: using the solution Ry of
replica model and feedback E of expert model
as contextual prompts for the current genera-
tion model M;_gp7 to self-improve the ini-
tial problem a, resulting in improved problem
a’. After filtering format errors, these con-
stitute the preference dataset DO for the
current round: DPFC = {(q,a,d’) | ¢ ~
Ia ~ Mi_spr(- | q),d" ~ M;_spr(- |
q,a,Ro, F),C = 0and L = 0}.

3. Abandoned data: When signals from self-play
and multi-agent collaboration are inconsistent
(i.e., C+L=1), we adopt a conservative strat-
egy by directly discarding such data to ensure
data quality.

Without requiring manual annotation, we ensure
the high quality and reliability of data used for sub-
sequent training. Experimental results demonstrate
that this dual validation framework significantly
enhances the quality of generated data, thereby im-
proving the overall performance of model.

2.4 DPO Step

This stage enhances problem quality evaluation and
reasoning through preference learning. We con-
struct DPPO with positive and negative samples
(Section 2.3.2) and optimize using direct prefer-
ence optimization (Rafailov et al., 2024). DPO
fine-tunes the model directly on preference data,
maximizing:

) . Mi_ppo(a'la) _ - M;_ppo(alg)
logo (6 log i‘;t—SFT("'I“I) Blog NIi—SFT("’lQ))
(2

where M;_ppo and M;_gpr are target and refer-
ence model distributions respectively, and 3 con-
trols their divergence. The trained model initializes
the next iteration: M1 = M;_ppo.

(¢.a,0')~DPFO

2.5 Continual Learning with Synthetic Data
2.5.1 Replay Mechanism

In continual learning, models face catastrophic for-
getting and efficiency challenges. Our proposed
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experience replay-based strategy addresses these
through dynamic sampling and knowledge accumu-
lation, ensuring stability while facilitating efficient
knowledge transfer to new tasks.

History Data. The historical dataset Dp,;; consists
of the following two sources:

1. SFT Data: Training data from SFT steps in
previous training rounds: Dy = U_ DPFT.

2. DPO Data: Positive samples from pref-
erence data pairs in previous DPO train-
ing rounds: Dy = Ui{rlr =
(q,a’) where(q,a,a’) € DPPOY, where 7
represents the dataset constructed by remov-
ing negative samples from all preference data
pairs in the DiD PO dataset. The final historical
dataset is defined as Dp;st = Dsfi D Dapo-

Dynamic Selection. We measure impact of new
knowledge on existing knowledge through loss
differentials to identify forgetting-prone historical
data. For (q,a) € Dp;st, the forgetting score is:

J(g,a) = LMy, Reptay (¢,0) = Lm,_ppol(q;a)

3)
where L7, 5., Tepresents the loss value of model
M;_ppo obtained after the previous training round
on this historical data; Lasy,_p,..,, TEPresents the
loss value on this data from model My, Repiays
which is obtained by continuing to the next training
round without replay after the previous round ends.
If the forgetting score of this historical data exceeds
the average loss y of all historical data on model
M;_ppo, it is considered forgotten.

Additionally, we replay high-difficulty data
where Ly, ,» €xceeds i, indicating insufficient
learning in the previous round. The replay dataset
combines both types: D;" = {(¢,a)|T(¢,a) >
p}U{(g,a)|La,_ppo(q:a) > u}. This D} and
D2IT-*" form SFT dataset DYf}T for next itera-

t+1
tion.

2.5.2 Continual Learning

From base model M, we train models M7, Mo,
M3 over T=3 iterations (M5 selected as experimen-
tal model, see Section 4.4). Each M, is trained
through SFT and DPO on D?*T and DPFO re-
spectively (synthesis process in Section 2.3).

We define the models and their training data as
follows, at iteration T (t=T-1):

M1 = DPO(SFT(M;, DYFT), DPTO)

where the training data DyfT = D;h U

DYFTY" consists of replay data and synthetic

data, and DPTC comprises preference pairs ob-
tained from optimized synthetic data.

Note that the continual learning process is op-
tional, as it may lead to performance degradation
when data quality is poor or when the model expe-
riences overfitting.

3 Experiments

3.1 Experimental Setup

Base Model. We use Qwen2-7B-Instruct and
DeepSeekMath-7B-Instruct as our initial base mod-
els My, to validate the effectiveness of our method
on both general-purpose and specialized math mod-
els.

Agent Model. We select Qwenl.5-72B-Chat,
Qwen2-72B-Instruct and Qwen2.5-72B-Instruct as
the external agent models A, A5 and As of our
method, respectively (For details, see Appendix E).
SFT Data Initialization. We collect math exami-
nation and classroom test problems with their de-
tailed solution processes from elementary to junior
high school levels. Using manual annotation meth-
ods, we label the collected problems along three
dimensions: question type, knowledge points, and
difficulty level. Through reverse reasoning, we gen-
erate problem generation prompt for each problems
based on these three annotations. Finally, we con-
struct query-answer pairs (where query is problem
generation prompt and answer is the correspond-
ing problem with solution steps), forming the first
round of SFT training data D§F T totaling 18K
samples.

3.2 Evaluation and Metrics

Math Problem Generating. We evaluate the effec-
tiveness of our proposed method by randomly con-
structing 500 unseen problem generation prompts
(For details on the construction method, see Sec-
tion 2.3.1). This approach is similar to Christ et al.
(2024), though our evaluation sample size is twice
as large. Following Liu et al. (2024), we use GPT-
4o to evaluate generated problems across eight di-
mensions: language fluency (LF), logical correct-
ness (LC), content completeness (CC), knowledge
relevance (KR), difficulty appropriateness (DA),
type adaptability (TA), analysis completeness (AC),
and answer accuracy (AA), with scores from 1-10
and supporting rationales.

Math Problem Reasoning. We evaluate our
method on nine English and Chinese math bench-
marks (see Appendix F for detailed dataset de-
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scriptions), including widely used benchmarks like
GSMSK (Cobbe et al., 2021), Math (Hendrycks
et al., 2021), and various Chinese math datasets.
Using evaluation scripts from Gou et al. (2023), we
assess model accuracy through chain-of-thought
reasoning under O-shot settings, except for multiple-
choice problems in GaoKao and CN Middle School
24 which use 5-shot settings.

3.3 Baselines

General Language Models. We select Qwen2-
1.5/7B-Instruct (Yang et al.), Llama-3.1-8B-
Instruct (AI@Meta, 2024), Ministral-8B-Instruct-
2410 (Mistral-Al, 2024b), ChatGLM3-6B, GLM4-
9B-Chat (GLM et al., 2024), Baichuan2-7/13B-
Chat (Yang et al.,, 2023), Yi-1.5-9/34B-Chat
(Young et al., 2024), and Gemma-2-9b-it (Team
et al., 2024) as general model baselines.
Specialized Models Trained On Math. Ad-
ditionally, we select several representative spe-
cialized models in the math domain as base-
lines. These include DeepSeekMath-7B-RL (Shao
et al., 2024), DeepSeekMath-7B-Instruct (Shao
et al., 2024), DeepSeek-Coder-V2-Lite-Instruct
(Zhu et al., 2024), DeepSeek-R1-Distill-Llama-
8B/Qwen-7B (Guo et al., 2025), Internlm2-math-
plus-7/20b (Ying et al., 2024), Mathstral-7B-v0.1
(Mistral-Al, 2024a), and NuminaMath-7B-CoT
(Beeching et al., 2024).

4 Result and Discussion

4.1 Main Results

Math Problem Generating Ability. As shown
in Table 1, our method achieves excellent perfor-
mance on the general model Qwen2-7B-Instruct,
with an average score of 9.401 across all eight di-
mensions, consistently outperforming other base-
line models. The model optimized by our method
shows particularly outstanding performance in
knowledge relevance (KR, 9.786), answer accu-
racy (AA, 9.982), type adaptability (TA, 9.760),
and analysis completeness (AC, 9.270), signifi-
cantly surpassing domain-specific baselines such
as DeepSeek-Coder-V2-Lite-Instruct (KR: 9.476,
AA:9.07, TA: 9.108, AC: 8.556). The optimized
model also achieves high scores in content com-
pleteness (CC, 9.11) and logical correctness (LC,
9.882), demonstrating the ability to generate well-
structured math problems with clear logical pro-
gression.

Importantly, our method shows remarkable ef-

fectiveness on math-specialized models. When
applied to DeepSeekMath-7B-Instruct, our ap-
proach improves its average generation score from
7.256 to 9.025, achieving a substantial improve-
ment of 1.769 points. Notably, both general
models (Qwen2-7B-Instruct) and specialized mod-
els (DeepSeekMath-7B-Instruct) trained with our
method outperform recent advanced distillation
models like DeepSeek-R1-Distill-Qwen-7B (9.401,
9.025 vs. 9.106) and DeepSeek-R1-Distill-Llama-
8B (9.401, 9.025 vs. 7.703) across most metrics.

Model Dimension Ave.

LF LC CC AC AA KR DA TA

DeepSeekMath-7B-RL 8024 8404 7394 7388 8612 B8.682 7.362 7.968 7.979
DeepSeek-Coder-V2-Lite-Instruct - 8484 8916 8494 8556 9.07 9476 8.158 9.108 8.783

DeepSeckMath-7B-Instruct ~ 7.826  7.384 6704 6.434 7416 8.158 671 7414 7.256
DeepSeck-R1-Distill-Llama-88 ~ 7.572 7497 7333 7.265 7.717 8773 7473 7.998 7.703
DeepSeck-R1-Distill-Qwen-7B_ 8.88 9.441 8939 8812 9.391 9.598 8315 9.460 9.106
©7 7 “Internlm2-math-plus7b~ 7314 73487 5996 5884  7.708 7.904 6466 6.096 6.839
s-20b 7056 738 6026 5934  7.65 7764 6492 6362 6.833

Internim2-mat]
Mathstral-7B-v0.1 .
Ministral-8B-Instruct-2410 8.448 8486 8.11 8232 8432 883 7.682 8628 8356

Baichuan2-7B-Chat 7322 5576 5912 5296 5.056 7418 6214 6.884 6.209
Baichuan2-13B-Chat 6.814 5238 5494 503 4792 7.034 598 635 5842

Yi-1.5-9B-Chat 8214 7.66 7.628 7432 7502 8722 7512 8336 7.876
Yi-1.5 at 8322 8176 8.136 7916 7.972 9.092 7.872 8.892 8297

Our-DeepSeekMath-7B-Instruct ~ 8.666 9.454 8.656 8.772 9.512 9.48 8288 9374 9.025

Our-Qwen2-7B-Instruct 8.88 9.882 9.11 927 9982 9.786 8.54 9.76 9.401

Table 1: Math Problem Generation Results (Bold: best,
Underline: second best).

Math Problem Reasoning Ability. As shown in
Table 2, our method demonstrates exceptional per-
formance across various math reasoning bench-
marks. For English benchmarks, Qwen2-7B-
Instruct optimized by our method achieves the
best accuracy of 90.1% on GSMS8K, and on the
MATH, our method enables Qwen2-7B-Instruct
to reach an impressive 60.7%, showing outstand-
ing performance among 7B-parameter models.
On advanced benchmarks such as Minerva Math,
GaoKao 2023 En, and CollegeMath, our optimized
models achieve 27.9%, 54.3%, and 39.5% respec-
tively, approaching the performance of the best-
performing models.

For Chinese benchmarks, the advantages of our
method become more pronounced. On CMATH,
our optimized Qwen2-7B-Instruct achieves the best
result of 91.0%, surpassing DeepSeek-R1-Distill-
Qwen-7B (90.0%). On CN Middle School 24, our
model leads significantly with 74.3% accuracy, far
exceeding the strongest baseline DeepSeekMath-
7B-RL (67.3%).

Our method demonstrates broad applicability
in math reasoning tasks, bringing significant im-
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provements to both general-purpose model like
Qwen2-7B-Instruct and math-specialized model
like DeepSeekMath-7B-Instruct.  Qwen2-7B-
Instruct shows improvements of 4.4%, 15.0%,
7.5%, and 19.8% on GSMS8K, College Math,
CMATH, and CN Middle School 24 respectively,
while DeepSeekMath-7B-Instruct also gains 3.9%,
7.7%, 4.1%, and 14.8% on these benchmarks.

These results demonstrate that training the model
to generate problems with complete solutions en-
hances both generation and reasoning capabilities
through a “teaching to learn” effect. The experi-
ments validate our training strategy and the effec-
tiveness of our proposed data synthesis and replay
mechanisms.

4.2 Ablation Study

As shown in Figure 2(a), our ablation experiments
across eight evaluation dimensions demonstrate
significant improvements after SFT training, with
key metrics LC, AA, and AC increasing by 0.302,
0.402, and 0.292 points respectively. In the DPO
phase, the self-play mechanism shows improve-
ments across most dimensions except LF, while
the multi-agent collaboration mechanism increases
LC by 0.136 points compared to SFT. The combi-
nation of both mechanisms achieves optimal per-
formance, with scores of 9.094 (LC), 9.402 (KR),
and 9.450 (TA), validating the effectiveness of our
dual-mechanism approach in ensuring data quality
and diversity.

Furthermore, as shown in Figure 2(b), ablation
experiments on GSM8K, MATH, CMATH, and CN
Middle School 24 demonstrate that SFT improves
performance by 0.5%, 3.1%, 1.7%, and 7.9% re-
spectively. In the DPO phase, the self-play mech-
anism further increases accuracy by 0.5%, 0.7%,
1.3%, and 2.0%, while the multi-agent collabora-
tion shows notable improvements particularly on
MATH (1.6%) and CN Middle School 24 (2.9%).
The combined mechanisms achieve optimal perfor-
mance with accuracy rates of 87.0%, 58.0%, 87.0%,
and 66.3% respectively, demonstrating their com-
plementary nature.

4.3 Effect of Multi-agent Collaboration

To validate the effectiveness of our proposed multi-
agent collaboration method, we conducte abla-
tion experiments comparing three alternative ap-
proaches: (1) Single-Model Role-playing: a single
large model (A3) with different prompts; (2) Multi-
Model Voting: majority voting from three models

(a) (b)

Figure 2: (a) Ablation studies in math problem
generation during first round of continual learn-
ing. My denotes base model, +SFT indicates SFT
training on Mo, +DPOgei5—piay tepresents DPO
training using only Self-Play generated synthetic
data, +DPOMulti—agent Collaboration indicates exclu-
sive use of Multi-agent Collaboration, and +D PO,
represents simultaneous use of both mechanisms; (b)
Ablation studies in math problem reasoning with same
setup as generation task.

(A1, As and A3); (3) Multi-Model Collaboration:
our proposed multi-agent collaboration method.

As shown in Figure 3(a), we evaluate these three
methods on eight dimensions of math problem
generation capability using the Qwen2-7B-Instruct
model during the first round of iteration training.
Additionally, we assess these methods on four math
reasoning benchmarks, with results shown in Fig-
ure 3(b).

(a) (b)

Figure 3: Performance comparison of collaboration
methods on (a) math problem generation and (b) math
reasoning.

The experimental results demonstrate that in
the math problem generation task, our multi-agent
collaboration method excels in most dimensions,
achieving the highest scores in LF, LC, CC, AC,
AA, DA, and TA. Only in KR did the single-model
role-playing approach marginally outperform our
method. In the math reasoning task, our proposed
multi-agent collaboration method performs either
better than or comparable to the other two meth-
ods across all four math test sets. Notably, on the
CN Middle School 24 benchmark, it shows an im-
provement of 5.2 percentage points compared to
the single-model method and 6.9 percentage points
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Model EN Benchmark ZH Benchmark
GSMSK MATH Minerva Math GaoKao 2023 En  Olympiad Bench CollegeMath GaoKao CMATH CN Middle School 24

DeepSeekMath-7B-RL 88.2 524 20.6 43.6 19.0 375 33.6 86.7 673
DeepSeek-Coder-V2-Lite-Instruct 87.6 61.0 294 56.1 264 39.8 511 89.8 66.3
DeepSeekMath-7B-Instruct 829 46.8 213 413 14.7 30.2 313 84.6 54.5
DeepSeek-R1-Distill-Llama-8B 87.0 63.3 26.5 522 227 322 41.2 82.8 525
DeepSeek-R1-Distill-Qwen-7B 89.5 69.8 324 58.2 264 36.4 424 90.0 49.5

© Internim2-math-plus-7b ¢ 840 544 173 5010 188 362 345 827 327
Internlm2-math-plus-20b 87.9 56.5 20.2 51.9 23.1 375 36.1 81.3 33.7

" Mathstral-7B-~v0.1 ¢ 849 566 162 460 215337 316 767 426
Ministral-8B-Instruct-2410 87.8 55.2 23.9 47.0 20.7 329 44.7 82.3 61.4

Qwen2-1.5B-Instruct 64.1 25.1 5.5 19.7
Qwen2-7B-Instruct 85.7 529 19.5 36.4

© ChatGLM3-6B & 521 243G 33 79
GLM4-9B-Chat 85.4 51.3 20.2 43.6

o Baichuan2-7B-Chat 302 80 G 22 n2 -
Baichuan2-13B-Chat 453 9.3 4.4 15.3

© Yi-1.59B-Chat ¢ 836 518 224 460
Yi-1.5-34B-Chat 88.3 55.6 24.6 44.7

T Gemma2-9b-it ¢ 888 499 279 457

" Our-DeepSeekMath-7B-Instruct 868 514 300 418
Our-Qwen2-7B-Instruct 90.1 60.7 27.9 54.3

21.3 245 35.1 83.5 545
”””” 44 128 186 40 406
187 30.6 412 86.0 663
”””” 24 47T Iss 71290
25 75 159 543 30.7
A b ) I A 23 745634
19.0 30.8 239 80.2 485
154 s 331 83 s45
N T 358 887 693
193 39.5 41.6 91.0 743

Table 2: Math Problem Reasoning Results (Bold: best, Underline: second best).

compared to the majority voting method.

These results validate the effectiveness of our
proposed multi-agent collaboration mechanism,
demonstrating that collaborative interaction among
multiple agents with distinct roles provides more
comprehensive and higher-quality outputs than ei-
ther single models with different prompts or simple
majority voting approaches.

4.4 Effect of Continual Learning

In both math problem generation and reasoning
tasks, our continual learning strategy demonstrates
significant performance improvements. As shown
in Table 3, for the math problem generation task,
the base model M achieves an average score of
8.639 across eight evaluation dimensions. After
the first iteration (M7) and second iteration (M>),
the average scores increase to 8.936 and 9.401 re-
spectively, validating the effectiveness of continual
learning in generation tasks.

Di .
Iterations imension e

LF LC CC AC AA KR DA TA
iter 0 8.526 854 8536 8376 8494 9392 8.134 9.112 8.639

iter 3 8.77 9.564 8.846 8.998 9.668 9.586 8382 9476 9.161

Table 3: Model performance across dimensions varies
with iteration count (iter O: base model, iter 1-n: subse-
quent training iterations).

As shown in Table 4, for math reasoning tasks,
the base model M| achieves an average accuracy
of 45.933% across nine benchmark tests. After the
first iteration, model performance improves signifi-
cantly to 52.389% (+6.456%), with MATH and CN-
Middle-School-24 increasing by 5.1% and 11.8%

respectively. The second iteration further enhances
model capabilities, reaching an average accuracy
of 55.411%, achieving improvements ranging from
2% to 8% on most benchmark tests.

We find that the third round of continual learning
shows the smallest benefit, so in our main experi-
ment we report the results of two rounds of contin-
ual learning (Detailed analysis in Appendix G).

4.5 Effect of Data Replay

As shown in Table 5, our loss-based dynamic re-
play strategy (Loss Replay) outperforms baseline
strategies (No Replay without historical data replay
and All Replay with complete historical data re-
play) across math reasoning benchmarks. Loss Re-
play achieves higher accuracy on GSM8K (89.9%
vs. 86.3%, 87.3%), MATH (59.1% vs. 57.5%,
58.9%), and Minerva Math (27.9% vs. 24.3%,
25.7%). It also performs optimally on Chinese
tasks CMATH (89.3%) and CN-Middle School 24
(72.3%). These results demonstrate our strategy
effectively balances performance preservation and
training efficiency.

4.6 Analysis of Synthetic Data Quality

We conduct quality analyses on the synthetic pref-
erence and SFT data generated by our framework
(See Appendix H and I for details). For prefer-
ence data, evaluation using InternLM?2-7B-Reward
(model details in Appendix K) shows that 86%
and 84% of the improved responses surpass their
initial versions in iterations 1 and 2, validating
our preference data synthesis approach. For SFT
data, comparison with human-written data using
PPL and BERTScore shows comparable or better
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EN Benchmark

ZH Benchmark

Iterations Avg.
GSMS8K MATH Minerva Math GaoKao 2023 En Olympiad Bench CollegeMath GaoKao CMATH CN Middle School 24
iter 0 85.7 529 19.5 36.4 21.3 24.5 35.1 83.5 54.5 45.933
Citer] ¢ 870 580 250 504 230 351 397 810 663 52.389
Citer2 ¢ 90.1 607 279 543 193 395 46 910 Z¥< 55411
S iter3 ¢ 899 609 2 287 545 199 396 383 913 723 55.044

Table 4: Model performance in math problem reasoning across iterations (iter 0: base model, iter 1-n: subsequent

iterations).
r o EN Benchmark ZH Benchmark
GSM8K MATH Minerva Math GaoKao 2023 En Olympiad Bench CollegeMath GaoKao CMATH CN Middle School 24
oM 870 380 - 250 804 230 B 97 80 663
_ +NoReplay 863 575 3 48 2z 3 G 82 873 o4
_ +AllReplay 873 589 57 04 29 66 G B37 87 603
+ Loss Replay 89.9 59.1 279 52.7 20.0 39.2 40.9 89.3 723

Table 5: Model performance in math problem reasoning under different replay strategies (second training round).

quality (PPL: 3.01/2.37 vs 3.21, BERTScore F1:
66.22/65.42 vs 66.11 for iterations 1/2 vs human
data). The embedding space visualization demon-
strates overlapping distributions between synthetic
and human-written data, confirming similar seman-
tic features and high quality.

4.7 Analysis of Time Complexity and
Resource Consumption

The time complexity of our framework remains
asymptotically linear, expressed as O( fspr(n) +
fopo(n) + M - n), where n is the data size and
M denotes inference complexity.

In the second iteration, training required 17.2
GPU hours ($14.83), with data synthesis account-
ing for about 81% of resources. Overall, the pro-
cess remains cost-effective relative to the perfor-
mance gains (see Appendix L).

5 Related Work

This study builds upon three key research ar-
eas: math problem generation and reasoning with
LLMs, synthetic data generation, and continual
learning strategies.

In the field of math problem generation, research
has evolved from template-based methods to neu-
ral network models, and more recently, toward
LLMs. While LLMs have demonstrated promising
potential in this task, challenges remain regard-
ing consistency of quality and educational value.
For math problem reasoning, researchers have em-
ployed techniques such as prompt engineering, su-
pervised fine-tuning, and multi-agent collaboration
to continually enhance the math reasoning abilities
of models.

Synthetic data generation has been shown to
effectively improve LLM performance, with ex-

isting approaches primarily categorized into three
types: problem-driven methods, knowledge-driven
methods, and model-based autonomous generation.
Meanwhile, the development of continual learning
strategies aims to help models acquire new knowl-
edge without losing previously learned capabili-
ties. To address catastrophic forgetting, researchers
have proposed techniques such as parameter reg-
ularization, structural adaptation, and experience
replay. However, the application of these strategies
to LLMs remains an open area for further explo-
ration.

For a more detailed review of these research
areas, please refer to Appendix A.

6 Conclusion

In this paper, we propose a CL framework based
on synthetic data, and deeply explore the mutual
promotion relationship of LLMs on MPG and MR.
Aiming at the limitation of relying on high-cost
and large-scale manually annotated corpus in CL
process, we design a data synthesis method by com-
bining the model self-play and multi-agent collabo-
ration mechanism, and realize the quality control
of the synthetic data such as filtering and correc-
tion. To mitigate the catastrophic forgetting ac-
companied by CL process, a data replay strategy is
proposed and incorporated into the data synthesis
process. The replay strategy evaluates the impor-
tance of historical samples in terms of loss differ-
entials. Through collaborative training of SFT and
DPO, along with the data synthesis and replay strat-
egy the model achieves significant performance im-
provements in both core tasks of MPG and MR.
This work verifies the validity on multiple authori-
tative datasets, and provides valuable insights for
developing more powerful and reliable math LLMs.
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Limitations

Although our method has shown promising results
and significant progress in various aspects, it is cru-
cial to explore the potential limitations. Firstly, due
to limited computational resources and time con-
straints, we were unable to systematically evaluate
our method on larger language models, which lim-
its our understanding of the generalizability of the
method to models of different sizes. Secondly, the
proposed method involves the collaboration of mul-
tiple large-scale models (including agent models of
scale 72B), which places high demands on comput-
ing resources. For resource-constrained scenarios,
the practicality of this method may be limited.
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A Detailed Related Work
A.1 LLM for Math Problem

In recent years, large language models have made
significant progress in math problem generation
and reasoning.

Math problem generation has evolved from
template-based methods to neural networks, and
finally to large language models. Early template
methods generate through extraction or rewriting
(Deane and Sheehan, 2003; Polozov et al., 2015;
Koncel-Kedziorski et al., 2016; Nandhini and Bala-
sundaram, 2011; Williams, 2011), while neural net-
works (Cao et al., 2021; Scarlatos and Lan, 2023;
Wang et al., 2021; Wu et al., 2022; Zhou and Huang,
2019) improve generation diversity but face se-
mantic challenges. LLM-based methods include
few-shot prompting (Drori et al., 2022; Zong and
Krishnamachari, 2023), which struggles with qual-
ity consistency, and instruction fine-tuning (Christ
et al., 2024), which improves quality but relies on
manual annotation. Despite advances, the controlla-
bility and educational value of generated problems
need enhancement.

In math reasoning, researchers have developed
various methods to enhance LLM capabilities,
which can be broadly categorized into four ap-
proaches: (1) Prompting: activates inherent rea-
soning abilities, with chain-of-thought (Wei et al.,
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2022; Kojima et al., 2022) becoming fundamen-
tal. (2) Fine-tuning: improves problem reasoning
through supervised learning and preference opti-
mization (Ma et al., 2023; Luong et al., 2024; Shao
et al., 2024; Lai et al., 2024). (3) Agent: con-
structs multi-agent systems (Wang et al., 2024a;
Sun et al., 2023) for collaborative problem rea-
soning. (4) Self-optimization: leverages the self-
reflection capabilities of model (Prasad et al., 2024;
Wang et al., 2024b; Yuan et al., 2024; Madaan et al.,
2024; Zhang et al., 2024) for iterative optimization.
Additionally, more comprehensive approaches like
InternLM-Math (Ying et al., 2024) integrate multi-
ple capabilities by unifying chain-of-thought rea-
soning, reward modeling, formal reasoning, and
code interpretation in a seq2seq format, enabling
both problem-reasoning and verification function-
alities in a single framework.

A.2 Synthetic Data

Research shows that high-quality synthetic data
can enhance LLM on task-specific performance.
In math data synthesis, researchers have devel-
oped three main approaches: problem-driven,
knowledge-driven, and model-autonomous gener-
ation. Problem-driven methods build on existing
data, using few-shot prompting for data transfor-
mation, such as increasing reasoning complexity
through additional constraints (Luo et al., 2023) or
enriching problem formulations via semantic para-
phrasing (Yu et al., 2023; Lu et al., 2024; Li et al.,
2023). While technically straightforward, these
methods often produce data structurally similar to
original samples, limiting diversity. Knowledge-
driven methods extract core concepts and problem-
solving strategies from seed data to construct new
reasoning scenarios (Tang et al., 2024), signifi-
cantly enhancing synthetic data diversity. Model-
autonomous generation methods optimize inherent
generation capabilities of model without seed data
dependency (Ding et al., 2024), similar to our ap-
proach.

A.3 Continual Learning

Continual learning develops systems that update
and acquire knowledge while preserving learned
information, similar to human learning (Kenton
and Toutanova, 2019). Various continual learn-
ing methods have been developed to improve lan-
guage models: (1) Constraint-based methods pro-
tect key parameters, using techniques like EWC
(Kirkpatrick et al., 2017) with fisher information

matrix and model distillation (Li and Hoiem, 2017,
Zhang et al., 2020; Monaikul et al., 2021). (2)
Structural adaptation methods add task-specific pa-
rameters (Rusu et al., 2016; Gu et al., 2020; Aljundi
et al., 2017), minimizing impact on old tasks but
increasing model size linearly. (3) Replay methods
preserve past training samples (Bang et al., 2021;
Zhang et al., 2022; Wang et al., 2024c¢) or generate
pseudo-samples (Ke et al., 2021).

While these methods show progress, they are
typically based on smaller models. For LLMs,
constraint-based and structural methods incur ad-
ditional costs, while replay methods are widely
adopted in fine-tuning due to lower overhead.

B Analysis of Problem Requests
B.1 Task Space

The task space is constructed based on three funda-
mental dimensions:

1. Question Types: True/False, Proof, Problem-
Sets, Multiple-Choice, Problem-Solving, Fill-
in-the-Blank.

2. Knowledge Points: Addition of Rational Num-
bers, Two-digit Number Addition, Basic Deci-
mal Addition and Subtraction, Method of Un-
determined Coefficients for Quadratic Func-
tion Expression, Multiplication of Powers
with Same Base, Diagonals of a Parallelogram
Bisect Each Other, Angle Measurement, Ge-
ometric Translation Transformation, Circum-
center, Triangle Inequality Theorem, Practi-
cal Applications of Percentages, Solutions
of Quadratic Equations, Addition and Sub-
traction of Fractions with Like Denominators,
Complex Word Problems Involving Fractions
and Percentages, Trigonometric Values of Spe-
cial Angles, Expression of Inverse Proportion
Functions, Multi-digit Numbers Multiplied
by Single Digits, Systems of Linear Inequali-
ties in One Variable, Solving Proportions, Co-
efficient Reduction to Unity, Properties and
Graphs of Linear Functions, Applications of
Similar Triangles, Polygons, Construction of
Cartesian Coordinate System, Real Numbers,
Formula Method, Division by Single-digit
Numbers, Solving Linear Inequalities in One
Variable, etc.

3. Difficulty Levels: The difficulty scale (0.0-
1.0) is divided into three ranges: Easy (0.1-
0.3), Medium (0.4-0.6), Difficult (0.7-0.9).
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B.2 Problem Requests Format

The unified instruction format is “Please generate
a math problem with question type: {type}, cover-
ing knowledge points: {knowledge point combina-
tion}, and difficulty level: {difficulty}, and provide
step-by-step reasoning and express the final answer
enclosed in \boxed{}.”

B.3 Problem Requests Scale

The initial scale of 50K instructions for synthetic
data in each training round is primarily based on
best practices in the fine-tuning of large language
models. According to technical reports from multi-
ple open-source models, such as Llama2 (Touvron
etal.,2023), BaiChuan2 (Yang et al., 2023), and the
technical presentation of OpenAl(State of GPT!)
at the Microsoft Build 2023 conference, the ideal
training dataset size for supervised fine-tuning typ-
ically ranges from 10K to 100K samples. This
range has been extensively validated to achieve
an optimal balance between model performance
improvement and training costs.

In our methodology, the generation of synthetic
data undergoes a rigorous quality control process.
As shown in Figure 4, during the first round of
training, approximately 54.7% of the synthetic data
(around 27,350 samples) are classified as SFT data
through the dual verification mechanism of self-
play and multi-agent collaboration. These data
require further format verification, including vali-
dation of key phrases (such as \boxed{}) and diffi-
culty requirements. Ultimately, about 87.8% of the
synthetic SFT data (approximately 24,000 samples)
pass the verification process and serve as valid sam-
ples for the next round of SFT training, with subse-
quent rounds following a similar pattern to the first
round. These statistics on data distribution and con-
version rates indicate that setting the scale at S0K
not only ensures sufficient high-quality SFT train-
ing samples but also prevents excessive consump-
tion of computational resources. This choice also
takes into full consideration our computational re-
sources and associated costs. According to budget
assessments, processing instruction generation and
verification tasks at the 50K scale, along with sub-
sequent model training, can be completed within
an acceptable timeframe. Therefore, the scale of
50K both aligns with industry practice standards
and meets our specific requirements.

"https://karpathy.ai/stateofgpt.pdf

C Solution Consistency Assessment in
Self-Play

In the Self-Play mechanism, the consistency assess-
ment of solution steps employs the same evaluation
model A3 as used in the Multi-Agent Collaboration
mechanism. We design a specialized evaluation
prompt (see Appendix M) that enables A3 to con-
duct comprehensive comparative analysis of two
solution approaches for the same problem. This
evaluation process leverages expertise in math rea-
soning of As, analyzing the consistency between
solution strategies, reasoning processes, and final
answers, ultimately outputting a binary signal C to
indicate whether there are substantial differences
between the two solution steps. This assessment
approach not only ensures professional and reliable
evaluation but also maintains efficient processing,
providing crucial criteria for subsequent data filter-
ing.

D Data Statistics

The data synthesis process during the first two
rounds of training is illustrated in Figure 4.
Through self-play mechanisms and multi-agent col-
laboration, we categorize the 50K synthesized math
problems into three groups: In the first round of
training (left figure), 26.6% (approximately 13,300
samples) are further refined into synthetic prefer-
ence data, 54.7% (approximately 27,350 samples)
are classified as synthetic SFT data, and 18.7%
(approximately 9,350 samples) are filtered out as
discarded data. Subsequently, we perform format
verification on the positive responses within the
synthetic preference data pairs. If key phrases such
as \boxed{} are missing, we filter these instances
to ensure data format integrity, resulting in 93.4%
of the synthetic preference data being converted
into the preference dataset for this round. For
the synthetic SFT data, we filter out samples with
difficulty level below 0.3 and those lacking key
phrases such as \boxed{}, resulting in 87.8% of
the synthetic SFT data being converted into the SFT
dataset for the next iteration. Similarly, the data
generation process in the second round of training
(right figure) follows a comparable pattern.

E Detailed of Agent Model

To establish a differentiated expert evaluation sys-
tem, we employ three large-scale models with dis-
tinct characteristics as external agents: Qwenl.5-
72B-Chat and Qwen2-72B-Instruct serve as A; and
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Figure 4: The synthetic data generation process during the first two rounds of training.

Ag respectively, both excelling in open-ended di-
alogue and multi-turn interactions, capable of in-
dependently evaluating problem quality; Qwen2.5-
72B-Instruct, as the latest version with strong com-
prehensive capabilities, serves as As, responsible
for integrating the evaluations from the previous
two models and providing final improvement sug-
gestions.

F Dataset Descriptions

The benchmarks use in our experiments include:
English Benchmarks:

¢ GSMSK (Cobbe et al., 2021), consists of 8.5K
high quality elementary school math problems
created by human writers, which are divided
into 7.5K training problems and 1K test prob-
lems.

e Math (Hendrycks et al., 2021), contains
12,500 challenging math competition prob-
lems, each with a detailed step-by-step solu-
tion, with the dataset divided into a training
set (7,500 problems) and a test set (5,000 prob-
lems).

e OlympiadBench (He et al., 2024), contains
8952 math and physics problems from the
International Olympiad, Chinese Olympiad,
Chinese College Entrance Examination, and
simulations.

* CollegeMath (Tang et al., 2024), the dataset
extracts problems and answers from in nine
college textbooks covering a variety of math
topics, covering the key math disciplines of
algebra, pre-calculus, calculus, vector calcu-
lus, probability, linear algebra, and differential
equations.

* GaoKao 2023 En (Liao et al., 2024), consists
of 385 math problems from the 2023 Chinese
College Entrance Examination, professionally
translated into English.

* MinervaMath (Lewkowycz et al., 2022), con-
sists of more than 200 undergraduate-level
science and math problems from the Mas-
sachusetts Institute of Technology Open-
CourseWare (OCW).

Chinese Benchmarks:

e CMATH (Wei et al., 2023), a dataset contain-
ing 1,700 elementary school math applica-
tions, covering the math content of the six
grades of elementary school.

¢ GaoKao Series:

— GaoKao I/IT 20242, consists of multiple-
choice and fill-in-the-blank problems
from the 2024 Chinese College Entrance
Examination national I/II papers.

— GaoKao-Math-QA (Zhong et al., 2023),
comprises 351 multiple-choice problems
from past Chinese College Entrance Ex-
amination papers.

— GaoKao-Math-Cloze (Zhong et al,
2023), consists of 118 fill-in-the-blank
questions from past Chinese College En-
trance Examination papers.

- GaoKao2024-Mix>, consists of 91
multiple-choice and fill-in-the-blank
problems, from the 2024 Chinese Col-
lege Entrance Examination.

2https://github.com/llmeval/

Llmeval-Gaokao2024-Math
*https://github.com/QwenLM/Qwen2.5-Math
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+ CN Middle School 243, 101 problems collect
from 2024 Chinese Senior-High School En-
trance Examination.

G Analysis of Iteration Rounds

As shown in Table 3 and Table 4, while the third
iteration (M3) still shows slight improvements in
some metrics for both math problem generation
and reasoning tasks, the overall gains are relatively
limited and even show some decline. This phe-
nomenon may be related to the high proportion
of replay data in the SFT phase during the third
round of training. As the number of training itera-
tions increases, the rising proportion of replay data
and insufficient learning of new data may limit the
potential of model for further improvement. This
observation indicates that balancing the ratio be-
tween historical and newly generated data has a
significant impact on sustained model performance
improvement in the continual learning process. Ex-
perimental results demonstrate that under the cur-
rent training settings, two iterations can achieve
optimal performance levels. Therefore, in our main
experiments, we report the results of two rounds of
continual learning.

H Synthetic Preference Data Quality
Analysis

To validate the effectiveness of our synthesized
preference data, we employed an external reward
model, InternLM2-7B-Reward (Cai et al., 2024), to
evaluate the preference pairs. This model assessed
whether the improved responses were superior to
their initial versions. As shown in Figure 5, among
the preference data synthesized in the first iteration,
86% of the improved responses were evaluated as
superior to their initial versions. The preference
data generated in the second iteration maintained
a high consistency rate of 84%. The consistently
high agreement rates from an independent reward
model provide strong empirical support for the re-
liability of our preference data synthesis method.
This not only validates the ability of model to re-
fine its outputs based on self-feedback and external
feedback but also demonstrates the effectiveness of
combining self-play and multi-agent collaboration
mechanisms to generate high-quality preference
pairs.

100
[0 Better
Oworse

u

Iteration 1 Iteration 2

Figure 5: The effectiveness of synthetic preference pairs
during the first two rounds of training.

I Synthetic SFT Data Quality Analysis

Following previous research (Christ et al., 2024;
Jiao et al., 2023; Zhou et al., 2023), we employ
two commonly used metrics to compare the quality
of our synthesized SFT data with human-written
data (5000 samples randomly selected from each):
perplexity (PPL) and BERTScore. A lower PPL
indicates better output, and we use Qwen2.5-72B-
Instruct to calculate PPL. We utilize BERTScore
(Zhang et al., 2019) to compute the semantic sim-
ilarity of our synthesized SFT data and compare
it with human-written data to determine whether
the synthetic data achieves comparable quality to
human data.

As shown in Table 6, the SFT data synthesized
in the first two iterations exhibits lower PPL than
human-written data, and the synthetic data per-
forms very similarly to human-written data on
BERTScore. Furthermore, similar to Ding et al.
(2024), we first compute embedding vectors for
both synthetic and human-written data using the
text-embedding-ada-002 model, then project them
into a two-dimensional space using t-SNE (Hinton
and Van Der Maaten, 2008). The visualization of
the embedding space, as shown in Figure 6, reveals
highly overlapping cluster distributions between
synthetic and human data, indicating that the syn-
thetic data possesses similar feature distributions to
human-written data in high-dimensional semantic
representations.

The experimental results demonstrate that the
SFT data synthesized through our method ap-
proaches or even surpasses the quality of human-
written data, exhibiting high levels of language flu-
ency, semantic consistency, and feature complete-
ness. This validates the effectiveness and reliability
of our proposed data synthesis pipeline, further sup-
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Data Metric
PPL BERTScore F1
Human-labeled SFT Data 3.21 66.11
" Synthetic SFT Data (Iteration 1)  3.01 6622
" Synthetic SFT Data (Iteration 2) 2.37 6542

Table 6: Quality analysis of synthetic SFT data.PPL
is perplexity, and BERTScore F1 compares the data of
each dataset with the data labeled by human beings.

porting the broad applicability and practical value
of synthetic data in training large language models.

Humarlcbeed SFT Data
g ° Synthetic SFT Data (Iteration
100 ' . ‘Syrthetic SFT Data (teration

Dimension 2
°

Dimension 1

Figure 6: t-SNE visualization of synthetic SFT data
from the first two rounds and human-annotated data.

J Implementation Details

In this section, we present the hyperparameters
used in our experiments. We employ the AdamW
optimizer (Loshchilov and Hutter, 2017) for train-
ing, with gradient clipping set to 1.0, and adopt a
cosine learning rate schedule with warmup. Our
final experimental model undergoes two iterations,
and the hyperparameters used in different stages of
each iteration are shown in Table 7.

Iteration 1 Iteration 2

Hyperparameters
SFT DPO SFT DPO
Epochs 1.0 1.0 3.0 2.0
 LearningRate  3e-4 2e-5  9e-7 le5
~ Warm-up Ratio 0.0l 001 003 002
© MaxSteps 2048 2048 2048 2048

Table 7: Training details of SFT and DPO steps.

K Details of Reward Model

InternLM?2-7B-Reward is a reward model trained
on InternLM2-Chat-7B-SFT. The model is trained
on over 2.4 million human-annotated and Al-
synthesized preference samples, covering multi-
ple domains including dialogue, writing, poetry,
summarization, coding, and math. While achiev-
ing excellent performance, it maintains a balance
between practicality and safety preferences.

The InternLM2-7B-Reward model provides a
comprehensive text evaluation system that can
score the quality of individual texts, directly com-
pare the relative quality of two text segments and
return boolean values, and rank multiple texts by
quality. Additionally, the model implements a Best-
of-N sampling mechanism that can select the high-
est quality response from multiple candidate an-
swers generated by language models, a feature that
plays a crucial role in improving the quality of
generated text.

In this study, we primarily utilize the text com-
parison functionality of mdoel to perform quality
comparisons on each pair of preference data, deter-
mining whether the relative quality between two
text segments in the data pair meets expectations
based on the boolean values returned by the model.
The model demonstrates stable judgment capabili-
ties during the evaluation process, validating the ef-
fectiveness of preference data constructed through
model self-improvement.

L Time Complexity and Cost

To provide a comprehensive understanding of the
computational efficiency of our method, this sec-
tion presents a detailed analysis of the time com-
plexity and resource consumption of our frame-
work.

Time Complexity Analysis The proposed itera-
tive training framework consists of three stages:
SFT (Stage I), Data Synthesis (Stage II), and DPO
(Stage III). The time complexity can be formally
expressed as:

1. SFT Stage: The time complexity mainly de-
pends on the training data size n, represented
as O (fspr(n)), where O (fspr()) charac-
terizes the inherent time complexity function
of the SFT algorithm.

2. Data Synthesis Stage: Using self-play mecha-
nisms and a multi-agent collaborative frame-
work:
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(a) Self-play process: Each training sam-
ple requires a single inference from the
LLM, with time complexity O(M - n),
where M represents the computational
complexity of a single inference.

(b) Multi-agent collaboration: Employs a
three-agent architecture (two evaluators
and one synthetic decision-maker) for
data generation, with time complexity
OBM - n).

(c) Overall time complexity for the synthesis
stage: O(4M -n) — O(M - n).

3. DPO Stage: Similar to the SFT stage, the time
complexity is O (fppro(n)).

The overall time complexity for a single iteration
is: O(fsrr(n) + foro(n) + M - n)

For the continual learning framework with T iter-
ations, the time complexity exhibits linear growth
characteristics, introducing only a linear multi-
ple of time overhead compared to single train-
ing. Therefore, the overall time complexity of the
method is: O(fSFT(TL) + poo(’l’L) + M - TL)
Resource Consumption Analysis As shown in
Table 8, we have quantified the resource consump-
tion of our method during the second iteration of
training:

These results indicate that although the data syn-
thesis phase does require more computational re-
sources (accounting for approximately 81% of the
total GPU hours and cost), the overall resource
consumption remains reasonable and cost-effective.
The entire iteration requires only 17.2 GPU hours,
with an estimated cost of $14.83.

In summary, the data synthesis framework and
continual learning mechanism proposed in this re-
search demonstrate good computational efficiency
characteristics. Despite introducing multi-level
data reconstruction in the data synthesis stage,
its time complexity maintains asymptotic linear
growth. Compared to traditional single-stage data
synthesis paradigms, although our method incurs
some additional computational cost, experiments
prove that this strategy can bring significant perfor-
mance improvements, further confirming that our
method achieves an effective balance between com-
putational cost and model capability enhancement.

Additionally, in practice, we find that maintain-
ing the number of iterations at T=2 can achieve
good results (see Appendix G for a detailed anal-
ysis), further demonstrating that our method can

efficiently improve model capabilities without re-
quiring more time and computational resources.

Stage (Iteration 2) Type1l Samples GPU hours Cost($)
SFT Train 40K 1.5 1.29
" DataSynthesis ~ Infer 50K 14 1207
o DPO Train 12K 17 147

Table 8: The resource consumption during the second
iteration of training.

M Prompts

In this section, we provide the prompts that are
used in this paper.

Prompts for Solution Consistency Check

Orginal version-zh

MEEIXI[E] ZEN

IRAMES B EXFHA
JUES

HERIAEE:(solution_A}
#aRIB[EE {solution_B}

AR Y]],

L EESE S AR = -
HB RGN

Translated version-en

You will receive solution approaches from two models for the same problem.
Your task is to examine whether the solution steps and final answers from these two models are consistent. If there
are significant differences in the reasoning processes and answers between the two models, please output "[[Y]]"

If the reasoning processes and answers between the two models are fundamentally consistent, please only output "
[IN]T".

Model A's response: {solution_A}

Model B's response: {solution_B}

Figure 7: The prompt used in the Self-Play mechanism
to determine whether two problem reasoning steps are
consistent.

Prompts for Expert Evaluation in Multi-Model Collaboration

Orginal version-zh

(R —IE A
yrothds

RERERTIE,
HIHEER, HIMRAEIE . R IR, EHMFERE
& (Y117 NSNS R IN]]".

IR (problem_request}

ERSAIEEAH AR FHEIRII AR {problem_and_solution}

Translated version-en

You will receive a math problem and its solution generated by a model

Your task is to verify whether the problem meefs the user's requirements, and additionally examine if there are any
errors in the solution steps and final answer. Please carefully check each step of the reasoning process. If you find
any errors, please output "[[Y]]" and provide suggestions for improvement. If you defermine there are no errors,
please only output "[[N]]".

Problem request: {problem_request)

Generated math problem and ifs reasoning process: {problem_and_solution}

Figure 8: The prompt uses for expert evaluation in the
Multi-Agent Collaboration mechanism.
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Prompts for Comprehensi

Orginal version-zh

{RE? FIRERA— A RIAFE:
IREIESS IO T:

1, EIREA TEEE, MNSRATERRE AR, IR AR — -

2. fNREA EDIE, LESIFRORE, FERFNS B TEET, SR Ll
EEMITPSR, FOEERaS,

B A R iR, EEEEA s, A R, i
T AR — 2 RIEG, S8

i (05ei, R | ER, T HATRT AR,
SRR

18EIA{model_A}
1@ {model B}
FAFESS B R (user_request)

Translated version-en

You have received a set of responses from various open-source models addressing a user’s task request.
Your tasks are as follows:
1. By comparing the responses from each model, if all models reach a consensus, please synthesize these agreements
into a single high-quality response.
2. If there are divergent viewpoints among the models, please identify the core reasons for these differences,
lly evaluate the disagreements, and attempt to find an acceptable compromise that makes the response

more inclusive.

Note: During your evaluation, preserve the unique insights of fered by each expert, ensuring the system encompasses
different dimensions of thinking in the final answer, rather than merely reaching consensus. It is crucial to critically
evaluate the information provided in these responses, recognizing that some information may be biased or incorrect.
Your response should not simply replicate the given answers but should provide a refined, accurate, and comprehensive
reply to the instructions. Ensure your response is well-structured, coherent, and adheres to the highest standards of
accuracy and reliability.

Responses from models:

Model A: (model_A}

Model B: {model_B}

User task request: {user_request}

Figure 9: The prompt uses to synthesize expert decisions
in the Multi-Agent Collaboration mechanism.

Prompts for Model Self-Refine
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Please refer to your own verification process and suggestions provided by professional reviewers to improve or
regenerate the above problem and its solution steps. Provide only the improved content directly, without
oufputting any other irrelevant content.

Self-verification process: {self_verification}

Expert suggestions: {expert_advice}

Figure 10: The prompt uses to make the model self-
refine the previous answer and thus construct a positive
response in the preference data pair.

Prompts for Math Problem Generat Evaluation
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Please act as an impartial judge to evaluate the quality of the problem and ifs analysis generatedby the AT Math
Problem Assistant in response fo the user requirements shown below.

Your evaluation should consider the generated problem and ifs analyses in eight aspects: language fluency (including:
use of mathematical terminology and formulas), logical correctness, content completeness, analysis completeness,
answer accuracy, and in relation to user requirements: knowledge point relevance, difficulty appropriateness, and
question type compatibility. Maintain objectivity as much as possible, and please strictly follow the format below to
score each of the eight aspects from 1 fo 10: “aspect-score”, for example: language luency-9.

User request: {user_request}

Assistant's response: {assistant_answer}

Figure 11: Prompts for evaluating math problem gener-
ation capabilities of models using GPT-4o.
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