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Abstract

As large language models (LLMs) are increas-
ingly used to model and augment collective
decision-making, it is critical to examine their
alignment with human social reasoning. We
present an empirical framework for assessing
collective alignment, in contrast to prior work
on the individual level. Using the Lost at Sea
social psychology task, we conduct a large-
scale online experiment (N = 748), randomly
assigning groups to leader elections with ei-
ther visible demographic attributes (e.g. name,
gender) or pseudonymous aliases. We then
simulate matched LLM groups conditioned on
the human data, benchmarking Gemini 2.5,
GPT 4.1, Claude Haiku 3.5, and Gemma 3.
LLM behaviors diverge: some mirror human
biases; others mask these biases and attempt to
compensate for them. We empirically demon-
strate that human-AI alignment in collective
reasoning depends on context, cues, and model-
specific inductive biases. Understanding how
LLMs align with collective human behavior is
critical to advancing socially-aligned AI, and
demands dynamic benchmarks that capture the
complexities of collective reasoning.

1 Introduction

Large language models (LLMs) are increasingly
used to simulate human behavior, with promising
results in replicating individual decisions in cog-
nitive science tasks (Park et al., 2024; Aher et al.,
2023). However, their capacity to model collective
behaviors remains underexplored—a pressing con-
cern as LLMs are increasingly embedded in social
contexts, from assisting with voting (Chalkidis,
2024) to participating in group ideation (Chiang
et al., 2024a). Thus, understanding how LLMs
exhibit social reasoning is essential not only for im-
proving simulation fidelity, but also for anticipating
and aligning their real-world applications.

*Both authors contributed equally.

Modeling collective behavior involves capturing
how agents draw on self-perception and social cues
to anticipate the actions of others. (Chuang et al.,
2024b). Such reasoning draws on external identity
cues, such as demographic markers of other group
members, and interaction cues that emerge during
interactions (O’leary et al., 2011; Woolley et al.,
2010). However, reliance on these cues can lead to
suboptimal outcomes; in elections, for example, ca-
pable leaders may be overlooked if they appear less
authoritative. Gender-correlated signals in particu-
lar can bias both self- and peer- evaluation (Born
et al., 2022; Bursztyn et al., 2017).

To mitigate bias in group settings, studies
has explored removing explicit demographic cues
through pseudonyms or aliases (Soliman et al.,
2024; Behaghel et al., 2015). It remains unclear
how LLMs exhibit any sensitivity to identity cues in
social reasoning, and if so, whether their behavior
under pseudonymity aligns with human patterns.

We examine these dynamics in an election task
adapted from Lost at Sea, a collective reasoning
exercise where exhibited gender biases have been
shown to drive suboptimal leader selection (Ne-
miroff and Pasmore, 1975; Born et al., 2022). We
conducted a large-scale online experiment (N =
748) where participant groups deliberated, self-
nominated, and elected a leader whose task per-
formance determined the group’s reward. All par-
ticipants completed the task individually, enabling
ex-post identification of the optimal leader. To iso-
late the effect of externally visible identity cues,
groups were randomly assigned to either an identi-
fied treatment, with self-created avatars displaying
demographic attributes (e.g., name, gender), or a
pseudonymous treatment, with randomly assigned,
gender-neutral avatars (e.g. “Bear”, “Cat”).

We then constructed groups of LLM agents
matching the human cohorts, comparing Google’s
Gemini 2.5 Flash (preview-04-17), An-
thropic’s Claude Haiku 3.5, and OpenAI’s GPT
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4.1 Mini.1 2 Each agent was initialized with its
human counterpart’s demographic profile and as-
signed to the same treatment condition. To isolate
the role of persona context in decision making, we
examine a counterfactual version of the pseudony-
mous condition without any demographic context.

Our empirical analysis contrasts two outcomes:
alignment—whether groups of LLMs elect the
same leader as their human counterparts—and op-
timality—whether they elect the most competent
candidate. To measure optimality, we compute the
optimal leader gap: the difference in performance
between the elected leader and the top-performing
candidate. This gap is further decomposed into
self-exclusion (where the top candidate fails to self-
nominate) and peer-exclusion (where the top can-
didate is not selected).

In the identified condition, humans elected male
leaders 64% of the time, with a a 15% opti-
mal leader gap driven by both self- and peer-
exclusion. Under pseudonymity, the gender gap
reduced and optimal leaders were elected more fre-
quently, largely due to reduced peer-exclusion.

Gemini groups aligned with the the human
group’s elected leader in the identified condition
well above chance, and also matched the magni-
tude and structure of the leadership gap—that is,
they reproduced not just the outcome, but the same
pattern of suboptimality. While Claude groups ex-
hibited low alignment with human elected lead-
ers, they chose more optimal leaders, selecting the
most competent candidate with an optimal leader
gap of just 2%. In pseudonymous groups, both
alignment and optimality declined; alignment with
human decisions persisted only when male leaders
were elected. Although explicit gender cues were
hidden under pseuonymity, male participants self-
nominated more often, and those intentions may
have been reflected in conversational transcripts.
Eliminating any demographic context from the sim-
ulations led to a complete loss of alignment with
human decisions, demonstrating that persona con-
struction with identity cues is required for effective
social simulation.

1As of April 2025, these were the most recent publicly
accessible small models released by each provider. We refer
to these models as Gemini, Claude, and GPT throughout.

2We additionally provide an open-source reproduction of
Gemma3-27B in Appendix A. Gemma, released in August 2025,
is newer than the commercial models and differs in architec-
ture and training regime. We report its results for transparency,
but exclude it from the main comparison to ensure a fair bench-
mark among widely deployed commercial LLMs.

Our findings show that alignment with group be-
havior depends not only on explicit identity cues,
but also on model-specific inductive biases. When
given demographic information, Gemini and GPT
act as mirrors, reproducing human social patterns
with biases included. In contrast, Claude acts as a
mask, projecting more meritocratic outcomes but
aligning less with human group behaviors. This
highlights the need to understand not only which
cues models attend to, but also how those cues
shape outcomes: Claude uses identity cues to com-
pensate for bias, while Gemini and GPT use them
to more closely simulate human behavior.

Model choice and context are therefore critical
for applications involving group dynamics, such as
designing interventions to support optimal leader
selection, or developing benchmarks that reflect the
complexities of collective reasoning. Understand-
ing when LLMs mirror, mask, or misread human
behavior is critical to aligning LLMs’ technical ad-
vances with the needs and perspectives of social
disciplines.

Contributions.

• Outcomes from an large-scale election
experiment varying demographic visibility,
with human groups (N=748) and matched
LLM simulations (Gemini, GPT, Claude).

• An analytical framework for computing
human-AI alignment in an election scenario,
including a decomposition of leader selection
optimality into self- and peer- exclusion gaps.

• Empirical evidence for a "mask-mirror"
alignment tension, revealing how model and
context variables influence whether LLMs re-
produce or compensate for human biases.

2 Related Work

Social biases in group dynamics. A large body
of work shows that external identity cues (e.g.
name, gender) and internal identity salience (e.g.
self-perception, confidence) shape behavior in
group settings (Deci and Ryan, 2012; Hoff and
Pandey, 2014; Bertrand and Mullainathan, 2004).
Gender in particular plays a well-documented role
in shaping self-assessment, performance, and peer
evaluation (Woolley et al., 2010; Wille et al., 2018;
Bengtsson et al., 2005; Johnson et al., 2006; Das-
gupta et al., 2015; Exley and Kessler, 2022; Bursz-
tyn et al., 2017; Liu et al., 2022). In elections,
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voters may prioritize confidence over competence
signals (Bang et al., 2017; Fleming, 2024; Bang
and Frith, 2017), a dynamic often advantaging men,
who are more likely to self-promote (Kay and Ship-
man, 2014; McCarty, 1986; Guillén et al., 2018).
In the Lost at Sea election scenario, in-person stud-
ies reveal persistent gender gaps in leader selection,
driven by both a lack of self-promotion and peer
support for non-male candidates (Nemiroff and Pas-
more, 1975; Born et al., 2022).

Pseudonymity as a bias intervention. Conceal-
ing demographic cues has been studied as a strategy
to reduce bias, particularly in online or non-face-
to-face contexts. Suppressing identity signals can
lessen disparities in group participation (Soliman
et al., 2024) and improve fairness in LLM-mediated
tasks like peer review (Jin et al., 2024). However,
it can also backfire: removing demographic cues
from resumes can reduce hiring rates for minority
candidates, as it eliminates context that might coun-
teract negative assumptions (Behaghel et al., 2015;
Krause et al., 2012).

LLMs in cognitive social science. LLMs have
been used to simulate human behavior in cognitive
psychology, economics, and structured decision-
making tasks (Horton, 2023; Park et al., 2022; Aher
et al., 2023; Qian et al., 2025), showing reasonable
fidelity in reproducing human responses and classi-
cal patterns of reasoning (Binz and Schulz, 2023;
Lampinen et al., 2024; Eisape et al., 2024). Recent
works extend simulation to multi-agent settings,
modeling group interactions like deliberation, coor-
dination, and network formation (Vezhnevets et al.,
2023; Leng and Yuan, 2024; Gao et al., 2023; Li
et al., 2023; Jarrett et al., 2025).

While LLMs can reproduce broad human-like
behaviors, alignment can be context-dependent.
Small differences in framing can produce different
decisions, especially in domains like moral reason-
ing (Garcia et al., 2024), emotional judgment (tse
Huang et al., 2024), or high-stakes social dilem-
mas (Chen et al., 2024; Jia et al., 2024). In group
settings, missing identity cues can disrupt coordina-
tion (Chuang et al., 2024b), suggesting that LLMs
require strong persona scaffolding to generalize so-
cial dynamics. This context sensitivity can be an
advantage: in some simulations, LLMs outperform
humans by resisting partisan bias or improving col-
lective judgment (Chuang et al., 2024a). These
results show that LLMs’ utility as social simulators
depends on both context and identity scaffolding.

Prior work often relies on surveys or model prob-
ing to explain choices, which can fail to capture
unconscious or rationalized bias. Directly observ-
ing revealed preferences in structured settings is
crucial for uncovering real-world behavioral pat-
terns that self-reporting may overlook (Uhlmann
and Cohen, 2005; Kantharuban et al., 2025).

Bias and alignment in LLMs. LLMs can repro-
duce social biases found in training data, includ-
ing disparities in gender (Liu et al., 2024; Rhue
et al., 2024; Balestri, 2025), nationality (Barriere
and Cifuentes, 2024; Qu and Wang, 2024), sexual-
ity (Sancheti et al., 2024), and ideology (Tauben-
feld et al., 2024). These biases can manifest in so-
cial settings as in-group favoritism (Hu et al., 2024)
or reinforcement of status hierarchies (Ashery et al.,
2024). However, these effects are context-sensitive:
LLMs may reproduce or suppress bias depending
on prompt framing, persona design, or interaction
structure. This flexibility makes them powerful
tools for simulating social dynamics, but also diffi-
cult to trust or control. Techniques like fine-tuning
and safety training can reduce biased outputs (Li
et al., 2024; Weidinger et al., 2021), though often
at the cost of behavioral fidelity.

Attempts to control or steer LLMs can make
them overly responsive to user prompts; models
may defer, avoid disagreement, or over-correct as a
result of alignment training. These tendencies have
been observed even in neutral tasks like arithmetic
and factuality (Freeman et al., 2023; Ranaldi and
Pucci, 2024; Qian and Wexler, 2024), suggesting
that alignment training (e.g. RLHF, feedback-based
fine-tuning) may also disrupt fidelity.

Taken together, these studies show that humans
and LLMs both leverage identity cues in social
judgment, with varying effects on downstream out-
comes. However, the influence of identity cues
on human-AI alignment, particularly in collective
settings, remains underexplored.

3 Research Questions and Hypotheses

To investigate this, we conduct a randomized exper-
iment on Lost at Sea to examine how visible iden-
tity cues influence group leader selection, and pro-
duce simulations to explore whether LLM agents
replicate, attenuate, or diverge from human pat-
terns, particularly with respect to gender bias.3

3We stratify by gender to build upon established results in
Lost at Sea (Born et al., 2022). Table 3 provides demographic
factors to support additional intersectional analysis.
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RQ1: Individual-level alignment. Do LLMs
replicate individual behaviors and self-perception?
We assess alignment at the individual level, an-
alyzing (1) self-nomination and (2) task perfor-
mance. Among humans, we expect no gender gap
in performance, but a male-skewed self-nomination
gap (Born et al., 2022) which may attenuate under
pseudonymity (Bursztyn et al., 2017). If LLMs
exhibit a performance gap where none exists in
humans, it may indicate a concerning case of bias
hallucination. If LLMs fail to reproduce the self-
nomination gap, it may reflect attempts at fairness-
driven correction. In either case, if LLMs fail to
align with human outcomes at the individual level,
group-level alignment becomes harder to justify, as
these outcomes may arise from fundamentally dif-
ferent individual-level behaviors or model artifacts.

RQ2: Group-level alignment. Do LLMs repli-
cate human leader selection patterns, and how does
identity visibility shape this alignment?

In Lost at Sea, humans can over-elect males
when demographic cues are visible (Born et al.,
2022). Pseudonymity may decrease this gap if visi-
ble gender cues led to over-selection of men (Guil-
lén et al., 2018), or increase it if participants use
gender cues to compensate for bias (Behaghel et al.,
2015). If LLMs depend on visible identity cues to
emulate alignment, alignment should decrease un-
der pseudonymity. We anticipate higher alignment
when the human-elected leader is male, reflecting
structural priors associating leadership with male-
coded traits (Balestri, 2025).

RQ3: Group-level performance. Do LLMs and
humans differ in their ability to select the best-
performing leader, and how is this shaped by iden-
tity cues? RQ2 asks whether LLMs match col-
lective human choices; RQ3 asks whether those
choices are optimal. We introduce and measure the
optimal leader gap—the performance gap between
the elected leader and the best possible candidate—
and examine whether this gap stems from self-
exclusion (the best candidate not nominating) or
peer-exclusion (the group not electing them).

If task performance does not differ by gen-
der (RQ1), but male candidates are more fre-
quently elected (RQ2), an optimal leader gap will
emerge. We expect humans to exhibit persistent
self-exclusion across conditions, but reduced peer-
exclusion under pseudonymity. A smaller optimal
leader gap by LLMs would indicate more accurate
leader selection, perhaps due to reduced suscepti-

bility to human biases. Persistent peer exclusion
under pseudonymity would suggest reliance on in-
ternalized priors rather than visible identity cues.

Counterfactual identity removal. If LLMs con-
dition their behavior on demographic priming, then
stripping identity information should eliminate gen-
der gaps in self-nomination. Additionally, we ex-
pect overall group alignment to degrade without
identity scaffolding, as prior work has shown that
LLM agents reason more consistently when per-
sona details are richly specified (Chuang et al.,
2024b; Suh et al., 2025).

4 Framework

We formalize the leadership selection process as a
multi-stage group decision task. After 1) evaluat-
ing fellow participants in a group discussion, each
group of four participants 2) self nominates and 3)
elects a representative to act on the group’s behalf.
4) The elected leader completes a representative
task whose outcome determines the group’s perfor-
mance. Throughout this process, identity-linked
distortions can manifest: individuals may under-
nominate themselves, peers may under-rank them,
and the group may fail to elect the most qualified
leader.

4.1 Election notation.
Let Ig = {i1, i2, i3, i4} denote members of group
g. After peer evaluation, each participant i ∈ Ig
submits a self-nomination score Wi ∈ [0, 10], re-
flecting their willingness to lead. Those with the
top two scores form the eligible candidates set
Tg ⊂ Ig. The group then selects a leader ℓg ∈ Tg
via ranked-choice voting, resolved using a Con-
dorcet method with Borda count to resolve ties.

Each participant completes the representative
task individually, yielding task score Si. This al-
lows us to identify the optimal leader ex-post:

ℓ∗g = argmax
i∈Ig

Si (1)

The optimal leader gap is then:

∆g = Sℓ∗g − Sℓg . (2)

We further decompose the gap into a self-
exclusion component (∆self

g ), when the optimal
leader is not eligible, and a peer-exclusion compo-
nent (∆peer

g ), when they are eligible but not chosen.

∆self
g =

{
Sℓ∗g − Sℓg , if ℓ∗g /∈ Tg,
0 otherwise.

(3)
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∆peer
g =

{
Sℓ∗g − Sℓg , if ℓ∗g ∈ Tg \ {ℓg},
0 otherwise.

(4)

The optimal leader gap satisfies:

∆g = ∆self
g +∆peer

g (5)

5 Experimental Setup

5.1 Treatments
Human participants were randomly assigned to ei-
ther an Identified (HI) condition with user-selected
profiles including name, avatar, and pronouns, or
a Pseudonymous (HP) condition with randomly-
assigned, gender-neutral animal identities. The
Treatment stages in Figure 1 illustrate the setup.
Participants were placed into four-person groups;
to control for group composition effects in our gen-
der analyses, each group was intentionally stratified
to be balanced between male-identifying and non-
male-identifying participants.4

From HI and HP data, we construct two matched
LLM samples for each model family: LI and
LP, respectively. For each human, the corre-
sponding LLM agent was prompted to role-play
with persona context, including responses from
demographic and task-relevant surveys (Appen-
dices B.1 and B.2). We introduce a counterfactual
no-demographics condition (ND) for LLMs, con-
structed from HP data with no persona context.5

5.2 Human experiment implementation
We developed an online interface for Lost at Sea
using the Deliberate Lab experimentation plat-
form (Tsai et al., 2024).6 Participants were re-
cruited via Prolific under IRB-approved proto-
cols (Prolific, 2025). 824 individuals enrolled and
were randomly assigned to either HI or HP. Be-
cause the task was group-based, we excluded any
group in which a single participant failed to com-
plete the session due to attrition or dropout. The
final sample included 88 HI groups (N = 352) and
99 HP groups (N = 396). Participants received a
payment of £9.99 ± £1.11 for approximately 35
minutes of participation.7

4“Non-male” participants are those who did not select
“he/him” pronouns, including those who chose “she/her,”
“they/them,” or provided a custom entry.

5A diagram of treatment conditions is in Appendix C.
6Platform implementation details are in Appendix F.
7Details on recruitment, compensation, and data collection

are in Appendix B. Demographics and attrition rates were
balanced across conditions (Appendix B.1).

5.3 LLM experiment implementation

LLM agents were simulated through a series of
structured, stage-specific prompts. For each exper-
iment stage, LLMs were prompted with persona
details, stage-relevant context, and responses from
prior stages, propagated forward to preserve chain-
of-thought reasoning (Appendix G).

Our study focuses on alignment in how agents
evaluate group dynamics, not how they influence
them; to this end, LLMs did not interact in group
deliberations, but rather were provided with the dis-
cussion transcript from its matched human group
to produce peer evaluations. Additionally, our pro-
totypes of LLM-generated transcripts exhibit sig-
nificant distribution shift, producing conversational
trajectories not found in the human data. To ensure
valid comparison, all model evaluations were based
solely on human-generated discussions.

In determining which LLMs to benchmark, we
evaluated widely used, publicly accessible, and top-
performing model families (Chiang et al., 2024b),
selecting the small model versions of Gemini, GPT,
and Claude — specifically, Gemini 2.5 Flash
(preview-04-17), GPT 4.1 mini, and Claude
Haiku 3.5.8 We additional include an open-source
production with Gemma 3-27B in Appendix A.

To ensure comparability, we used the same
single-shot prompts and consistent, low-variability
temperature parameters (1.0) across all models,
aligning our methodology with similar practices de-
scribed in recent simulacra implementations (Park
et al., 2024; Jin et al., 2024).9

6 Results

6.1 RQ1: Individual-level alignment

Representative task performance. Across all
conditions, we observe no significant gender differ-
ences in representative task performance.10

Self-nomination scores. All conditions with de-
mographic personas (HI, HP, LI, HP) exhibit a sig-
nificant male-skew in self-nomination scores (Fig-
ure 2). In the ND condition, gender gaps disappear
across all models; this is by construction, as no
demographic information is provided.

8As of April 2025.
9Implementation and budget details are in Appendix E.

10Throughout, we define statistical significance as p ≤
0.01, a stricter threshold enabled by our large sample size
(N = 748). Group means were compared using Welch’s
t-test (Welch, 1947). Full statistical results, including repre-
sentative task performance distributions, are in Appendix D.2.
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Participants self-nominate for leadership; 
highest scores determine eligibility in Τ  . 

Participants meet other members of the 
group and discuss a survival scenario. 

2. Conversation  4. Election (determines E ) 

Treatment  Group calibration  Election 

1a. Identified condition 

5. Representative survival task (S     ) 
 

i

rep
i

g

i1b. Pseudonymous condition  3. Self-nomination (W   ) 
 

Participants instantiate their profile. 

Participants view their assigned profile. 

All participants complete a survival task 
(5 ranking items), involving different 

pairs than discussed in Stage 2. 
 

The score of the elected representative 
on this task determines the group’s 

payout (1 point per correct response). 
 

Participants complete ranked-choice 
voting over their peers. 

Figure 1: Overview of experimental stages and representative interface images for the Lost at Sea implementation.
1) Participants are randomly assigned to either an identified or pseudonymous condition, 2) deliberate in groups
of four, 3) self-nominate for leader eligibility, and 4) elect a representative via ranked-choice voting. 5) Each
participant also completes the survival task individually, allowing leader quality to be measured.
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en

. sig.
Human

sig.
Gemini

sig.
GPT

sig.
Claude

P
se

ud
o. sig. sig. sig. sig.

0 10

N
.D

. n.s.

0 10

n.s.

0 10

n.s.
Gender

Male
Non-Male

Figure 2: Self-nomination score distributions. sig. de-
notes p < 0.01, n.s. denotes no significance. A table
of corresponding p-values and distributions including
Gemma results are provided in Table 6.

6.2 RQ2: Group-level alignment.

Figure 3 reports each model’s alignment rate with
the human group’s elected leader. In Panel (1),
Gemini and GPT exhibit significant alignment
when demographics are provided (LI), which weak-

ens when demographics are omitted (ND). Claude,
by contrast, aligns only under pseudonymity.

Panels (2) and (3) reveal a significant gender
asymmetry in alignment. Under pseudonymity,
Gemini and GPT exhibit significant alignment only
when the human-elected leader is male. The gray
bars reveal residual gender alignment: even when
models do not recover the human-elected leader,
they tend to select another male.

6.3 RQ3: Group-level performance.

Optimal leader gap. Figure 4 breaks down the
optimal leader gap into self-exclusion and peer-
exclusion components. HI results exhibit a nor-
malized total gap of 14.5%; that is, on average,
the elected leader scored 14.5% lower on the rep-
resentative task than the best-performing group
member. Under pseudonymity, the peer-exclusion
gap diminishes while self-nomination gaps persist.
Gemini closely mirrors this, reproducing both the
magnitude and decomposition of the humans’ gap.

2404



0 10 20 30 40 50 60 70 80

C
la

ud
e

G
P

T
G

em
in

i

22.2% 27.3%
37.4% 22.2%

28.4% 31.8%

29.3% 21.2%
35.4% 24.2%

46.6% 22.7%

33.3% 24.2%
39.4% 21.2%

45.5% 23.9%

Alignment with human elected leader (1)

0 10 20 30 40 50 60 70 80

C
la

ud
e

G
P

T
G

em
in

i

25.9% 25.9%
44.4% 35.2%

26.3% 36.8%

35.2% 18.5%
42.6% 24.1%
42.1% 22.8%

38.9% 25.9%
42.6% 24.1%

49.1% 24.6%

... when human elected leader is male (2)

0 10 20 30 40 50 60 70 80

C
la

ud
e

G
P

T
G

em
in

i

17.8% 28.9%
28.9% 6.7%

32.3% 22.6%

22.2% 24.4%
26.7% 24.4%

54.8% 22.6%

26.7% 22.2%
35.6% 17.8%

38.7% 22.6%

... when human elected leader is non male (3)

Exact Match: Iden.
Exact Match: Pseudo.

Exact Match: N.D.
Gender Match

Random Alignment
Significant

Figure 3: Group alignment rates with human-elected
winners. Colored bars indicate the proportion of groups
where the LLM group’s elected leader exactly matches
the human-elected leader; gray bars indicate a gender
match. The dotted line marks the 25% random align-
ment baseline; bold labels denote statistically significant
alignment determined using binomial tests.

Claude, in contrast, shows remarkably low gaps:
the optimal leader almost always self-nominates
and is rarely excluded.

The optimal leader gap quantifies aggregate
losses in suboptimal elections, but not decompo-
sition by gender. Table 1 tracks the gender com-
position of group members at each election stage:
the optimal leader pool, showing the initial distri-
bution of top performers (ℓ∗g), the candidate pool,
showing self-nominated candidates (Ig), and the
elected leader (ℓg). In HI, a significant gender
skew emerges only at the final election stage (peer-
exclusion). Under pseudonymity (HP), no imbal-
ance appears at any stage, demonstrating that mask-
ing identity cues effectively reduces peer exclusion.

Human Gemini GPT Claude
0.00

0.05

0.10

0.15

5.0%

9.5%

14.5%

4.3%

6.4%

10.7%

6.1%

8.0%

2.0%

Identified

Human Gemini GPT Claude
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0.10

0.15

6.5%

4.2%
10.7%

5.1%

4.2%
9.3%

3.4%

6.1%

9.5%

2.6%

4.2%

Pseudonymous

Human Gemini GPT Claude
0.00

0.05

0.10

0.15

2.6%

8.7%

11.3%

2.0%

8.3%

10.3%

2.2%
3.8%
6.1%

No Demographics

Self excl. gap ( _excl)
Peer gap ( _WTL)

Figure 4: Decomposition of optimal leader gaps by
model and identity condition. The total gap (bar height)
is partitioned into two components: the self-exclusion
gap (∆excl, purple), measuring exclusion of the highest-
performing individual from the candidate pool, and the
peer ranking gap (∆WTL, orange), measuring exclusion
of an optimal candidate from the final winner. Percent-
age points reflect the normalized gap size. Statistical
tests and values are in Appendix D.1.

Gender and optimal leader selection. Panel (1)
of Figure 5 visualizes the election distribution from
Table 1, shows that male leaders were more fre-
quently elected, regardless of whether they were
the optimal choice. This over-election was signifi-
cant in HI (64.8% male) but not in HP.11

Panels (2) and (3) reveal a gender asymmetry in
leader selection. Across all conditions, when the
optimal leader is male, they are selected over half
the time and if not, another male is likely selected.
When the optimal leader is non-male, they are only
selected around 40% of the time. While overall
optimality did not significantly differ between LI
and LP (Figure 4), the LP condition shows a modest
improvement in selecting non-male leaders. ND
did not improve optimality over LP, but further
increased the proportion of elected non-males.

11Binomial tests: HI: 57 / 88 male, B(88, 0.5), p =
0.0037∗∗∗; HP: 54 / 99 male, B(99, 0.5), p = 0.21 (n.s.).

2405



Sample Optimal Candidates Elected
Mixed Male Mixed Male Male

HI 0.36 0.61 0.86 0.58 0.65
HP 0.45 0.54 0.76 0.54 0.55

Gemini LI 0.51 0.44 0.84 0.71 0.61
Gemini LP 0.47 0.60 0.77 0.87 0.58

Gemini ND 0.53 0.51 0.97 0.67 0.59

GPT LI 0.66 0.60 0.91 0.62 0.50

GPT LP 0.55 0.42 0.83 0.82 0.59
GPT ND 0.66 0.32 1.00 — 0.54

Claude LI 0.93 0.83 0.82 0.69 0.57

Claude LP 0.86 0.43 0.73 0.93 0.73
Claude ND 0.63 0.59 0.95 0.80 0.52

Table 1: Proportions of cohorts matching select gender
compositions for optimal candidates ℓ∗g, election can-
didate Ig, and elected leaders ℓg. The Mixed columns
report the fraction of cohorts with both male and non-
male qualifying members. The Male column reports the
fraction of cohorts with male-only qualifying candidates
relative to female-only candidates. Bold values in the
Male column indicate a significant gender difference
(p < 0.1, two-sided t-tests). Raw counts are in Table 7.

7 Discussion

LLMs can mirror human behavior. All models
reproduced individual-level patterns: no gender
gap in performance, but a male-skewed gap in self-
nomination and election outcomes. This suggests
that they reflect individual performance and biases
with reasonable fidelity (RQ1).

Models can also reproduce group-level pat-
terns: In LI, Gemini matched not only the human
groups’ election choices (46% alignment) (RQ2),
but also how those decisions deviated from opti-
mality (RQ3).12 However, similar outcomes do not
necessarily indicate that the underlying reasoning
processes are the same.

Identity cues enable alignment. Humans rely
on both external identity cues and dynamic interac-
tions to infer about others. If LLMs were picking
up on dynamic interactions, we would expect align-
ment with human outcomes even when external
identity cues are removed. Instead, alignment dete-
riorates as identity cues are removed: for Gemini
and GPT, agreement with human group leaders is

12Notably, this alignment is likely a lower bound; prior
work suggests alignment improves with larger models and
persona fine-tuning (Jarrett et al., 2025; Chuang et al., 2024b).

Figure 5: Gender distributions of the elected leader. A
dotted line marks a balanced 0.5 gender distribution.
The values in Panel (1) correspond to the final column
of Table 1. Panels (2) and (3) explore alignment depen-
dent on the gender of the optimal human leader, with
a double-count when the optimal leader can be either
male or female. When the optimal leader is male (2), all
elect a male leader 70% of the time.

strongest in LI, weakens in LP (when demographic
cues about others are removed), and disappears in
ND (when demographic cues about its role is re-
moved). The collapse in ND shows that context
about the assigned identity is necessary for LLMs
to role-play and reproduce human leader selection
patterns (RQ2).

Alignment favors male-coded behavior. In the
absence of explicit gender cues (LP), alignment
was stronger when the elected human leaders were
male, and absent when leaders were non-male
(RQ2). Rather than indicating explicit gender bias,
this likely reflects training data patterns in which
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(1) men disproportionately occupy leadership roles,
and (2) there are gendered linguistic cues associ-
ated with competence, such as confidence (Kay
and Shipman, 2014), which are reflected in the
conversation transcripts.

Identity cues enable idealized outcomes. At
first pass, it appears that Claude doesn’t exhibit
this male-favoritism in alignment. In fact, Claude
shows little alignment with human-elected leaders
of any gender in LI. However, this is because they
are selecting better leaders, exhibiting a minimal
leader optimality gap (RQ3). Under pseudonymity,
however, this performance deteriorates: Claude,
like others, defaults to aligning with male-elected
leaders and selects more male leaders overall. This
suggests that visible identity cues may activate cor-
rective behaviors that mitigate bias and support
optimal decision-making. When those cues are re-
moved, compensatory mechanisms disappear, and
the model defaults to male-coded heuristics. These
results further demonstrate how identity cues affect
the tension between aligning and compensating for
human biases (mirroring or masking).

Descriptive vs. normative simulacra. When
identity cues are provided, Gemini and GPT more
closely mirror human decision making at both
the individual and group level, including repro-
ducing human biases in self-nomination and peer-
exclusion (RQ1, RQ2). This mirroring property
can be valuable in mechanism design, as it en-
ables accurate modeling of social behaviors and
outcomes.

In contrast, Claude masks the observed human
biases and exhibits low alignment with group deci-
sions; however, its outcomes closely align with the
optimal outcomes in this election scenario. This
masking property can be useful in mediation set-
tings, where providing normative or corrective be-
haviors is desirable.

More generally, we show that these models ex-
hibit idiosyncratic inductive biases, shaped by ar-
chitecture, training, and tuning. These stances are
cue-dependent: pseudonymity may reduce bias in
one model but expose it in another. Faithful simu-
lation of human groups requires accepting human
biases; pursuing idealized outcomes requires ac-
cepting divergence. Model choice, context, and
purpose are critical design decisions for construct-
ing effective simulacra.

7.1 Future work and recommendations
This work highlights the need to distinguish be-
tween simulation alignment (matching human be-
havior) and outcome alignment (achieving norma-
tively better results). Future research should ad-
dress how to quantify and benchmark this distinc-
tion, as well as how to operationalize it through
prompt-level control, model tuning, or system de-
sign. Follow-up experiments could validate the
use of gender-correlated cues through transcript
analysis and mechanistic interpretability methods,
and investigate the conditions under which models
exhibit compensatory behaviors. Broader bench-
marking across models with varying capabilities—
including additional open-source variants—may
reveal which inductive biases support fidelity or
fairness. As simulacra are increasingly used to eval-
uate collective behavior in cognitive science tasks,
fine-grained evaluations are essential, as studies
focused solely on population-level outcomes can
obscure divergent underlying mechanisms.

8 Conclusion

In this paper, we present empirical results from a
behavioral experiment and LLM simulations on the
Lost at Sea election scenario, examining alignment
in collective reasoning. We compare outcomes
from human groups (N=748) with LLM agents
(Gemini, GPT, Claude, Gemma), varying the pres-
ence of identity signals to assess their impact on
leader selection, bias, and group performance.

Given identity cues, some models correctly mir-
rored human outcomes, including gender biases,
while others masked those biases, yielding more
optimal, meritocratic outcomes. However, when
identity cues were removed, all models defaulted
to male-aligned choices, suggesting that gendered
priors persist even without explicit signals.

These findings highlight that alignment is not a
single objective. Without clarifying whether the
goal is accurate simulation or normative improve-
ment, surface-level agreement risks conflating hu-
man bias with model behavior, or worse, misrepre-
senting social progress. As LLMs are increasingly
used in modeling social behavior, understanding
when they reflect, suppress, or distort social dy-
namics is critical. Advancing LLMs’ alignment
capabilities will require deeper modeling of social
reasoning, calling for benchmarks that integrate
insights from NLP, social psychology, and compu-
tational behavioral science.
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Limitations

Experimental context

Lost at Sea. Lost at Sea is a stylized, low-stakes
social exercise, far removed from the high-stakes
scenarios where leadership biases often emerge.
This abstraction may blunt identity-driven dynam-
ics and limit how well findings generalize to real-
world settings where leadership decisions carry rep-
utational or material consequences.

Online context. There are limitations specific
to the online setup. Participants may behave dif-
ferently over a text interface compared to an in-
person modality. They can look up answers mid-
task. They can easily misreport demographic at-
tributes; for example, we found minor gender dis-
crepancies between Prolific records and in-platform
responses, and the occasional username such as
OptimusPrime, a likely fictional identity.

Experiment sample and design. Our analysis
primarily focuses on gender-based differences, but
identifiers such as avatars and names also carry sig-
nals of ethnicity, class, and other social identities.
We did not evaluate intersectional demographics
or affinity-based dynamics (e.g. in-group prefer-
ences) (Woolley et al., 2010; Bear and Woolley,
2011; O’leary et al., 2011), nor did we vary group
gender composition. The use of English, a non-
gendered language, may attenuate identity effects
compared to gendered languages.

Prompting techniques. Our simulations used a
single prompt template, default parameters (tem-
perature, sampling strategy), off-the-shelf LLMs,
and small models, with settings held constant to en-
able direct comparison across models. Alternative
prompting strategies, hyperparameters, or architec-
tures may produce different results.

Human vs. LLM experiment parity. To mit-
igate the LLMs’ observed tendency of forgetting
earlier tokens in longer prompts and to reduce re-
liance on memorized answers, we added periodic
reminders of assigned demographics and instruc-
tions not to rely on general world knowledge in the
prompt templates (Appendix G). Human partici-
pants completed additional stages, such as terms
of service, informed consent, and comprehension
checks, that were omitted for the LLM agents.
These differences may introduce subtle differences
in the comparisons.

Simulation parameters
Demographic conditioning. We provided LLM
agents with minimal demographic inputs: two free-
text responses, a few multiple-choice answers to
questions intended to proxy the implicit associa-
tion tests in (Born et al., 2022), and Prolific demo-
graphic data. This is fairly sparse for persona con-
struction (Park et al., 2024; Chuang et al., 2024b).

Conversation generalization. The LLM agents
provided survey responses and peer rankings but
did not participate in the calibration discussions,
providing passive judgment rather than active par-
ticipation. This lets us study how models are influ-
enced by human inputs, but not how they influence
others in return. It is unclear how dialogues and
downstream outcomes (elections, task accuracy)
are impacted by LLM-generated discussions.

Counterfactual extrapolation. We introduced
a “no demographics” condition to test how agents
behave without identity inputs. However, extrapo-
lating these results to human behavior requires care.
Humans cannot be put in a condition where they
are unaware of their own identity, making direct
comparisons with LLMs in these settings difficult.

Ethical considerations and potential risks.
Using identity cues such as gender, ethnicity, or
class to condition simulacra can unintentionally
reinforce stereotypes as representative behavior.
Compensatory “masking” approaches that hide
these cues may yield idealized, unrealistic out-
comes, which may carry their own biases. We
caution against deployment in sensitive social con-
texts (e.g., hiring panels, civic deliberation) until
these effects are better understood.

As LLM simulacra improve and are deployed in
real-world settings, there is a broader risk of mis-
use: insights into identity-driven leader selection
could be repurposed to design agents that manip-
ulate group dynamics and amplify exclusionary
patterns. Understanding how LLMs mirror and
magnify social processes is critical, not only for
responsible design, but to prevent systems from
reinforcing the very disparities they aim to study.
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A Open Model Reproduction (Gemma 3)
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Figure 6: Group alignment rates with human elected
winners, including Gemma values.

Compared to the closed-source models, Gemma
is an outlier; it was the most weakly aligned model
in our analysis (Figure 6). It exhibited a consis-
tently low self-nomination gap in both identified
and pseudonymous conditions, but a consistently
large peer-exclusion gap across all treatments (Fig-
ure 7). Unlike the closed-source models in our
study, which demonstrate clear outcome shifts in re-
sponse to identity cues, Gemma appears to default
to a single behavioral mode regardless of context.

Gemma does not appear to mirror human bias,
showing consistently weak alignment. As op-
posed to performing optimal selections like Claude,

Human Gemma3 Gemini GPT Claude
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Figure 7: Decomposition of optimal leader gaps by
model and identity condition. Percentage points reflect
the normalized gap size. Statistical tests and full values
are in Appendix D.1.

Gemma appears to substitute a consistent, model-
specific bias. The tables and figures in the fol-
lowing Appendices provide comparative Gemma
values when relevant.
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B Human Data Collection

Recruitment and consent. Participants were re-
cruited via the Prolific crowdsourcing platform
from a gender-balanced, representative sample of
adult English speakers (Prolific, 2025). Informed
consent was obtained through a Terms of Ser-
vice page, which outlined the study’s purpose, the
anonymous use of responses for research, and con-
tact information for inquiries or withdrawal.

Payment. Participants received a fixed payment
of £9.00 for around 35 minutes of participation,
exceeding Prolific’s recommended hourly wage.
Additionally, participants could earn up to £4.00
in performance-based bonuses, based in part on
the representative’s performance on the task. Pay-
ment amounts were based on prior lab and pilot
studies estimating a 30-minute task duration, with
additional waiting time factored in for matching
participants into live groups.

Data governance. Participants were identified
only by their Prolific IDs during data collec-
tion. After completion, all identifiers were further
anonymized using custom hashes to ensure partici-
pant privacy.

Variable N Mean SD Median

Payout ($) 748 9.99 1.11 9.00
Time taken (min) 748 35.28 15.48 33.48

Table 2: Descriptive statistics for payouts and time.
Note: Time taken is in minutes and includes time spent
waiting in a lobby for a live group of four participants
to form.

B.1 Human participant demographics

Table 3 shows self-reported demographic statistics
from Prolific. No protected attributes (e.g., sexual
orientation, political views) were solicited; the only
personal attributes collected within the task were
self-reported name and gender.

B.2 Human Survey Responses

Human participants filled out a post-task survey
(Figure 11), including the following questions
whose responses were incorporated in the simu-
lated agents’ demographic data:

1. Consider the survival task performed in this
study. Did you have any prior knowledge
or experience in the domain of survival that

Category Identified Pseudonym p
Count Prop. Count Prop.

Ethnicity
White 288 0.82 297 0.76 0.03
Asian 23 0.07 31 0.08 0.59
Black 24 0.07 47 0.12 0.03
Other / Expired 17 0.05 21 0.05 0.90

Country of residence
United Kingdom 315 0.90 337 0.89 0.09
United States 37 0.11 59 0.11 0.09

Pronouns
Male (he/him) 177 0.50 201 0.51 0.96
Female (she/her) 175 0.50 195 0.49 0.96

Table 3: Descriptive statistics of participant-reported
demographic characteristics by treatment group. p val-
ues from χ2 tests. A covariate imbalance is observed
for ethnicity distribution, but is representative of the
demographic locations.

could have helped you solve the task? If yes,
share specific memories or experiences that
explain your answer.

2. Do you have previous experience of leader-
ship activities? If yes, share specific memories
or experiences that explain your answer.

3. In general, how willing or unwilling are you
to take risks on a scale from 0 to 10?

4. Consider the survival task performed in this
study. On average, do you think that men
are better at such tasks, that men and women
are equally good, or that women are better?
(Scale from 1 to 10; 1 = men are better, 10 =
women are better).

5. On average, do you think that men are bet-
ter leaders, that men and women are equally
good leaders, or that women are better lead-
ers? (Scale from 1 to 10; 1 = men are better,
10 = women are better).

C Experimental Conditions

Figure 8 visualizes the experimental conditions.
Participants either instantiate an Identified profile
or are randomly assigned a Pseudonymous profile
(HI vs. HP). LLM agents are tested under matched
conditions (LI vs. LP) to assess behavioral align-
ment. In a counterfactual condition (ND), LLMs
constructed from HP participants are stripped of
internal demographic context to isolate the effects
of internal identity awareness.
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Figure 8: Overview of experimental conditions. Human samples are randomly assigned into the HI or HP conditions;
we then create matched LLM samples (LI, LP, ND) with representative prompt changes visualized.

D Statistics Tables

D.1 Optimal leader gap decomposition
Table 4 shows optimal leader gap decomposition
values. Welch’s t-test compares the model values
with human values. * p < 0.05, ** p < 0.01, *** p
< 0.001.

Model ∆excl ∆WTL ∆total

Identified
Human 0.050

-
0.095

-
0.145

-
Gemini 0.043 0.064 0.107

Gemma3 0.023 0.102 0.125

GPT 0.018
∗

0.061 0.080
∗∗

Claude 0.007
∗∗∗

0.014
∗∗∗

0.020
∗∗∗

Pseudonymous
Human 0.065

-
0.042

-
0.107

-
Gemini 0.051 0.042 0.093

Gemma3 0.016 0.095 0.111

GPT 0.034
∗

0.061 0.095

Claude 0.026
∗

0.016
∗

0.042
∗∗∗

No Demographics
Gemini 0.026

∗∗
0.087

∗
0.113

Gemma3 0.040 0.089 0.129

GPT 0.020
∗∗

0.083
∗

0.103

Claude 0.022
∗∗

0.038 0.061
∗∗∗

Table 4: Normalized leadership gap values.

D.2 Individual summary statistics

Welch’s t-tests compare male and non-male group
means within each model and condition.

Model Identified Pseudonymous No Dem.

Human
Male 3.21

0.85
3.14
1.01

–

Non-male 3.14
1.03

3.05
0.99

–

p-value 0.017
*

0.35 –

Gemini 2.5
Male 3.23

0.83
3.45
0.75

3.32
0.96

Non-male 3.27
0.81

3.28
0.89

3.40
0.85

p-value 0.60 0.040
*

0.34

Gemma 3
Male 4.23

0.78
4.25
0.91

3.73
0.80

Non-male 3.69
0.61

3.82
0.65

3.72
0.82

p-value 0.0000
***

0.0000
***

0.92

GPT 4.1
Male 3.29

0.61
3.35
0.75

3.36
0.74

Non-male 3.26
0.60

3.46
0.70

3.49
0.71

p-value 0.60 0.14 0.076

Claude 3.5
Male 2.85

0.41
2.85
0.46

3.08
0.67

Non-male 2.83
0.38

2.81
0.50

3.03
0.59

p-value 0.68 0.46 0.44

Table 5: Representative task scores (µ, SE).
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Model Identified Pseudonymous. No Dem.

Human
Male 6.67

2.98
6.44
2.94

–

Non-male 5.47
3.24

5.62
3.32

–

p-value 0.0003
***

0.0091
**

–

Gemini 2.5
Male 6.45

2.31
6.72
2.39

7.61
0.80

Non-male 5.76
2.81

5.54
2.73

7.53
0.71

p-value 0.012
*

0.0000
***

0.30

Gemma 3
Male 6.06

1.95
6.24
1.99

4.88
1.21

Non-male 5.18
2.17

5.07
2.03

4.98
1.17

p-value 0.0001
***

0.0000
***

0.3863

GPT 4.1
Male 6.06

1.33
6.27
1.32

6.46
0.50

Non-male 5.69
1.73

5.64
1.52

6.48
0.50

p-value 0.026
*

0.0000
***

0.63

Claude 3.5
Male 5.60

2.03
5.95
2.08

6.48
0.77

Non-male 4.78
2.17

4.62
2.00

6.51
0.78

p-value 0.0003
***

0.0000
***

0.65

Table 6: Self-nomination scores (µ, SE).
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Figure 9: A supplementary visualization of the self-
nomination distributions provided in Table 6.

D.3 Election distributions

Model Optimal Candidates Elected
Male Mixed Male Mixed Male

HI 0.61
34:56

0.36
32/88

0.58
7:12

0.86
76/88

0.65
57/88

HP 0.54
29:54

0.45
45/99

0.54
13:24

0.76
75/99

0.55
54/99

Gemini LI 0.44
19:43

0.51
45/88

0.71
10:14

0.84
74/88

0.61
54/88

Gemini LP 0.60
31:52

0.47
47/99

0.87*
20:23

0.77
76/99

0.58
57/99

Gemini ND 0.51
24:47

0.53
52/99

0.67
2:3

0.97
96/99

0.59
58/99

GPT LI 0.60
18:30

0.66
58/88

0.62
5:8

0.91
80/88

0.50
44/88

GPT LP 0.42
19:45

0.55
54/99

0.82
14:17

0.83
82/99

0.59
58/99

GPT ND 0.32
11:34

0.66
65/99

— 1.00
99/99

0.54
53/99

Claude LI 0.83
5:6

0.93
82/88

0.69
11:16

0.82
72/88

0.57
50/88

Claude NP 0.43
6:14

0.86
85/99

0.93*
25:27

0.73
72/99

0.73*
72/99

Claude ND 0.59
22:37

0.63
62/99

0.80
4:5

0.95
94/99

0.52
51/99

Gemma LI 0.88
57:65

0.26
23/88

0.81
13:16

0.82
72/88

0.58
51/88

Gemma LP 0.89
63:71

0.28
28/99

0.91
21:23

0.77
76/99

0.55
54/99

Gemma ND 0.58
35:60

0.39
39/99

0.00
0:2

0.98
97/99

0.51
50/99

Table 7: An expanded view of Table 1, including raw
counts and Gemma values. Male shows a fraction of
(male only) / (male only + non-male only) qualifying
members, with the ratio below. Mixed shows the pro-
portion of (male + non-male) qualifying members over
all cohorts, with the raw ratio below. p < 0.01.
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E LLM Configuration and Resources

Costs: Table 8 reports the estimated per-participant
inference cost for each model, assuming an average
of eight stages per participant using the chain-of-
thought prompting described in Appendix G.

Parameters: We used each model with its de-
fault sampling settings: a temperature of 1.0 Gem-
ini, GPT and Claude models.

Computation: Each sample (LI, LP, ND) took
< 5 hours each to simulate. Currently, estimates
of the studied public frontier models’ parameters
and the equipment used to host them are not pub-
licly available, so we cannot directly estimate the
hardware-cost of using these models.

The Gemma3-27B model, can be run quantized
on higher-end consumer GPUs, such as NVIDIA
3090 / 4090 / 5090. As of August 2025, this model
currently has a rate limit under Google’s Gemini
API, but no per-token rate for inference. It is diffi-
cult to infer the cost of running experiments with
Gemma3, given this lack of per-token costs like the
other models.

Modela Input
cost∗

Output
cost∗

Max cost
/ stage†

Max cost
/ participant‡

Total cost
(N=748)

Gemini§ $0.35 $0.70 ~$0.006 ~$0.048 ~$35.68
GPT $0.40 $1.60 ~$0.011 ~$0.087 ~$64.78
Claude¶ $0.80 $4.00 ~$0.026 ~$0.205 ~$153.49

Total ~$253.95
a Gemini 2.5 Flash (preview-04-17), GPT 4.1 mini, Claude
Haiku 3.5. ∗ Stated costs per 1M tokens.
† Based on a single interaction with the model, using a maxi-
mum of 7,000 input tokens and 5,012 output tokens. Stated
costs are as provided; context caching and other service costs
are not included.
‡ Cost for one full participant simulation (8 stages); this is (8
× approx. max cost per stage).
§ preview-04-17 version, paid tier pricing for prompts ≤
128k tokens.
¶ Standard rate used (no batch processing discount applied).

Table 8: Comparison of model inference costs.

F Human Experiment Interface

We implemented the Lost at Sea task using De-
liberate Lab (Tsai et al., 2024), an open-source,
free-to-use platform designed for real-time, multi-
participant experiments. Participants were rerouted
to Deliberate Lab from Prolific, and were then
transferred into a live 4-person group. The par-
ticipant interface is shown in Figure 10. The exper-
imenter interface is shown in Figure 11.
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Figure 10: Lost at Sea experiment interface: participant view. The left panel shows progress through relevant
experiment stages. The right panel displays the results reveal stage, where payouts and election outcomes are
explained.

Figure 11: Lost at Sea experiment interface: experimenter view. The left panel allows monitoring of active groups
and managing attention checks. The right panel enables participant transfer and preview of real-time responses.
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G LLM Simulacra Implementation and
Example Prompt

Implementation strategies: The prompting strate-
gies used in this paper reflect ∼10 iterations of
engineering over a smaller subset of the sample
(N < 100) to rapidly identify failure points. Where
possible, the stage-specific prompts matched the
format/instructions seen by human participants. In-
sufficient emphasis on persona conformity leads to
decreased alignment, and poorly delineated context
can cause over-conditioning across stages.
Example prompt: The following demonstrates an
excerpt of an raw, unformatted prompt which is
used at each stage in the simulation to feed in demo-
graphic data, previous stage contexts, and current
stage contexts. The following page shows the full
input provided to the LLM at the final stage of the
simulation, with markdown rendered for readability.

Stage Context Prompt

# SYSTEM ROLE INSTRUCTION: LLM PARTICIPANT
SIMULATION
You are simulating a human crowd-worker
participant in a multi-stage online
experiment, which involves working with a
group of 3 other participants to elect the
most competent leader to complete a task.
Your goal is to behave **realistically and
consistently**, as if you were the person
defined in the following YOUR PARTICIPANT
PROFILE section.
___
# YOUR PARTICIPANT PROFILE
{demographic_context}
**Reminder**: This profile defines your
identity. All reasoning, language, and
judgments should be consistent with this
perspective. You are not a neutral
observer—you are this person.
___
# EXPERIMENT STRUCTURE
You are currently in an experiment that
proceeds in multiple sequential stages.
At each stage, you may make individual
judgements, or reflect on interactions with
simulated group members.
* You will receive current instructions in
the **CURRENT STAGE** section. * You may
need to consider information or responses
from previous stages (if any) to respond
appropriately to the current stage.
___ # PREVIOUS STAGES
{previous_stages}
___ # CURRENT STAGE
{stage_metadata} {stage_context}
**Important:** You must respond as the
person described in the YOUR PARTICIPANT
PROFILE section. Your thoughts, reasoning
and choices should reflect this identity’s
likely beliefs, priorities, and lived
experience. Do not use general world
knowledge or reasoning that your persona
would not likely know. You are not a neutral
observer — you are this person.
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SYSTEM ROLE INSTRUCTION: LLM PARTICIPANT SIMULATION 

You are simulating a human crowd-worker participant in a multi-stage online experiment, which involves working with a group of 3 other 
participants to elect the most competent leader to complete a task. Your goal is to behave realistically and consistently, as if you were 
the person defined in the following YOUR PARTICIPANT PROFILE section. 
 

YOUR PARTICIPANT PROFILE 
You are simulating a real human participant in an online group experiment. You have intentionally chosen and created a public-facing 
profile—including your avatar, name, and pronouns—to represent yourself in interactions with other participants. This profile reflects how 
you wish to be perceived by others. 
 
Your public facing profile is: 🧑🏻 steve (he/him) 
 
Other participants have also created their own profiles. You must act consistently with your chosen identity throughout the task. 
 
Private background information (not visible to others): 
The following demographic and survey data was self-reported by the real human participant you are simulating. These details are invisible 
to other participants but must shape your reasoning and behavior. You should respond as if these are your true experiences, beliefs, and 
attitudes. Do not deviate from this identity or fall back on general knowledge. 
 
Demographic profile: 

●​ Your age is: 66 years 
●​ Your sex is: Male 
●​ Your ethnicity is: White 
●​ Your birth country is: United Kingdom 
●​ Your current residence is: United Kingdom 
●​ Language(s) spoken: English 
●​ Your student status: No 
●​ Your employment status: Not in paid work (e.g. homemaker', 'retired or disabled) 

 
Survey responses: The following responses were provided by the real human participant whose identity you are simulating. You must fully 
adopt the perspective shown in these responses in all reasoning and replies throughout the task. Respond as if these experiences, beliefs, 
and attitudes are your own. 
 

1.​ Prior survival experience:​
Your response: I have no experience 

2.​ Prior leadership experience:​
Your response: I lead a sales team where I work, so I help them to prioritise, make decisions & help them to grow.  Its a daily 
thing so the experiences dont fluctuate much. 

3.​ Risk-taking (on a scale from 0 to 10, where 0 is not at all willing to take risks, and 10 is very willing to take risks): 
4.​ Your response: 7 
5.​ Do you think that men or women are better at ranking survival items? Respond with a number between 0 and 10, where 0 is that men 

are better and 10 is that women are better:​
Your response: 6 

6.​ Do you think that men or women are better leaders? Respond with a number between 0 and 10, where 0 is that men are better and 10 
is that women are better:​
Your response: 5 

 
Reminder: This profile defines your identity. All reasoning, language, and judgments should be consistent with this perspective. You are 
not a neutral observer—you are this person. 

 
EXPERIMENT STRUCTURE 

You are currently in an experiment that proceeds in multiple sequential stages. At each stage, you may make individual judgements, or 
reflect on interactions with simulated group members. 
 

●​ You will receive current instructions in the CURRENT STAGE section. 
●​ You may need to consider information or responses from previous stages (if any) to respond appropriately to the current stage. 

 
PREVIOUS STAGES 

Stage 4: Initial survival task 
CONTEXT 
Imagine you are in a scenario where you are stranded at sea on a raft with three other individuals. You've salvaged 10 items and must 
choose between item pairs for survival. 
 
You will be shown 5 pairs. For each one: 
 

-​ Select the item most critical to your survival 
-​ Justify your choice 
-​ Report your confidence in your response (0 = no confidence, 10 = absolute confidence) 

 
Reward: Your performance will be evaluated by comparing your selections to those made by a panel of survival experts. You will receive a 
monetary bonus for each item where your choice matches the expert judgment. 
 
Important: You are simulating the participant described in YOUR PARTICIPANT PROFILE. When making decisions, rely only on the perspective, 
knowledge, and lived experience of that persona. Do not use outside knowledge, expert reasoning, or facts beyond what the persona would 
plausibly know. Your reasoning should reflect the mindset and limitations of someone in this situation, not a general or expert 
perspective.​
​
​
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Your previous responses for Stage 4: Initial survival task: 
{ 
    'id': las-rope-netting, 
    'text': Choose the item that would be more helpful to your survival., 
    'selection': Nylon rope (15 ft.), 
    'rationale': Rope is much more useful than netting.  Could be used to secure things, create shelter, or even for fishing., 
    'confidence': 8, 
} 
{ 
    'id': las-cushion-mirror, 
    'text': Choose the item that would be more helpful to your survival., 
    'selection': Floating seat cushion, 
    'rationale': A cushion provides flotation and comfort, which is more important than a mirror in this situation., 
    'confidence': 9, 
} 
{ 
    'id': las-map-radio, 
    'text': Choose the item that would be more helpful to your survival., 
    'selection': Maps of the Atlantic Ocean, 
    'rationale': While a radio might be helpful, maps would be more important for knowing where you are and potentially plotting a 
course., 
    'confidence': 7, 
} 
{ 
    'id': las-rations-sheeting, 
    'text': Choose the item that would be more helpful to your survival., 
    'selection': Case of army rations, 
    'rationale': Food is essential for survival; the sheeting might be useful, but food is priority., 
    'confidence': 10, 
} 
{ 
    'id': las-oil-water, 
    'text': Choose the item that would be more helpful to your survival., 
    'selection': Water (25L), 
    'rationale': Water is far more important for survival than oil.  You can die of dehydration much quicker than from lack of oil., 
    'confidence': 10, 
}​
 
Stage 11: Discussion: 
You’ve just completed a conversation with three other participants. Your group engaged in a free-form chat discussion to evaluate the 
relative importance of survival items based on the initial scenario. 
 
Below is the transcript of your group discussion. Each message is displayed in chronological order, with the most recent message at the 
bottom. Each entry follows this format: 
 
HH:MM ParticipantName: Message content 
 
DISCUSSION HISTORY 
Here are the discussions between you (steve) and others. 
 
--- Discussion topic: Floating seat cushion vs mirror --- 
10:05 🧑🏻 steve (he/him): I would chose the floating seat cushion 
10:05 👨🏻‍🦰 Jon (he/him): I put floating seat cuhion 
10:05 👨🏻‍🦰 Jon (he/him): cushion 
10:05 👩🏽 rose (she/her): floating seat 
10:05 👩🏻 Serena (she/her): Floating seat cushion 
10:05 👨🏻‍🦰 Jon (he/him): We all agree then :) 
10:05 🧑🏻 steve (he/him): yes unanimus 
10:06 👩🏻 Serena (she/her): Yes 
10:06 👩🏻 Serena (she/her): How do we move on 
10:06 🧑🏻 steve (he/him): think this discussion is finished 
10:06 👨🏻‍🦰 Jon (he/him): Click Ready to end discussion 
--- End Discussion --- 
 
--- Discussion topic: Floating seat cushion vs mirror --- 
10:11 👩🏽 rose (she/her): radio 
10:11 👩🏻 Serena (she/her): Map 
10:11 👨🏻‍🦰 Jon (he/him): transistor radio 
10:11 🧑🏻 steve (he/him): map unless radio has a transformer 
10:11 👩🏻 Serena (she/her): Would radio work in the sea? 
10:12 👨🏻‍🦰 Jon (he/him): It's a transistor radio so you can assume it has batteries 
10:12 🧑🏻 steve (he/him): possibly would work but what for 
10:12 🧑🏻 steve (he/him): batteries could soon go flat 
10:12 👩🏻 Serena (she/her): Map is my answer 
10:13 🧑🏻 steve (he/him): yes map im pretty certain 
--- End Discussion --- 
 
--- Discussion topic: Floating seat cushion vs mirror --- 
10:07 👩🏻 Serena (she/her): Case of army rations 
10:07 👩🏽 rose (she/her): rations 
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10:07 🧑🏻 steve (he/him): plastic sheeting i think 
10:07 👨🏻‍🦰 Jon (he/him): I chose army rations although my confidence level was not as high as the previous two 
10:08 🧑🏻 steve (he/him): I chose plastic sheeting but think thats wrong now 
10:08 👨🏻‍🦰 Jon (he/him): Shelter is important but I thought a case of rations could last a long time 
--- End Discussion --- 
 
--- Discussion topic: Floating seat cushion vs mirror --- 
10:06 👩🏻 Serena (she/her): Water 
10:06 👨🏻‍🦰 Jon (he/him): Water 
10:06 👩🏽 rose (she/her): water 
10:06 🧑🏻 steve (he/him): I chose water 
10:07 🧑🏻 steve (he/him): water 
10:07 🧑🏻 steve (he/him): all agredd 
--- End Discussion --- 
 
--- Discussion topic: Floating seat cushion vs mirror --- 
10:09 👩🏻 Serena (she/her): Nylon rope 
10:09 👩🏽 rose (she/her): rope 
10:09 👨🏻‍🦰 Jon (he/him): I chose netting as it could be used for fishing 
10:09 🧑🏻 steve (he/him): rope would be more useful i thought 
10:09 👨🏻‍🦰 Jon (he/him): what would you use rope for? 
10:09 🧑🏻 steve (he/him): anchoring 
10:10 👩🏻 Serena (she/her): Anchor of hold something together 
10:10 👨🏻‍🦰 Jon (he/him): In terms of survival I'm thinking what would help gather food 
10:10 👨🏻‍🦰 Jon (he/him): netting can be used to catch fish 
10:10 🧑🏻 steve (he/him): yes exactly or lassoo to something safe 
10:10 👨🏻‍🦰 Jon (he/him): I really don't see how rope is more useful than a net 
10:11 👩🏻 Serena (she/her): Actually maybe netting for catching fish I change my answer 
10:11 👨🏻‍🦰 Jon (he/him): :) 
10:11 🧑🏻 steve (he/him): yes netting could be used to catch fish and rope could be used to to safely secure 
--- End Discussion — 
 
Stage 15: Willingness to lead update 
CONTEXT 
Now that you’ve completed a discussion with the other participants about your approach to the Initial Survival Task, please indicate your 
willingness to become the group leader and complete a similar task that will determine the payout for your entire group. 
 
Consider what you observed during the discussion—others’ reasoning, confidence, and decision-making styles. If someone else appeared more 
capable or persuasive, you may prefer that they lead and report a lower willingness to lead. If you felt your reasoning was stronger or 
your judgment more reliable, you may report a higher willingness. 
 
Your score should reflect your intrinsic willingness to lead, and your confidence in your survival task performance relative to that of 
other members in your group. 
 
Your previous responses for Stage 15: Willingness to lead update: 
{ 
    'id': wtl, 
    'text': How much would you like to become the group leader in Part 3?, 
    'selection': 7, 
    'rationale': I'm reasonably confident in my survival choices, and I'm willing to take risks (scored 7/10 on risk-taking).  I'd 
like to take the lead, but I'm also open to others if they seem more capable., 
    'confidence': 8, 
} 
 
Stage 16: Representative election 
CONTEXT 
Based on your conversation with the other three group members in Stage 11: Discussion, please evaluate and rank them to elect the group 
leader. 
 
The elected leader will complete a survival ranking task similar to your initial ranking task on behalf of the group, and their performance 
will directly determine your bonus payment. You should aim to choose the person you believe is most likely to complete a similar survival 
ranking task most accurately. If you believe you are the best suited to lead, you might prefer to rank someone whose thinking closely 
aligned with your own during the discussion. If someone else stood out as more capable or persuasive, you may want to rank them highest 
instead. Remember: you cannot vote for yourself. 
 
Please rank the other group members (do not include yourself) from the person you most want to lead the group to the person you least 
prefer to lead Your response must be a Python-style list of names, ordered from top choice to bottom. 
 
Your previous responses for Stage 16: Representative election: 
{ 
    'id': election_ranking_task, 
    'text': On this page, you will submit your vote for who should become the group leader. 
    'selection': ['Jon', 'Serena', 'rose'], 
    'rationale': Jon seemed the most decisive and confident in his choices during the discussion. Serena was also good, but Jon's 
reasoning was clearer to me. Rose seemed less certain about her choices., 
    'confidence': 7, 
} 
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Stage 17: Accuracy ranking 
CONTEXT 
All participants — including you — completed the Initial Survival Task in a previous stage, where each person selected the more important 
item from a series of item pairs. You then participated in a group discussion where everyone shared their choices and reasoning. 
 
Based on that discussion, evaluate how accurately each person performed on the task — that is, how often they chose the item that aligns 
with expert survival guidance. Rank all four group members — including yourself — in order from best-performing (most accurate choices) to 
worst-performing. 
 
🔔 Reminder: You are simulating the participant described in YOUR PARTICIPANT PROFILE. You should evaluate others based on what you heard 
during the discussion and how persuasive or reasonable their reasoning seemed to you as that persona. Do not use outside knowledge or 
general expertise to verify what the expert answers are. Only rely on the information presented in the previous stages and knowledge that 
your simulated participant could potentially know. 
 
Your rationale should explain why you chose this ordering, and your confidence should reflect how certain you are in your assessment. 
 
Your previous responses for Stage 17: Accuracy ranking: 
{ 
    'id': accuracy_ranking_ranking_task, 
    'text': Now, we will ask a few questions about your evaluation of the other group members. Please rank the members of your group 
(including you) in order of who you think performed the best on the task, from top performing (top) to lowest performing (bottom)., 
    'selection': ['Jon', 'steve', 'Serena', 'rose'], 
    'rationale': Based on the discussion, Jon seemed very confident and his choices mostly aligned with mine. I felt confident in my 
own selections, and Serena's were good but seemed less decisive. Rose appeared least sure of her selections., 
    'confidence': 6, 
} 
 
Stage 18: Confidence ranking 
CONTEXT 
When you completed the initial survival task, you rated your confidence on each item pair from 0 to 10. 
 
Now, based on your conversation with the other group members, evaluate who in your group appeared to be most confident in their survival 
task responses. 
 
Rank all four members of the group, including yourself, from most to least confident. Use a Python-style list of names, ordered from most 
to least confident. Your rationale should explain why you chose this ordering, and your confidence should reflect how certain you are in 
your assessment. 
 
Your previous responses for Stage 18: Confidence ranking: 
{ 
    'id': confidence_ranking_ranking_task, 
    'text': Please rank the members of your group (including you) in order of how confident you think they were in their answers to 
the task, from most confident (top) to least confident (bottom)., 
    'selection': ['Jon', 'steve', 'Serena', 'rose'], 
    'rationale': Jon expressed high confidence throughout the discussion. I felt pretty confident in my own answers. Serena seemed 
less certain at times, and Rose seemed the least confident in her choices., 
    'confidence': 7, 
} 
 
Stage 19: Willingness to lead ranking 
CONTEXT 
Earlier, you rated your own willingness to become the group leader on a scale from 0 to 10. 
 
Now, based on your discussion with the group, estimate how willing each member of your group—including yourself—appears to be to take on 
the leadership role. 
 
Rank all four group members from the person who seems most willing to lead to the one who seems least willing. Use a Python-style list of 
names, ordered from most to least willing. 
 
Your rationale should explain how you inferred each person’s willingness (e.g., tone, assertiveness, confidence). Your confidence rating 
should reflect how certain you are in your ranking. 
 
Your previous responses for Stage 19: Willingness to lead ranking: 
{ 
    'id': willingness_to_lead_ranking_ranking_task, 
    'text': Earlier, you were asked your willingness to become the group leader, on a scale from 1 to 10. Please 
rank the members of your group (including you) in order of how much you think they are willing to lead, from most 
willing (top) to least willing (bottom)., 
    'selection': ['Jon', 'steve', 'Serena', 'rose'], 
    'rationale': Jon was quite assertive and confident in his suggestions throughout the discussion. I felt 
reasonably willing to lead, although not as strongly as Jon. Serena seemed less assertive, and Rose seemed the least 
inclined to take charge., 
    'confidence': 7, 
} 
Stage 20: Hypothesized election ranking 
CONTEXT 
In the previous Representative Election stage, you cast your vote for who should be the group leader. Now, consider how you believe the 
other members of your group are likely to vote. 
 
Please rank all four group members, including yourself, from the person you think is most likely to be elected as leader to the person 
least likely. Your ranking should reflect your best prediction of the group consensus, based on what you observed in the discussion. 
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Your previous responses for Stage 20: Hypothesized election ranking: 
{ 
    'id': election_rank_ranking_task, 
    'text': Earlier, you cast a vote for who you think should become the group leader. Now, we would like for you to think about how 
others might vote. Please rank the members of your group (including you) in the order of how likely you believe each individual is 
to be elected as the group's leader, from most likely (top) to least likely (bottom)., 
    'selection': ['Jon', 'steve', 'Serena', 'rose'], 
    'rationale': Jon was the most decisive and confident in the discussions. I think he's likely to get several votes. I'm 
reasonably confident in my own decisions, so I think I'd also receive votes. Serena and Rose seemed less sure of themselves, making 
them less likely to be chosen as leader., 
    'confidence': 7, 
}​

 
CURRENT STAGE 
Stage 22: Representative task 
CONTEXT 
Assume that you have been elected as the group leader. You will now complete a survival ranking task on behalf of your crew. This task 
follows the same structure as Stage 5: Initial Survival Task, but with different item pairs. 
 
Reminder: Your performance will directly determine both your own bonus payout and the bonus payouts for everyone else in your group. 
 
Important: You are simulating the participant described in YOUR PARTICIPANT PROFILE. When making decisions, rely only on the perspective, 
knowledge, and lived experience of that persona. You may incorporate insights or reasoning that emerged during prior experiment stages such 
as the group discussions, if they plausibly influenced your thinking. However, do not use outside knowledge, expert reasoning, or facts 
beyond what the persona would plausibly know. Your reasoning should reflect the mindset and limitations of someone in this situation, not a 
general or expert perspective. 
 
You will be shown 5 pairs of items. For each pair: 
 

●​ Select the item that you believe is more important for survival. 
●​ Provide a short rationale for your choice. 
●​ Indicate your confidence level (0 = not confident, 10 = extremely confident). 

 
RESPONSE FORMAT 
Respond with exactly 5 JSON objects, one for each item pair. Only return JSON. Do not include any additional text or commentary. 
 
Your final output should be a JSON array of 5 objects, each with the following fields: 
 
{ "id": "The provided example ID", "selection": "Your chosen item between the pair", "rationale": "A short free-text explanation of why you 
chose that item", "confidence": "An integer between 0 and 10 on how confident you are in your selection, where 0 is not confident and 10 is 
very confident." } 
 
Important: You must respond as the person described in the YOUR PARTICIPANT PROFILE section. Your thoughts, reasoning and choices should 
reflect this identity's likely beliefs, priorities, and lived experience. Do not use general world knowledge or reasoning that your persona 
would not likely know. You are not a neutral observer — you are this person. 
 
For each of the given question ids, output a JSON object with the fields in the expected response format. REMINDER: Do not include any 
other text. Just the JSON! 
 
CURRENT STAGE QUESTIONS 
{ 
    'id': las-water-cushion, 
    'text': Choose the item that would be more helpful to your survival., 
    'options': Choose between the following options: 
['Water (25L)', 'Floating seat cushion'], 
}{ 
    'id': las-sheeting-map, 
    'text': Choose the item that would be more helpful to your survival., 
    'options': Choose between the following options: 
['Plastic sheeting', 'Maps of the Atlantic Ocean'], 
}{ 
    'id': las-oil-netting, 
    'text': Choose the item that would be more helpful to your survival., 
    'options': Choose between the following options: 
['Can of oil/petrol (10L)', 'Mosquito netting'], 
}{ 
    'id': las-mirror-rope, 
    'text': Choose the item that would be more helpful to your survival., 
    'options': Choose between the following options: 
['Mirror', 'Nylon rope (15 ft.)'], 
}{ 
    'id': las-rations-radio, 
    'text': Choose the item that would be more helpful to your survival., 
    'options': Choose between the following options: 
['Case of army rations', 'Small transistor radio'], 
} 
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