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Abstract

We investigate the identification of id-
iomatic expressions—a semantically non-
compositional subclass of multiword expres-
sions (MWEs)—in running text using large lan-
guage models (LLMs) without any fine-tuning.
Instead, we adopt a prompt-based approach and
evaluate a range of prompting strategies, includ-
ing zero-shot, few-shot, and chain-of-thought
variants, across multiple languages, datasets,
and model types. Our experiments show that,
with well-crafted prompts, LLMs can perform
competitively with supervised models trained
on annotated data. These findings highlight the
potential of prompt-based LLMs as a flexible
and effective alternative for idiomatic expres-
sion identification.

1 Introduction

Multiword expressions (MWESs), combinations of
words that exhibit idiosyncratic syntactic or seman-
tic behavior, are pervasive in natural language and
pose a long-standing challenge for computational
models. Examples such as “red tape” (referring to
excessive bureaucracy) illustrate the central linguis-
tic phenomenon of non-compositionality, where the
meaning of the whole cannot be deduced from its
parts. MWEs encompass a wide range of construc-
tions, including idioms, collocations, light verb
constructions, and compound nouns, and they vary
significantly across languages in both form and
frequency.

From a natural-language-processing (NLP) per-
spective, reliably identifying MWE:s is essential
for tasks like machine translation (Baziotis et al.,
2023) and semantic representation (Cohen et al.,
2022). Misinterpreting idioms as literal phrases
can harm performance, especially in multilingual
or low-resource settings. MWEs also often reflect
cultural or domain-specific meaning, making them
important for higher-level language analysis.

One particularly compelling application of
MWE detection lies in the domain of intertextual-
ity, where researchers seek to trace intellectual and
textual connections across corpora, such as iden-
tifying characteristic expressions that recur across
ancient manuscripts. In such settings, we believe
that MWEs can act as linguistic fingerprints, en-
abling the identification of subtle relationships be-
tween texts that might otherwise remain hidden.

As linguistic demands grow, large language mod-
els (LLMs) have advanced state-of-the-art perfor-
mance across many NLP tasks. However, their abil-
ity to detect MWEs—especially in zero-shot set-
tings without fine-tuning—remains underexplored.
This raises questions about how well generative
LLMs capture non-compositional meaning and
phrase-level semantics. A recent survey by Mileti¢
and Walde (2024) highlights encoder-based, fine-
tuned approaches to MWE detection. In contrast,
we examine whether generative LLMs can identify
MWEs directly in running text without additional
training, focusing on idiomatic expressions—a sub-
class of MWEs whose meaning is not inferable
from their individual words (e.g., “spill the beans”).

While idioms are often figurative, not all figura-
tive expressions are idiomatic; idioms are also fixed
and conventionalized. They fall under the broader
category of formulaic language, which includes
frequent word combinations like collocations (e.g.,
“make a decision”) and fixed phrases (e.g., “by the
way”’). Idioms are unique in being both formu-
laic and semantically non-compositional. A key
challenge is that idioms can be identical in form
to literal expressions, depending on context (e.g.,
“I spilled the beans in the kitchen™). Thus, “spill
the beans” is a potential idiomatic expression (PIE)
that may appear with either meaning. We define the
task as follows: given a document, the model must
identify all PIEs used idiomatically in context.

We design several prompting strategies, includ-
ing techniques that encourage the model to “think
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Figure 1: The promoting strategies and settings we use in this study.

creatively” before extracting MWEs. These are
contrasted with a recently proposed reasoning-
augmented LLMs, such as DeepSeek-R1 or Ope-
nAI’s GPT-03, which are designed to simulate gen-
eral cognitive steps before responding. We find
that generative LLMs, when prompted appropri-
ately, can match or even exceed the performance of
several supervised baselines trained explicitly for
idiomatic expression identification.

Our main contributions are as follows: (1) We
demonstrate that generative LLMs are capable of
detecting non-compositional instances of idiomatic
expressions in running text at a quality compet-
itive with fine-tuned identification models, even
in zero-shot settings. (2) We conduct a com-
prehensive multilingual evaluation of MWE de-
tection, covering a typologically diverse set of lan-
guages and highlighting key cross-linguistic dif-
ferences and challenges. All code, prompts, and
reproducibility details are available in our project
repository.!

2 Related Work

2.1 Multiword Expression Identification

MWE identification has long been studied in NLP,
traditionally framed as a sequence tagging task
(Constant et al., 2017). Early methods relied on
linguistic rules; for example, Pasquer et al. (2020)
proposed Seen2Seen, which learns verbal MWE
candidates and filters them using morphosyntactic
constraints.

With pretrained language models, contextual em-
beddings became central. Taslimipoor et al. (2020)
introduced MTLB-STRUCT, a semi-supervised
method fine-tuning BERT to jointly predict
VMWEs and syntactic dependencies, evaluated
on the PARSEME 1.3 shared task (Savary et al.,
2023). MWEasWSD (MaW) (Tanner and Hoff-

1https://github.com/Intellexus—DSI/
easy-as-pie/

man, 2023) further combined rule-based filtering
with a bi-encoder model, achieving strong results
on DiMSUM (Schneider et al., 2016).

More recently, Ide et al. (2024) introduced the
CoAM dataset and showed that fine-tuning large
models like Qwen-2.5-72B (Team, 2024) outper-
forms prior methods, signaling a shift toward LLM-
based solutions for MWE identification.

2.2 Idiomatic Expression Identification

Idioms are a subclass of MWESs characterized by
their figurative meaning and lack of compositional-
ity (Timothy Baldwin, 2010). Several datasets have
been introduced for the task of idiom identification,
including VNC-Tokens (Cook et al., 2008), Giga-
word (Sporleder and Li, 2009), SemEval-2013 Task
5 (Korkontzelos et al., 2013), and IDIX (Sporleder
et al., 2010). However, these resources have faced
criticism for being limited in size or in the variety
of idiom types they cover (Haagsma et al., 2019;
Mi et al., 2024). Tedeschi et al. (2022) further
note that most of these datasets focus primarily on
English, and describe the more recent SemEval-
2022 dataset (Madabushi et al., 2021) as small and
restricted in terms of language coverage. The Open-
MWE Corpus (Hashimoto and Kawahara, 2009)
is a large Japanese dataset for idiom classification
comprising 102,334 instances across 146 idioms.
In addition, all these datasets are largely de-
signed for the idiom classification task, where the
system is provided with both a context and a PIE.
In contrast, we address the identification task: iden-
tifying idiomatic expressions directly from the sen-
tence, without being given the candidate PIE in
advance. An example of this tasks can be found
in Dodiom (Eryigit et al., 2022), a multilingual
resource for idiom identification created via gam-
ified crowdsourcing in Turkish and Italian. With
the advent of word embeddings, both static and
contextual, new approaches emerged that modeled
idiomaticity as a divergence between the vector rep-
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resentations of an expression and those of its parts
(Gharbieh et al., 2016; Ehren, 2017; Senaldi et al.,
2019; Hashempour and Villavicencio, 2020; Gar-
cia et al., 2021; Nedumpozhimana and Kelleher,
2021).

Recent work has applied transformer-based mod-
els to idiom identification, including multi-stage
architectures with attention (Zeng and Bhat, 2021),
BiLSTM-CRF models over subword embeddings
(Tedeschi et al., 2022), and lexicon-augmented
transformers (Hadj Mohamed et al., 2024). LLMs
have also been explored for idiom classification
(De Luca Fornaciari et al., 2024; Mi et al., 2024;
Phelps et al., 2024), but, to our knowledge, none
have tackled MWE identification without fine-
tuning. In this work, we address this gap by using
generative LLMs to identify idiomatic expressions
in context, relying solely on prompt-based guid-
ance.

3 Method

We prompt a generative LLM with task instruc-
tions and a sentence, asking it to identify idiomatic
expressions. We evaluate various prompting strate-
gies across multilingual datasets.

3.1 Problem Formulation

While our primary focus is on idiom identifica-
tion, we also include experiments on one dataset
that covers a broader range of MWE types; in this
case, we refer to the task as MWE identification
(MWEI). Given that LLMs are naturally suited
for processing raw, unstructured text, we prompt
the model with plain sentences and ask it to re-
turn a list of idiomatic expressions in a structured
JSON format. In the simplest setting (e.g., with
a zero-shot prompt), the expected JSON struc-
ture includes an “mwes” field, which is a list of
the identified expressions, each represented by its
surface form—that is, as it appears in the input text.
For more advanced prompts incorporating chain-of-
thought reasoning, the output includes additional
fields like “sentence” and “explanation” to justify
why specific expressions are considered idiomatic.
The prompt templates and output schemas are de-
scribed in Section 3.3, with illustrative examples
provided in Appendix K.

3.2 Datasets

In our experiments, we use two datasets with dis-
tinct characteristics, enabling more general insights

into LLMs’ ability to perform idiom identification
in zero-shot settings. Additionally, we include
a dataset for MWE identification (MWEI) to ex-
plore the model’s capabilities beyond idioms. We
use the datasets according to the original intention
of the providers. Table 1 provides an overview of
the dataset statistics. License information for all
datasets is provided in Appendix J.

ID10M (Tedeschi et al., 2022). A multilingual
dataset created for the task of idiom identification,
featuring automatically generated training data in
ten different languages. The authors released a
manually annotated evaluation benchmark consist-
ing of 200 samples in English, Italian, and Ger-
man—and reportedly in Spanish, although only
199 samples are present in the published data. Id-
ioms were sourced from Wiktionary,? with any id-
ioms not found there excluded from annotation.
The dataset includes only continuous idiom spans,
meaning all words within each span are part of the
idiom, with no interruptions or excluded tokens
(also known as gaps). It supports multiple idioms
per instance and uses the standard BIO (Begin-
Inside-Outside) tagging scheme for annotating id-
iomatic expressions.

MAGPIE (Haagsma et al., 2020). This dataset
contains 56,622 English instances drawn from di-
verse genres, including news and science. The
dataset was originally designed for idiom classi-
fication, where the task is to classify a PIE in a
sentence as idiomatic or literal. Since our goal is
identification, we adapt the dataset for this task, as
detailed in Appendix A, where we also describe
some filtering we apply. This process yields 4,391
test samples, from which we randomly select 400
for evaluation. The filtered version, marked as ours
in Table 1, will be released with this paper to sup-
port reproducibility and future improvements.

CoAM (Ide et al., 2024). As noted above, we
also aim to extend the evaluation beyond idiomatic
expressions to include additional types of MWE:s.
Detecting MWEs is more challenging, as they ex-
hibit diverse linguistic properties and may include
more gaps—for example, in “turn China into”, the
MWE is typically defined as “turn into”.

For this set of experiments, we choose to use
CoAM, a dataset designed for comprehensive
MWE identification, extending beyond the com-
monly studied verbal MWEs (VMWEs) to encom-

2https: //www.wiktionary.org/
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Dataset Task Language ‘ Train Test
‘ # Sentences # MWEs/Idioms ‘ # Sentences # MWEs/Idioms
Id10M Idioms EN 37,919 4,568 200 142
DE 26,963 819 200 111
IT 29,523 452 200 139
ES 28,647 1,229 199 78
MAGPIE Idioms EN 35,542 27,296 4,451 3,401
MAGPIE (ours) EN 35,153 26,907 400 298
CoAM MWEI EN ‘ 780 489 ‘ 521 385

Table 1: Dataset statistics used in our experiments, including language, sentence count, and annotated expressions.

pass a broader range of MWE types. It comprises
1,301 English sentences sourced from a variety of
domains—including news articles, opinion pieces,
TED talks, and web content—and features both
written and transcribed spoken texts. Annotation
followed a multi-phase process with dual annota-
tors, expert adjudication, and automated validation.
The dataset includes five MWE categories: NOUN,
VERB, MODIFIER/CONNECTIVE, CLAUSE,
and OTHER. It uses the PARSEME-TSV format
(Savary et al., 2017), which supports discontinuous,
overlapping, and multiple MWEs per instance. See
Appendix K.2.1 for details.

To expand the multilingual coverage of our eval-
uation, we include Japanese and Turkish idiom
identification in our analysis. For this purpose,
we use the Dodiom dataset (Eryigit et al., 2022),
which was explicitly designed for idiom identifica-
tion, and adapt the MWE Corpus (Hashimoto and
Kawahara, 2009) into an idiom identification task
following the same procedure used for MAGPIE
(see Appendix A).

Using our best-performing prompt, GPT-4o-
mini achieves F1 scores of approximately 34 on
Japanese (290 instances) and 59 on Turkish (200 in-
stances), with consistently low standard deviations
across five random seeds.

Given these poor results, we did not pursue fur-
ther experiments with these datasets.

3.3 Prompting the LLM

We approach the task of idiom identification by
prompting an LLM, drawing on the growing trend
of applying LLMs to non-generative extraction
tasks (Liu et al., 2023; Sun et al., 2023; Smadu
et al., 2024). Prompting is implemented via the
LangChain framework, using OpenAl models for
proprietary systems and Together-Al for open-
source alternatives (referenced in Table 7).

Each model is initialized with a system prompt

that defines the task and specifies the required out-
put format; examples of these prompts are provided
in Appendix K. Prompts are refined through iter-
ative trial-and-error, aiming to maximize overall
performance. Given the high cost and manual ef-
fort involved in prompt engineering, we use the
smaller GPT-40-mini model during development
and transfer the optimized prompt to all other eval-
uated models. For the ID10M dataset, we use a sin-
gle English-language prompt across all languages.

LangChain offers a way to get structured outputs
from models that provide native APIs for struc-
turing outputs, like tool/function calling or JSON
mode. We use a Pydantic or TypedDict schema
to structure the output of the model, for the con-
venience of parsing the answer to a usable dictio-
nary. We provide the exact schema for each prompt-
ing method described below, in Appendix K. If a
model fails to produce a response in the expected
format, we treat the output as a hallucination and
replace it with an empty list, indicating that no id-
iom was identified. This phenomenon is almost
not observed with the stronger, larger models, like
GPT-40-mini. With smaller models like Qwen, this
happens infrequently, at most once in every 100
calls. Additionally, we normalize the responses by
removing any leading or trailing spaces and quota-
tion marks.

3.3.1 Prompt Strategies

We assign a distinct name to each prompt variant
used in our experiments and report results accord-
ingly in the following section. The exact prompts
are provided in Appendix K, and Figure 1 illus-
trates the evolution process of the different prompt
strategies.

We start with the zero-shot prompt, where
the model is simply instructed to list idioms in
a given sentence. In these settings, no explana-
tions are requested and no examples are given; it
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is only a direct instruction, followed by the input
context and definitions. This is extended in the
few-shot prompt by adding example pairs—half
with idioms, half without—randomly selected from
training data. Based on exploratory experiments
(Appendix C), we use 10 examples for ID10M and
MAGTPIE, and 6 for CoAM. All prompts, including
the few-shot and other more elaborate variants,
build upon the basic zero-shot prompt, sharing
the same core instruction and extending it with their
respective specialized methods.

For both prompt types, we evaluate variants with
and without self-consistency (SC) (Wang et al.,
2023). In the SC setup, the model is sampled n = 5
times using the same prompt, and we retain only
those idioms that appear in at least 50% of the out-
puts. In other words, we use majority vote over five
runs to ensure stability.

We set the temperature to 0.3 when not using SC
for stability, and to 0.8 with SC to encourage output
diversity.

We further explore the chain-of-thought (CoT)
prompting strategy, which has been shown to en-
hance LLM performance (Wei et al., 2023). Here,
the model is instructed to reproduce the original
sentence, followed by an explanation identifying
potential idioms and justifying their inclusion or
exclusion. This reasoning step is embedded in a
dedicated JSON field preceding the final list of ex-
pressions, ensuring that the explanation informs the
model’s decision before generating the final output.

For the two idiom-identification datasets, we in-
troduce two additional CoT variations:

CoTGen: The model is first instructed to list all
potential PIEs found in the input text. For each, it
then generates example sentences illustrating both
idiomatic and literal usages. This is followed by
a brief explanation, after which the model identi-
fies which PIEs are actually used idiomatically in
the original text, providing its final answer. The
rationale behind this prompt is to guide the model
through practicing both literal and idiomatic usages
of the PIEs, which may help it identify similarities
between the generated examples and the input sen-
tence, thereby improving its ability to distinguish
idiomatic usage in context.

CoTBest: Similar to CoTGen, the model begins
by listing potential PIEs and providing an expla-
nation for each. However, it is then instructed to
select at most one idiom—the one it deems most
confidently used idiomatically in the given context.
The rationale is to reduce false positives by encour-

aging more conservative and precise identification.

As noted above, we extend our non-fine-tuning
approach to the broader MWETI task, using the same
overall methodology. To reflect the task’s broader
scope, we updated the instructions provided to the
model accordingly. The prompts we use for this
set of experiments are presented in Appendix K.2,
where we also elaborate on the prompt optimization
process of this step.

3.4 Evaluation

During evaluation, we lowercase both the input
sentences and the predicted idioms or MWEs, and
ignore dash (‘-°) characters—which commonly ap-
pear in MWEs—to avoid penalizing technically
correct predictions due to formatting discrepancies.
For the ID10M and MAGPIE datasets, model per-
formance is measured using macro-F1 at the token
level. To compute this, we convert the model’s out-
put (a list of idioms) into a BIO-tagged sequence
by locating the idioms within the original, word-
tokenized sentence. The code for this conversion,
along with all other components necessary to repro-
duce our results, is available in our project reposi-
tory.3

For CoAM, we use the MWE-based and token-
based F1 metrics, following the definition provided
by (Savary et al., 2017, 2023; Ide et al., 2024) (see
Appendix D). The MWE-based F1 metric evaluates
success based on exact surface match, meaning
that even semantically correct predictions may be
marked incorrect if they differ slightly in form. For
instance, a gold annotation of “break the ice” would
not match a prediction of “to break the ice”, despite
their clear equivalence.

To address this, token-based F1 allows partial
overlaps, providing a more lenient and informative
evaluation.

3.5 Models

To assess LLM capabilities in idiom identification,
we compare a diverse set of models. Details on
checkpoints and parameter sizes are in Appendix F,
with licenses listed in Appendix J.

We include Open AI’s GPT-40 as a strong closed-
source model, alongside its smaller, cost-effective
variant GPT-40-mini, which we use for most ex-
periments, including prompt and hyperparameter
tuning. To compare with open-source models, we

3https://github.com/Intellexus—DSI/
easy-as-pie
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evaluate LLaMA-4-Scout, a 17B active parame-
ter mixture-of-experts model, and Qwen2.5-72B
(Qwen et al., 2025), used specifically for MAGPIE
and CoAM.

We also test reasoning-focused models: GPT-03-
mini and DeepSeek-R1 (DeepSeek-Al et al., 2025).
These are evaluated in a pure zero-shot setting,
without chain-of-thought or self-consistency, to ex-
amine their built-in reasoning capabilities.

4 Results

We estimate about 700,000 API calls across
all experiments, costing around $130. To bal-
ance robustness and cost, most runs used effi-
cient models—GPT-40-mini, LLaMA-4-Scout, and
Qwen2.5-72B—-ecach tested with three seeds and
reported with mean and standard deviation. The
more expensive GPT-40 was used only once with
the best performing model configuration, and the
reasoning models (GPT-03-mini, DeepSeek-R1)
were run once using zero-shot prompts.

4.1 Idioms Identification

Table 2 shows the results of all experiments on the
ID10M dataset. We include the encoder-BiLSTM-
CRF system as a baseline and its results, as origi-
nally reported by Tedeschi et al. (2022). This base-
line model was trained on the task-specific training
set, whereas our models operate in a zero-shot
setting without any fine-tuning. The baseline mod-
els were trained on an automatically annotated
training set, which may theoretically limit their
competitiveness, despite their relatively strong per-
formance.

Our results reveal several key trends. First,
at least one of our model configurations outper-
forms the baseline in every language. Notably, this
was often achieved using smaller, cost-efficient
LLMs—except for German, where the best re-
sults required the larger GPT-40 model. Few-shot
prompting consistently led to performance gains,
suggesting that providing in-context examples of
idiomatic usage aids model understanding. Across
all languages, incorporating CoT reasoning fur-
ther improved performance, though no single CoT
variant consistently outperformed the others. In-
terestingly, self-consistency offered little benefit,
indicating that LLLM predictions in this task are
relatively stable. Finally, reasoning-oriented mod-
els such as DeepSeek-R1 performed competitively
even without explicit prompting strategies, with

DeepSeek-R1 surpassing the baseline. We look
into that in the following section, when we provide
a deeper analysis. Figure 2 summarizes MAGPIE
performance trends across model configurations,
with full numerical results and standard deviations
in Table 5 (Appendix E). This is the first use of
MAGTPIE for idiom identification rather than clas-
sification, so no direct baselines exist. We use
this dataset to test whether patterns from ID10M
hold. The results include precision and recall to
provide a detailed view of model behavior. As
with ID10M, CoT reasoning generally improves
performance, though more complex variants like
CoTGen and CoTBest sometimes reduce it, indicat-
ing that elaborate reasoning is not always beneficial.
Reasoning-focused models achieve the best results,
often outperforming CoT-prompted non-reasoning
models. Self-consistency again shows little benefit,
suggesting model outputs are stable across runs.

4.2 MWEs Identification

Table 3 shows the CoAM results, based on the best-
performing configurations from the idiom identi-
fication task. To minimize cost, GPT-40 was run
only once using the top zero-shot + SC setup
(five runs total). The table also includes MaW and
fine-tuned baselines from the original CoAM pa-
per, averaged over three runs. For consistency, we
re-calculated both metrics using the predictions
from Ide et al. (2024), as token-based F1 was
not originally reported. As shown in the table,
LLMs perform below the fine-tuned Qwen-72B
state-of-the-art, but our zero-shot configuration
remains competitive, with GPT-40 outperforming
some of the baseline supervised models (40.33 vs.
38.3). Token-based F1 scores are relatively higher,
likely because LLMs tend to generate continuous
spans that include gap words, which are penalized
more harshly by MWE-based F1. Interestingly,
few-shot prompts consistently decrease perfor-
mance, while self-consistency was more helpful
than in idiom identification. These trends suggest
that LLMs behave less stably on MWEI, likely due
to the flexible and inconsistent nature of MWE def-
initions. Without fine-tuning, our models struggle
to align with annotation biases, contributing to the
performance gap. Further analysis is provided in
Section 4.3.

4.3 Qualitative Analysis

An example GPT-40-mini response using CoTBest
on the English ID10M dataset is shown in Ap-
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Setting Model EN DE IT ES
Baseline (Tedeschi et al., 2022) ID10M 77.10 85.40 77.60 64.40
Zero-shot GPT-40-mini 83.92+071 70.68+076 68.65+078 70.74+0.18
Llama-4-Scout 85.44+022 75.61+043 68.1+028 70.23+090
Zero-shot+SC GPT-40-mini 84.04+079 70.97+0s50 68.84+060 70.65+0.46
Llama-4-Scout  85.4+o011  75.49x067 68.99+t0s56 70.211032
Zero-shot+SC+CoT GPT-40-mini 86.59+037 81.6+060 75.66+028 71.09+044
Llama-4-Scout 87.66+025 81.09+055 76.64+0s82 71.74+0.68
Zero-shot+SC+CoTGen GPT-40-mini 86.16+058 79.09+072 72.55+044 68.87+042
Llama-4-Scout 86.94+011 80.87+013 77.16+000 71.26+0.80
Zero-shot+SC+CoTBest GPT-40-mini 87.88+024 79.28+058 72.80+024 71.60+0.90
Llama-4-Scout 87.47+028 80.55+024 74.72+071 71.93%0.11
Few-shot (10) GPT-40-mini 88.75+060 78.02+356 T76.46+120 T73.32+044
Llama-4-Scout 87.35+125 78.56x086¢ 73.67+13¢  70.0+o071
Few-shot+SC GPT-40-mini 88.73+034 7854384  76.58+116 73.19+073
Llama-4-Scout 87.52+165 78.29+129 72.56+174 69.18+0.93
Few-shot+SC+CoT GPT-40-mini 89.91+043 84.15+074 78.37+0s88 73.11+1.17
Llama-4-Scout 88.92+120 82.01+x176 78.4+147 71.84+054
Few-shot+SC+CoTGen GPT-40-mini 90.54+064 80.5+130 76.97+136 73.03+092
Llama-4-Scout 88.44+068 82.91+133 76.55+04 71.57+0.13
Few-shot+SC+CoTBest GPT-40-mini 91.2+045 81.17+171  783+224  74.44+029
Llama-4-Scout 88.67+126 81.13+087 77.67+246 71.22+139
GPT-40 90.69 87.80 82.20 82.36
Reasoning LLMs DeepSeek-R1 86.35 85.70 79.61 75.33
GPT-03-mini 86.88 81.47 73.70 71.31

Table 2: Results on the ID10M dataset (macro-F1). SC = Self-Consistency, CoT = Chain-of-Thought. The best

result in each language is highlighted in bold.

pendix H. We conduct a manual analysis of the
LLMSs’ responses to better understand the types of
errors they make across the two tasks. Notably,
we observe inconsistencies in the gold annotations
across all datasets, particularly in the treatment of
functional words. For example, in the sentence
“The old computer just doesn’t hold a candle to
the latest models” the annotated idiom may appear
either as “hold a candle to” or simply “hold a can-
dle”. Such variation introduces ambiguity in the
evaluation and can penalize the model even when
it produces a semantically accurate prediction.

4.3.1 Idiom Identification

We analyze a representative run of GPT-40-mini
using the few-shot configuration with CoTBest
and SC. Table 4 presents examples from the ID10M

dataset, illustrating the different error categories
we identified.

We observe several recurring error types in
model predictions. A common false positive is
literal as idiomatic, where the model incorrectly
labels a literal expression as idiomatic—indicating
contextual misunderstanding. False negatives, or
missed predictions, occur when idiomatic expres-
sions are present but not detected; these are less
frequent but still notable.

Boundary errors are particularly common and
occur when the predicted span slightly misaligns
with the gold annotation by including or omitting
nearby words. Although these often reflect cor-
rect understanding, the strict BIO tagging penal-
izes even minor deviations—fully under the MWE-
based metric and partially under the token-based

23789



0.75
Model

BN Qwen2.5-72B

| == GPT-40-Mini

N GPT-40

Average F1 Score
=4
=)
<]

0.55

Prompting Strategy

Figure 2: Average F1 score for different models and prompting strategies on MAGPIE.

one.

We also observe modification errors, where the
model alters the idiom’s surface form—typical
of generative models aiming for well-formed out-
put—despite prompts instructing it to preserve the
original phrasing. Thus, we categorize these cases
as failures to follow the instructions provided in
the prompt. We calculate the percentage of such
errors across all models per language, each running
with our best-performing prompt. Overall, we see
that the mean values are relatively low, with higher
values in the more morphologically rich languages:
German (2.6), Spanish (3.8), and Italian (3.8). In
English, the score is 0.8, which can be interpreted
as the model making fewer than one such error on
average. Therefore, we believe that the models do
follow our instructions given in the prompt.

Finally, we identify false annotation cases in
the gold data, where idioms are mislabeled or
missed entirely. Overall, we manually review the
200 English instances from the ID10M dataset,
from which we identify 43 errors. Only two cases
were classified with literal as idiomatic and four
as missed predictions, reflecting low rates of major
semantic errors. In contrast, we found 7 false anno-
tations and 24 boundary errors, mostly involving

minor function words like “to” or “a”.

These findings suggest that some of the model’s
errors stem from technicalities in the evaluation
method and are not rooted in its ability to fulfill
the tasks. This implies that the model’s actual per-
formance is likely higher than the reported one.
Overall, our analysis indicates that non-fine-tuned
LLMs generally behave as rational and context-
aware models in identifying idiomatic PIEs.

Language Differences. As shown in Table 2,
model performance is generally strongest in En-
glish, which aligns with expectations given the
predominance of English data in LLM pretrain-
ing. The false annotation error type appears more
frequently in German. A native German speaker
reviewed 40 instances of mismatch between model
predictions and the gold labels, identifying 8 clear
cases of false annotation. A similar review was
conducted for Italian, where 33 errors were ex-
amined. This analysis revealed 5 cases of false
annotation and 10 instances deemed ambiguous, re-
flecting some subjectivity in the annotation process.
In Spanish, most models—except GPT-40—scored
around 70-75 F1. Further inspection showed that
approximately 10% of Spanish samples involved
modification errors, where the model altered the
surface form of the idiom. These errors likely con-
tributed to the relatively lower performance in that
language.

4.3.2 MWE:s vs Idioms

As discussed in Section 4, LLM performance de-
clines when moving from idiom identification to
the broader task of MWE identification. For exam-
ple, under the zero-shot+SC+CoT setting, GPT-40
labeled expressions like “key to success”, “comes
to an end”, and “sound and fury” as MWEs—none
of which were annotated in the gold data, though
one could argue they fit the definition. These cases
highlight the ambiguity and definition-sensitivity
of the task. Error types are equivalent to those ob-
served in ID10M, with examples shown in Table 4.
We further analyze the behavior of a reasoning
model, DeepSeek-R1, which notably avoids many
of those false positives. Inspecting its raw outputs,
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MWE-based-surface

Token-based-span

Setting Model P F1 P R F1
Baselines-FT Llama-8B 92,0200 1441240 2494370 | 96.0+1.65 1424186  24.75+287
Llama-70B 69.0£1.70  26.8+510  38.31520 | 78.67+321 30.0+4.24 43.2+4.16
Qwen-7B 60.9+080  39.7x100  48.1x100 | 67.9+056 4541079  54.41x070
Qwen-72B 63.84220 52.8+210  57.8+180 | 70.2+148  61.61+076 65.63+0.59
Baselines-MaW Rule 27.90 38.60 32.40 37.40 46.80 41.50
Rule+BiEnc 4794080  36.5+030  41.4+030 | 56.4+044 39.1+030 46.2+0.10
Rule+DCA 49.0+0.50 36.7+0.50 41.94020 | 57.56+042  39.2+050 46.7+022
Zero-shot+SC+CoT GPT-40-mini 24.40+087 36.05+1.18  29.10+1.00 | 28.75+060 52.23+096  37.09-+t0.s1
Llama-4-Scout 24.50+045 45.84+060 31.93+053 | 27.26+062 59.07+073  37.30+0.72
Qwen2.5-72B  26.08+084 36.22+164 30.32+1.14 | 29.66+076  53.89+208 38.26+1.14
GPT-4o0 37.16 44.09 40.33 40.52 54.80 46.59
Few-shot+SC+CoT  GPT-40-mini 31.77+628 26.25+880 27.31+388 | 37.99+679 38.67+1187 36.51+362
Llama-4-Scout 24.14+124 42.26+649 30.48+125 | 27.32+117  54.80+724  36.23+081
Qwen2.5-72B  28.42+200 21.61+099 24.52+098 | 34.53+136¢  36.42+242  35.41+1.16
Reasoning LLMs DeepSeek-R1 51.73 46.98 49.24 53.72 54.80 54.26
GPT-03-mini 63.11 43.57 51.55 65.14 52.31 58.02

Table 3: Results on the CoAM dataset in precision (P), Recall (R), and macro-F1 for the two metrics: MWE-based
and token-based. MaW =MWEasWSD (baseline), FT= fine-tuning, SC = Self-Consistency, CoT = Chain-of-
Thought. We highlight the best result in each metric in bold.

Error Type Sentence

LLM’s prediction

IDIOM

Literal as Idiomatic

This is not my cup of tea, it’s yours, in fact I hate black tea.

not my cup of tea

Missed Prediction

That road comes to a dead end at the lake.

1]

Boundary Error The old computer just doesn’t hold a candle to the latest models hold a candle to
Modification Tu serds un bombon en un par de afos. ser un bombo6n
False Annotation After passing the exam, I was on cloud nine. on cloud nine

Und wollt ihr wissen, was davon das Ende ist? [

Perché mai dovrei pagare per un servizio che non utilizzo? [

CoAM

False Detection To prepare the world to...in a way that supports sustainable and equitable growth... in a way
Missed Prediction  ...from which Prime minister John Major’s government never recovered. [
Boundary Error However serious those crises turn out to be, historians a century... turn out to be

Table 4: Examples of different error types. Ground truth expressions are shown in itfalics and highlighted in blue.
Empty brackets in the LLM prediction column indicate that no MWESs or idioms were returned.

we find that its intermediate thinking tokens reflect
a more structured reasoning process, allowing it to
follow instructions and MWE definitions more pre-
cisely. The model appears to assess each candidate
expression linguistically and semantically, result-
ing in more accurate predictions. An example is
provided in Appendix I. We plan to further explore
the use of reasoning models for MWE identifica-
tion in future work.

5 Conclusions

In this paper, we introduced the first non-fine-
tuning approach to the idiom identification task,

an important challenge for many NLP applica-
tions. By designing prompts that guide LLMs to
reason about idiomaticity—such as through chain-
of-thought techniques—we achieved competitive
results, including new state-of-the-art performance
on one multilingual benchmark compared to su-
pervised models. However, when extending to the
broader task of MWE identification, our approach
underperformed relative to fine-tuned baselines,
highlighting the challenges posed by the flexible
and inconsistent nature of MWESs and the need to
account for annotation biases.
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Limitations

While our study demonstrates the potential of
LLMs to identify MWESs and idiomatic expressions
in context, it also has several limitations. First, the
ID10M dataset includes only 200 examples, all con-
taining continuous idioms, which limits the variety
of idiomatic constructions evaluated. Due to bud-
get constraints, we restricted our experiments to a
representative subset of configurations: we used
three random seeds for the more cost-efficient mod-
els and only a single run for the more expensive
ones. We also selected a limited set of models to
represent broader model families, rather than ex-
haustively evaluating all available options. Since
some of the models are proprietary, reproducibility
depends on the availability and stability ensured
by their providers. A potential concern with using
LLMs on existing, publicly available tasks is that
the models may have been exposed to the data dur-
ing training. To partially address this, we include
several different LLMs in our evaluation. Addi-
tionally, we did not include the PARSEME 1.3
corpus (Savary et al., 2023) in our evaluation due
to its size and complexity. For the MAGPIE corpus
(Haagsma et al., 2020), we evaluated on approxi-
mately 10% of the test set (400 samples), chosen to
be representative but possibly insufficient to fully
capture the dataset’s linguistic diversity and ambi-
guity. Additionally, we could not find any baseline
or state-of-the-art model to report results on this
dataset in the capacity of the idiom identification
task. Another limitation is that we manually opti-
mized our prompts using smaller models and then
reused the same prompt configurations across all
models. While this approach allowed for consistent
comparisons, it may not yield optimal performance
for each individual model. Exploring automatic
or model-specific prompt tuning could further im-
prove results.

These limitations point to several promising di-
rections for future work, including broader eval-
uations across more datasets, idiom types, and
languages, as well as investigating prompt opti-
mization strategies and model-specific tuning to
enhance performance and generalization.
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A MAGPIE Dataset Construction

The MAGPIE dataset was originally designed for
idiom classification, where each instance consists
of a five-sentence context extracted from a docu-
ment. The target PIE appears in the middle sen-
tence, and the task is to classify it as idiomatic or
literal. Since our goal is identification, we adapt
each instance by concatenating the five sentences
into a single running text and annotating the PIE
span in the middle sentence using BIO tags: B and
I for the idiom, and O for all other tokens. Ac-
knowledgmentsThis conversion introduces poten-
tial noise, as there may be other PIEs in the context
that are not annotated. Evidently, we observe cases
where the model correctly identifies idiomatic ex-
pressions that are not annotated in the gold data. As
a result, the model is unfairly penalized for these
correct predictions. However, we assume this noise
is minimal and acceptable for our purposes. To
reduce ambiguity, we exclude 60 instances (a neg-
ligible fraction of the dataset) in which the target
PIE appears more than once in the text—as we do
not know if they should be annotated as idiomatic
or not. This filtering yields 4,391 test samples.

B Parsing Reasoning Model’s Responses

In some cases, reasoning models fail to produce
the desired structured output directly. We apply
some regular-expression rules to extract the struc-
tured data from their raw response as a fallback.
Specifically, we extract only the content that comes
after “</think>" in DeepSeek-R1, and then we try
to parse the rest to a JSON dictionary.

C Few-shot Ablation Test

Figure 3 shows an ablation test to find the best
number of demonstrations provided to the model in
few-shot settings. Specifically, we show an abla-
tion on the English subset of the ID10M task, using
GPT-40-mini. We evaluate the average F1 score
across 3 seeds, using 2,4, ..., 12 as candidates for
the number of shots.

D MWE and Token Metrics

The MWE-based (exact-match) precision, recall,
and F1 score follow the evaluation protocol intro-
duced by Savary et al. (2017). Let G be the set
of gold MWE:s (in surface form), and H the set
of predicted MWEs (hypotheses). The metrics are
computed as:

@ English
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Figure 3: F1 score for English across different numbers
of shots on the ID10M task. Error bars represent the
standard deviation over 3 seeds.

|G N H|
Recall = ——— (D)
G|
. |GNH|
Precision = ———— )
| H

The F1 score is the harmonic mean of precision
and recall:

Fl — 2. Prs:c.ision - Recall 3)
Precision + Recall

For further details on this evaluation procedure
for both MWE-based and Token-based, see Section
6 (Evaluation Measures) in Savary et al. (2017).

E MAGPIE Full Results

Table 5 provide the full results report on the MAG-
PIE 400-samples evaluation test we extracted.

F Model Checkpoints

z In Table 6, we present the checkpoints used in
this work and the models’ sizes.

G Al assistants

We used Al assistants (e.g., ChatGPT) to support
code formatting, phrasing suggestions, and LaTeX
styling during writing. All outputs were reviewed
and edited by the authors. No content was directly
generated or used without human verification.

H Response Example

We provide an example response of GPT-4-mini
when prompted with CoTBest strategy on the
ID10M dataset in English, see Figure 4.
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Setting Model p R | F1
Zero-shot GPT-40-mini  52.16+036 65.82+0.14 || 57.02+027
Qwen2.5-72B  50.33+022  77.98+060 || 57.44+031
Zero-shot+SC GPT-40-mini  54.33+055 65.12+056 || 58.53+047
Qwen2.5-72B  51.731014 75.664009 || 58.61+0.18
Zero-shot+SC+CoT GPT-40-mini  59.47+037 78.23+034 || 66.22+038
Qwen2.5-72B  54.4+018  81.2+029 | 62.26+0.16
Zero-shot+SC+CoTGen GPT-40-mini  52.55+044 81.46+091 || 60.39+0.59
Qwen2.5-72B  51.23+0.17 82.58+079 || 59.1+0.29
Zero-shot+SC+CoTBest GPT-40-mini  64.96+046 68.73+033 || 66.67+041
Qwen2.5-72B  62.24+071  76.9+077 || 67.98+076
Few-shot (10) GPT-40-mini 574100 58.14+s561 || 57.44+1.97
Qwen2.5-72B  58.99+1.13  74.94+132 || 64.93+0.64
Few-shot+SC GPT-40-mini  59.78+146 57.15+648 584311
Qwen2.5-72B  60.02+062 74.51+288 || 65.58+0.63
Few-shot+SC+CoT GPT-40-mini  66.73+1.11  71.59+208 || 68.91+0.41
Qwen2.5-72B  56.11x117 82.51+074 || 64.16x1.14
GPT-40 64.57 82.58 71.38
Few-shot+SC+CoTGen GPT-40-mini  59.13+092 62.72+369 || 60.73+2.02
Qwen2.5-72B  56.99+198 81.35+1.63 || 64.74+1.63
Few-shot+SC+CoTBest = GPT-4o0-mini  71.05+071 59.87+285 || 64.37+1.85
Qwen2.5-72B  57.88+130 81.37+1.59 || 65.57+091
Reasoning LLMs DeepSeek-R1 54.46 87.15 63.28
GPT-03-mini 60.76 84.73 68.91

Table 5: Results on the MAGPIE task in macro-F1. SC = Self-Consistency, CoT = Chain-of-Thought. We mark the
best results with bold numbers. Results are on our 400-samples test set.

I CoAM Response Analysis

We showcase an example where GPT-40, a regular
LLM, produces a false positive, but a reasoning
model, DeepSeek-R1, was able to avoid it. We
also present the full thinking process of R1 on this
example in Figure 5.

J License

We list the models, datasets, and packages we use
in this study, along with their respective licenses in
Table 7.

K Prompts and Schema for each
Prompting Method

We provide the system prompts combined with the
user prompts for each task. The structured-output-
schema for each prompt is also given. The exam-

ples part appears only in the few-shot settings and
is based on the desired output structure.

For ID10M and MAGPIE, see Appendix K.1.
For the final prompt of CoAM, see Appendix K.2.
Notably, we experimented with more detailed
prompts informed by the PARSEME annotation
guidelines*, including detailed descriptions of cat-
egories and decision criteria. However, somewhat
surprisingly, this resulted in a drop in performance.
For example, GPT-40-mini achieved a token-based
F1 score of 25.56 with the zero-shot prompt, but
only 21.16 with the more elaborate prompt. Sim-
ilarly, Llama-4 Scout scored 30.81 with the zero-
shot prompt, compared to 26.99 with the elaborated
version. We hypothesize that the complexity of the
guidelines may overwhelm the models in a zero-

4https: //parsemefr.lis-lab.fr/

parseme-st-guidelines/1.3/
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Model Checkpoint # Parameters
DeepSeek-R1  deepseek-ai/DeepSeek-R1 671B
GPT-40-mini gpt-40-mini-2024-07-18 >200B:
GPT-40 gpt-40-2024-08-06 8B
GPT-03-nini 03-mini-2025-01-31 200B:
Llama-4-Scout meta-llama/LLlama-4-Scout-17B-16E-Instruct 17B active
109B overall
Qwen2.5-72B  Qwen/Qwen2.5-72B-Instruct-Turbo 72B

Table 6: Checkpoints used during experiments and their number of parameters. * = non-official estimation, as this
information is not public.

CoT Response Example on ID10M - GPT-40-mini

Input:

Sentence: A rock has broken the ice covering a lake.

Response:

{
"sentence”: "A rock has broken the ice covering a lake.",
"potential_idioms"”: ["broken the ice"],
"explanation”: "In this context, ’broken the ice’ is used literally to

describe a rock physically breaking the ice covering the lake.
is not used idiomatically or figuratively here.”,

Therefore, it

"idioms": []

3

Figure 4: A response from GPT-40-mini with CoT on ID10M.

shot setting. In light of this, we opted for a more
concise prompt and focused our main efforts on
idiom identification.

K.1 ID10M and MAGPIE

Figure 6 presents the system and user prompt used
for the ID10M and MAGPIE datasets.

In addition, we illustrate the different schema
types employed in our prompting strategies:

* Regular Schema (Figure 7)
* Chain-of-Thought (CoT) Schema (Figure 8)
¢ CoTGen (Generation) Schema (Figure 9)

e CoTBest Schema (Figure 10)

K.2 CoAM

The CoAM basic system and user prompt is given
in Figure 11, along with both the JSON-based
prompt (Figure 12) and the TSV-based one (Fig-
ure 13).

K.2.1 CoAM TSV-based Annotation and
Prompt

CoAM utilizes the PARSEME-TSV format (Savary
et al., 2017), which supports discontinuous, over-
lapping, and multiple MWEs per instance. Given
a tokenized sequence (Here, tokenization refers to
the process of segmenting text into linguistic units
(words), performed as a preprocessing step using a
method distinct from the model’s internal tokeniza-
tion) x1, ..., Ty, Where each x; represents a word,
the LLM is expected to output a list of MWEs,
each defined by a span over the token sequence.
The format uses two-column tab-separated value
(TSV) format: the first column contains the tokens,
and the second contains the corresponding labels.
During inference, the input is provided with an
empty label column, and the model is expected to
assign labels to the tokens that are part of an MWE.
Each distinct MWE in a sentence is labeled with a
unique sequential identifier (e.g., 1, 2, ...), which is
assigned to all tokens that belong to that MWE. We
provide an example of how we use the TSV format
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Full Response Example on CoAM - DeepSeek-R1

Sentence: The key to success will be the balance between modernity and CCP-led socialism.
Ground Truth: [1]

GPT-40 Preds: [key to success]

DeepSeek-R1 Preds: []

DeepSeek-R1 Raw Response: Okay, I need to identify all the multi-word expressions (MWEs) in the
sentence: "The key to success will be the balance between modernity and CCP-led socialism.”
Let’s break this down step by step.

First, I’11 recall the definition of an MWE. It has to be a sequence of multiple words that are
consistently used together with the same lexemes. The meaning shouldn’t be deducible from the
individual words (semantic idiomaticity), or there’s some lexical or syntactic irregularity.
Also, it shouldn’t be a named entity.

Looking at the sentence:

"The key to success will be the balance between modernity and CCP-led socialism.”

Starting with "key to success.” The phrase "key to" is often followed by a noun, like "key to
success,"” "key to happiness,” etc. But does "key to success” qualify as an MWE? Let’s check the
conditions. The words are used together, but is the meaning idiomatic? "Key" here is
metaphorical, meaning the essential element. However, the phrase "key to success” can be
understood literally as the crucial element leading to success. The components (key, to,
success) retain their individual meanings. So maybe it’s not semantically idiomatic.

Are there any other phrases?

"Will be the balance” - "will be"” is a standard verb phrase, not idiomatic. "The key to" as a
phrase? Again, "key to" is a collocation but not necessarily an MWE unless it’s part of an
idiom.

For example, "key to the city” is a specific term, but "key to success” is more of a general
phrase.

So, after analyzing each possible sequence, I don’t find any MWEs that meet all three
conditions.

The phrases present are either collocations, literal combinations, or part of named entities,
which are excluded. Therefore, there are no MWEs in this sentence.

Figure 5: Full response of DeepSeek-R1 on CoAM.

in Figure 13.
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ID10M & MAGPIE: System and user prompt

You are a professional linguist specializing in figurative language and your
task is to analyse sentences that may contain an idiom, also known as an
idiomatic expression. This is a definition of idiom:
group of words that has a meaning different from the individual meanings of
the words themselves, and employed to convey ideas in a non-literal or
metaphorical manner’. Mark idioms only when their usage in the context is
idiomatic/figurative and let literal meanings remain unmarked. You are given
one sentence in {language}, you are an expert of this language.

If detected, write the idioms exactly as they are in the sentence, without any

changes. Only answer in JSON.

Human: Sentence: They’ve pissed off and left us in the lurch!

Al: idioms: [pissed off]

Human: Sentence: {sentence}

’A phrase, expression, or

Figure 6: ID10M & MAGPIE: System and user prompt

ID10M & MAGPIE: Regular Schema

class Idioms(BaseModel):

"Identified idioms in a sentence” idioms: list[str] = Field(description =
"only the idioms in the sentence that are in figurative usage")

Figure 7: ID10M & MAGPIE: Regular structured output schema

Artifact Type License Notes

CoAM? Dataset CC BY-NC-SA 4.0  Full test set used

ID10MP® Dataset CCBY-NC-SA 4.0 Full test set used
MAGPIE® Dataset CCBY 4.0 Used a filtered subset
DeepSeek-R1¢ Model MIT License Open-source
GPT-40-mini* Model Proprietary Accessed via OpenAl API
GPT-40' Model Proprietary Accessed via OpenAl API
GPT-03 mini® Model Proprietary Accessed via OpenAl API
LLaMA-4-Scout" Model Llama 4 License

Qwen2.5-72B" Model MIT License Open-source

LangChain’ Framework  MIT License Used for prompting
Together AI* Provider Proprietary Used for API access

* https://huggingface.co/datasets/yusuke196/CoAM
b https://github.com/Babelscape/ID10M/tree/master
¢ https://github.com/hslh/magpie-corpus/tree/master?tab=

readme-ov-file

dhttps://api—docs.deepseek.com/news/new525012®

¢ https://platform.openai.com/docs/models/gpt-40-mini

£ https://platform.openai.com/docs/models/gpt-4o

£ https://platform.openai.com/docs/models/03-mini
5https://ai.meta.com/blog/llama—4—mu1timoda1—intelligence/
' https://huggingface.co/Qwen/Qwen2.5-72B-Instruct

] https://www.langchain.com/
K https://www.together.ai/

Table 7: License and usage summary of all datasets, models, and tools used in this study.
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ID10M & MAGPIE: CoT Schema

class IdiomsCoT(BaseModel):
"Identified idioms in a sentence” sentence: str = Field(description="the
sentence you were provided with")
explanation: str = Field(description="the explanation of the idioms in the
sentence and if the usage is figurative or literal”)
idioms: list[str] = Field(description = "only the idioms in the sentence
that are in figurative usage")

\

Figure 8: ID10M & MAGPIE: CoT structured output schema

ID10M & MAGPIE: CoTGen Schema

class IdiomsCoTGen(BaseModel):
"Identified idioms in a sentence” sentence: str = Field(description="the
sentence you were provided")
potential_idioms: list[str] = Field(description="the potential idioms in
the sentence”)
figurative_examples: list[str] = Field(description="3 generated examples
of figurative usage of the idioms”)
literal_examples: list[str] = Field(description="3 generated examples of
literal usage of the idioms")
explanation: str = Field(description="the explanation of the idioms in the
sentence and if the usage is figurative or literal”)
idioms: list[str] = Field(description="only the idioms in the sentence
that are in figurative usage")

.

Figure 9: ID10M & MAGPIE: CoTGen structured output schema

ID10M & MAGPIE: CoTBest Schema

class IdiomsCoTBest(BaseModel):
"Identified idioms in a sentence” sentence: str = Field(description="the
sentence you were provided with")
explanation: str = Field(description="the explanation of the idioms in the
sentence and if the usage is figurative or literal”)
idioms: list[str] = Field(description="one idiom only. The best idiom -
the one you are absolutely sure that appears in figurative usage")

.

Figure 10: ID10M & MAGPIE: CoTBest structured output schema
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CoAM: System and user prompt

You are a helpful system to identify multiple-word expressions (MWEs).
Identify all the MWEs in the given sentence, and output their surface forms
exactly as they appear.

Here, an MWE is defined as a sequence that satisfies the following three
conditions.

1. It consists of multiple words that are always realized by the same lexemes.
Such words cannot be replaced without distorting the meaning of the expression
or violating language conventions.

2. It displays semantic, lexical, or syntactic idiomaticity. Semantic
idiomaticity occurs when the meaning of an expression cannot be explicitly
derived from its components. In other words, a semantically idiomatic takes on
a meaning that is unique to that combination of words. Lexical idiomaticity
occurs when one or more components of an expression are not used as
stand-alone words in standard English. Syntactic idiomaticity occurs when the
grammar of an expression cannot be derived directly from that of its
components. For example, semantically idiomatic MWEs include "break up"”, the
lexically idiomatic include "to and from”, and the syntactically idiomatic
include "long time no see"”.

3. It is not a multi-word named entity, i.e., a specific name of a person,
facility, etc.

[FORMAT]

Figure 11: CoAM: System and user prompt

CoAM: FORMAT - Normal

Additional instructions:

- Be cautious: Only identify an expressions as MWEs if they clearly satisfies
the conditions above.

- When listing MWEs, use exactly the original surface form as it appears in
the sentence.

- Only answer in JSON.

Human: Sentence: International law does not know how to deal with him.

AIL: mwes: [deal with]

Human: Sentence: {text}

Figure 12: CoAM: JSON-based prompt
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CoAM: FORMAT - TSV

Output the sentence in TSV format, where each row contains a word and its MWE
tag. Assign the same numeric tag (starting from 1) to all words that belong to
the same MWE. Use @ if the word is not part of any MWE. If a word belongs to
multiple MWEs, concatenate tags with semicolons (e.g., 2;5). Ensure that all
words in a valid MWE are tagged, even if they appear in separate lines.
Include the first word of the MWE, not just the idiomatic or fixed component.
Human: Sentence:

International

law

to

deal

with

him.

Al: mwes:

Word MWE_tag

International 0

law 0

to 0

deal 1

with 1

Human: Sentence:
{text}

Figure 13: CoAM: TSV-based prompt

CoAM: Regular Schema

class MWEs(BaseModel):
"Identified MWEs in a sentence.”
mwes: list[str] = Field(description="only the MWEs in the sentence that
are following the given definition”)

Figure 14: CoAM: Regular structured output schema

CoAM: CoT Schema

class MWEs(BaseModel):
"Identified MWEs in a sentence.”
sentence: str = Field(description="the sentence you were provided with")
explanation: str = Field(description="the explanation of the WMEs in the
sentence and why they follow the given definition”)
mwes: list[str] = Field(description="only the MWEs in the sentence that
are following the given definition”)

Figure 15: CoAM: CoT structured output schema
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