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Abstract

While large language models (LLMs) have
achieved remarkable performance across vari-
ous natural language processing (NLP) tasks,
LLMs exhibit a limited understanding of com-
monsense reasoning due to the necessity of im-
plicit knowledge that is rarely expressed in text.
Recently, retrieval-augmented language models
(RALMs) have enhanced their commonsense
reasoning ability by incorporating background
knowledge from external corpora. However,
previous RALMs overlook the implicit nature
of commonsense knowledge, potentially lead-
ing to the retrieved documents not directly con-
tain information needed to answer questions.
In this paper, we propose Retrieval-augmented
knowledge Connection, RECONNECT, which
transforms indirectly relevant documents into
a direct explanation to answer the given ques-
tion. To this end, we extract relevant knowl-
edge from various retrieved document subsets
and aggregate them into a direct explanation.
Experimental results show that RECONNECT
outperforms state-of-the-art (SOTA) baselines,
achieving improvements of +2.0% and +4.6%
average accuracy on in-domain (ID) and out-
of-domain (OOD) benchmarks, respectively1.

1 Introduction

Commonsense reasoning is a significant challenge
for modern NLP models as it requires implicit
knowledge that is not directly stated in the text to
ground the reasoning process (Gunning, 2018). Al-
though LLMs considerably enhance their reasoning
ability by scaling the training data and parameters
(Grattafiori et al., 2024), recent studies have shown
that LLMs still possess limited understanding of
commonsense knowledge (Talmor et al., 2021; Is-
mayilzada et al., 2023). These challenges have
triggered approaches to incorporate external knowl-

1Our code and data are available at https://github.
com/JunhoKim94/ReConnect

Vanilla RALM ReConnect (Ours)
Document Retrieval

PredictPredict

What is most likely to happen when a crumpled and a flat sheet 
of paper are dropped from the same height?

A. flat sheet will fall on its edge B. both will fall at the same rate
C. crumpled sheet will fall faster D. crumpled sheet will move horizontally

C. crumpled sheet 
will fall faster

The crumpled paper has less 
air resistance, so its greater 
net force makes it fall faster.

B. both will fall 
at the same rate

❓

Explanation-guided Retrieval

Generate

The large sheet of paper 
was crumpled up …

𝑄	

Indirect knowledge

🎲

🎲
🎲

𝑄	

Knowledge Extraction

Version 0511

Direct knowledge

The same mass but different 
volumes are dropped at the 

same time …

Figure 1: Conceptual illustration of Vanilla RALM and
RECONNECT (Ours). RECONNECT transforms indirect
documents into a direct explanation.

edge into LLMs to complement their commonsense
reasoning capabilities.

To enhance the reasoning capability of LLMs,
RALMs have been introduced to incorporate rele-
vant information from external corpora into the rea-
soning process (Su et al., 2024; Wang et al., 2025).
Recent studies employ a variety of external knowl-
edge sources, such as textual documents (Yu et al.,
2022) or exemplars of QA (Molfese et al., 2024), to
supplement LLMs with the contextual grounding
they often lack. These approaches have yielded
notable performance gains in commonsense rea-
soning tasks (Yu et al., 2022; Molfese et al., 2024).

However, previous RALMs have two challenges
that arise from overlooking the nature of implicit
commonsense knowledge. First, the commonsense
question usually does not explicitly represent the
required knowledge. For example, in Figure 1,
while understanding concepts like air resistance or
net forces is essential to answer the given question,
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they are not directly represented in the question.
This can lead to an inevitable gap between retrieved
documents and useful knowledge to answer ques-
tions. Second, because commonsense knowledge
is seldom explicitly stated in the text, relying solely
on finite knowledge bases may not include the di-
rect information needed to answer questions. Such
oversights can lead to indirect knowledge retrieval,
which potentially undermines their generalizability.

To mitigate these challenges, we propose
Retrieval-augmented knowledge Connection
(RECONNECT), a framework that bridges the gap
between indirectly relevant documents and directly
useful knowledge to answer commonsense ques-
tions. Instead of relying on retrieved documents,
RECONNECT extracts useful information and
transforms it into question-specific explanations.
To this end, our approach first employs explanation-
guided retrieval to expand the original query into a
detailed explanation, retrieving more contextually
aligned documents. It then applies a knowledge
connection method that selects informative subsets
and integrates complementary perspectives into
a coherent explanation. This two-stage process
enables RECONNECT to generate directly targeted
knowledge that enhances reasoning beyond the
simple document matching.

To validate the effectiveness of our framework,
we evaluate RECONNECT on diverse commonsense
reasoning benchmarks. Our method consistently
outperforms strong retrieval and non-retrieval base-
lines, achieving large-margin improvements of up
to +2.0% accuracy on ID and +4.6% on OOD
benchmarks. These results highlight both the effec-
tiveness and generalizability of our approach. Our
contributions include the followings:

• We identify key limitations of existing
RALMs in commonsense reasoning, high-
lighting the gap between retrieved documents
and directly useful knowledge.

• To address these limitations, we propose RE-
CONNECT, a novel framework that transforms
indirectly relevant documents into question-
specific explanations through explanation-
guided retrieval and knowledge connection.

• We show that RECONNECT achieves substan-
tial performance gains over previous SOTA
methods on both ID and OOD commonsense
reasoning tasks up to +2.0% and +4.6% on
average, respectively.

2 Related Works

2.1 Commonsense Knowledge Generation

Commonsense knowledge generation has emerged
as a critical research area aimed at equipping LLMs
with the ability to reason beyond explicitly stated
facts. Early works such as Self-Talk (Shwartz
et al., 2020) explicitly formulated commonsense
knowledge by generating clarification questions
and answers based on hand-crafted templates. GKP
(Liu et al., 2022b) elicited commonsense knowl-
edge directly from LLMs by applying a human-
created few-shot prompting strategy. However,
these approaches require human intervention for
each dataset, limiting their generalization and scal-
ability. To address such limitations, existing works
(Liu et al., 2022a, 2023; Park et al., 2024) pro-
posed an introspective reasoner, which trains an
additional model to generate relevant knowledge
for a given question automatically. Although previ-
ous works have achieved remarkable results, they
require an additional fine-tuning process on train-
ing data, which can limit their reasoning ability to
what LLMs encountered during training. Moreover,
they incur additional costs for training a specific
knowledge generation model.

2.2 Retrieval-augmented Language Models

RALMs have integrated external knowledge
sources into LLM inference, mitigating halluci-
nations and enhancing reasoning ability. Recent
works have primarily focused on when and what
to retrieve (Jiang et al., 2023; Su et al., 2024),
which dynamically decides the retrieval timing and
queries in the reasoning process. Another line of
work (Asai et al., 2023; Yan et al., 2024; Wang
et al., 2025) introduced multiple refinement itera-
tions or additional instruction-tuning to select rel-
evant documents. Despite these efforts, most pre-
vious RALMs usually focused on encyclopedic
knowledge for open-domain QA, which may not
be suitable for commonsense QA as it requires
implicit and diverse knowledge to ground the rea-
soning process.

In turn, RACo (Yu et al., 2022) first constructed a
large-scale (20M+) commonsense corpus and pro-
posed unified retrieval model training strategies
specifically adapted for commonsense reasoning
tasks. Recently, ZEBRA (Molfese et al., 2024) in-
troduced an example-based retrieval augmentation
approach, which generates knowledge tailored to
each question. However, the previous works re-
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Figure 2: Overview of RECONNECT. To elicit the direct explanation from LLMs, RECONNECT takes into account
the queries as a form of explanation to retrieve. Based on these detailed retrieved documents, we extract knowledge
from the subsets with diverse perspectives and aggregate them into a direct explanation for a given question.

main limited by the coverage of the commonsense
retrieval corpus, which can lead to indirectly rele-
vant document retrieval. While ZEBRA (Molfese
et al., 2024) can mitigate such coverage issues, it
requires a customized QA-formed retrieval corpus
generated from LLMs, limiting their reasoning abil-
ity on the specific QA datasets. Different from the
previous works, we focus on transforming diverse
indirect documents into a direct explanation for
each question beyond the limited coverage of the
retrieval corpus.

3 Methodology

In this section, we elaborate RECONNECT in detail.
The core idea is to generate a direct explanation
from the indirect documents. To achieve this, RE-
CONNECT first expands the query as explanations
for gathering more detailed documents from the
external knowledge base (Section 3.1). With these
documents, RECONNECT stochastically samples
the necessary knowledge to refine it into direct ex-
planations for answering the question (Section 3.2).
Finally, augmenting these refined explanations, RE-
CONNECT predicts the answer during inference
(Section 3.3). Figure 2 illustrates the overall proce-
dure of the proposed framework.

3.1 Explanation-guided Retrieval

To answer commonsense reasoning questions, it
is often necessary to retrieve implicit knowledge
that is not directly stated in the question. Thus,
we utilize model-generated explanations as queries,
which include detailed reasoning processes to an-
swer the question. We further propose a training
scheme for an explanation-based retrieval model.

Explanation-based query generation To elicit
detailed information to answer the question, we
generate the explanations by prompting the LLM it-
self. Specifically, given the question Q and choices
C = {C1, C2..., Ck}, we generate the number of k
explanations E by following demonstrations2:

You are given a question and choices.
Your task is to write comprehensive ex-
planations that support the most likely
option.
...
Question: [question]
Choices: [choices]
Explanations:

2All detailed prompts are shown in Appendix G
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Here, we replace [question] and [choices] with their
corresponding QA instance in the dataset. Rather
than relying solely on the question, utilizing both
explanations and original questions as queries q =
{E1, E2, ..., Ek, Q} can provide more relevant and
diverse documents in the retrieval process.

Explanation-based retriever model Since our
objective is to find the most relevant document
that explains each given question, we propose an
explanation-based retriever model, which can find
the document supporting the reasoning process.
Specifically, we build the retriever on top of DPR
(Karpukhin et al., 2020) that encodes the query q
and document d separately and estimates the rele-
vance by computing the similarity score between
embeddings with the dot product between query
and document embeddings:

eq = R(q), ed = R(d), (1)

sim(q, d) = eTq ed, (2)

where eq and ed represent embeddings of query and
document, respectively. Using similarity between
query and document embedding from retriever R,
top-n passages D(q) are returned that are most
similar to the input query q.

To train our retrieval model, we first construct
the training set by incorporating the explanation-
based QA datasets generated from LLMs (Park
et al., 2024; Molfese et al., 2024)3. Formally,
from a dataset D = {Q,C,E} where a ques-
tion Q, set of choices C, and set of explanations
E = (E1, E2, ...En), we set both Q and E as the
query q and E as the document d. We utilize noise
contrastive estimation (NCE) as a training objec-
tive:

LRet = −log
∑

d+∈D(q)

esim(q,d+)

esim(q,d+) + esim(q,d−)
(3)

For positive samples D+(q), we use the list of
explanations E. Since explanations entail detailed
reasoning processes to answer the questions, the
retriever learns to find informative documents that
have evidence to solve the question. For negative
samples D−(q), we adopt the in-batch negatives
method (Karpukhin et al., 2020), built using the
positives of the other queries in the same batch.

3The details are shown in Appendix A.2

3.2 Retrieval Knowledge Connection

While explanation-based retrieval can collect more
diverse and detailed documents, the retrieved docu-
ments D may still not directly explain the question
due to their limited coverage. Thus, our objective is
to generate a direct explanation from these indirect
documents. To this end, we first sample document
subsets that entail diverse perspectives and extract
the relevant knowledge to solve the question.

Relevance-based document sampling For se-
lecting diverse subsets of document Di from the
retrieved document set D, we start by running the
retriever model to compute an embedded represen-
tation for each data point in the pool ei = R(di).
To consider diversity, we randomly select the ini-
tial document di from D. Then, we stochastically
select the document by considering the follow-
ing two aspects: 1) relevance to each question,
sim(eq, ej), and 2) similarity among documents in
each set, sim(e, ej), to minimize the knowledge
conflict among documents. Formally, we calculate
the score si as follows:

si = {sim(e, ej) + sim(eq, ej)}nj=1 (4)

Where e represents the embedding of the current
document subset Di (i.e., e = 1

N

∑
i∈Di

ei). ej
and eq represent the embedding of the question and
the j-th document embedding, respectively. Based
on the scores, we compute the sampling probability
pi = σ(si/τ) using the softmax function σ and
temperature τ to sample the most related document:

t ∼ Categorical(pi) (5)

Di = Di ∪ {dt} (6)

where t is a sampled index from a categorical ran-
dom variable with a probability pi. We iteratively
conduct the above process to collect the subset
Di = {d1, ...dK} until the maximum step K.

Finally, we repeat the aforementioned sampling
process with a number of explanations N to con-
struct subsets of documents DS = {D1, ..., DN}.
By considering two aspects of scores with stochas-
tic sampling, RECONNECT not only gathers docu-
ments that have consistent semantics but also poses
more subsets that have more diverse perspectives.

Knowledge generation Given a question Q and
a list of choices C, and sampled document set
DS = {D1, ...DN}, the next step in RECONNECT
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is to extract the relevant knowledge from each sub-
set that can help to answer the question Q. Differ-
ent from the previous retrieval knowledge genera-
tion works (Molfese et al., 2024; Yu et al., 2022)
that generate knowledge from a single document
set, we build on top of multiple documents en-
compassing diverse perspectives of consistent se-
mantics. Accordingly, our approach encourages an
LLM to extract relevant knowledge from subsets
of documents that represent various perspectives
by generating the list of explanations E:

E = {Prompt(Q,C,Di) | Di ∈ DS}, (7)

Knowledge aggregation Finally, to generate a
direct explanation for answering the question, we
aggregate the generated explanations E that reflect
various perspectives. Formally, we generate the
final explanation Efinal:

Efinal = Prompt(Q,C,E). (8)

3.3 Knowledge-Informed Reasoning
To utilize the generated explanations, we incorpo-
rate each generated explanation E into the question
Q and the choices C. Therefore, the model is asked
to predict the correct answer A by conditioning on
the input (Q,C,Efinal):

A = argmaxc∈CP (c|Q,C,Efinal) (9)

where P (c|Q,C,Efinal) represent the probability
of the choice c given question, choice candidates,
and explanations. Specifically, we compute the
probability of the label for each choice c and select
the highest probability as the final prediction.

4 Experiments

We demonstrate the efficacy of RECONNECT

across diverse configurations of commonsense rea-
soning following these research questions:

Q1 (Generalizability) Does RECONNECT enable
better performance than existing knowledge
augmentation methods across diverse bench-
marks? (§4.4)

Q2 (Explainability) How does each component
in RECONNECT contribute to reasoning abili-
ties of LLMs? (§4.5, §4.6)

Q3 (Insights) How direct explanations by RE-
CONNECT improve the commonsense reason-
ing ability of LLMs? (§4.7)

4.1 Experiment Setup
Language models Consistent with the previous
work (Molfese et al., 2024), we use zero-shot set-
tings for Llama 3.1-8B Instruct model (Grattafiori
et al., 2024) as our backbone. The further analysis
for other LLMs is shown in Appendix E.

Retriever corpus We build our retriever corpus
by incorporating the RACo corpus and LLM-based
QA datasets, including the ZEBRA (Molfese et al.,
2024) and COCONUT corpus (Park et al., 2024).
Specifically, we utilize only explanations from
LLM-based QA datasets to unify different types
of retrieval corpora. For a fair comparison, we use
the same retrieval corpus for all baselines. Detailed
implementations are shown in the Appendix A.2.

Retrieval models We build our retriever based
on E5-base-v2 (Wang et al., 2022) (109M), which
is pre-trained on a large corpus of text following
the previous works (Molfese et al., 2024). We fine-
tune the retriever on the training set of ZEBRA-
KB (Molfese et al., 2024) that contains diverse
explanations generated by LLMs. We construct
two explanations e and e′ as pair-wise positive if
they explain the same questions. The details are
shown in Appendix A.3

4.2 Evaluation Benchmarks
We evaluate our methods on ID datasets, which
include training sets in the retrieval corpus, and
OOD datasets that do not include training sets in
the retrieval corpus. For ID datasets, consistent
with the previous work (Molfese et al., 2024), we
evaluate on eight widely utilized commonsense QA
datasets: CommonsenseQA (Talmor et al., 2019),
OpenBookQA (Mihaylov et al., 2018), ARC-Easy
and ARC-Challenge (Clark et al., 2018), PIQA
(Bisk et al., 2020), WinoGrande (Sakaguchi et al.,
2020), CommonsenseQA 2.0 (Talmor et al., 2021),
and QASC (Khot et al., 2020). For OOD datasets,
we evaluate on eight different commonsense rea-
soning datasets: Story Cloze Test (Mostafazadeh
et al., 2016), HellaSwag (Zellers et al., 2019), Nu-
merSense (Lin et al., 2020), RiddleSense (Lin et al.,
2021), QuaRTz (Tafjord et al., 2019b), SciQ (Welbl
et al., 2017), WSC (Levesque et al., 2012), and
QuaRel (Tafjord et al., 2019a).

4.3 Baselines
We compare our framework with two augmenta-
tion methods using the knowledge generated from
LLMs or retrieved from an external corpus.
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Table 1: Comparison of the zero-shot results with retrieval methods using Llama 3.1-8B Instruct on ID benchmarks.
The best and the second-best results are highlighted in boldface and underline, respectively.

Method ARC-E ARC-C PIQA CSQA2 CSQA QASC OBQA WG Avg.

Llama 3.1-8B Instruct 91.5 79.9 78.0 63.6 73.9 77.8 75.0 55.5 74.4

Retrieval augmentation methods
Single Retrieval 92.3 80.5 78.5 65.7 79.5 75.8 77.0 55.9 75.6
RACo (2022) 92.0 79.6 77.8 67.0 79.2 76.1 75.4 56.4 75.4
FLARE (2023) 89.8 78.8 80.9 61.2 74.5 79.2 78.0 58.6 75.1
DRAGIN (2024) 86.8 76.0 81.0 60.8 73.2 79.6 77.8 60.8 74.5
ZEBRA (2024) 93.0 83.8 85.0 70.2 77.3 75.5 81.8 60.9 78.4

Knowledge generation methods
Self-Talk (2020) 91.5 78.8 76.8 63.6 74.8 77.5 72.8 59.0 74.4
GKP (2022b) 91.3 78.5 76.5 65.8 74.3 77.4 70.8 61.0 74.5
Rainier (2022a) 88.7 75.8 76.7 57.3 72.5 74.4 71.2 58.9 71.9
Crystal (2023) 91.2 77.7 78.5 61.0 74.9 77.5 74.6 60.5 74.5
COCONUT (2024) 87.9 75.5 81.3 61.0 81.5 80.0 82.2 57.6 75.9

RECONNECT (Ours) 94.2 85.0 84.6 70.4 82.4 81.3 83.0 62.4 80.4

Table 2: Comparison of the zero-shot results with retrieval methods using Llama 3.1-8B Instruct on OOD bench-
marks. The best and the second-best results are highlighted in boldface and underline, respectively.

Method SCT HellaSwag NS QuaRTz RS SciQ WSC QuaRel Avg.

Llama 3.1-8B Instruct 92.6 72.1 36.5 74.7 63.9 91.9 68.4 72.8 71.6

ZEBRA (2024) 93.1 68.4 59.5 79.6 62.6 92.2 72.4 76.6 75.5
COCONUT (2024) 93.6 70.4 37.0 73.4 57.2 89.1 73.9 76.8 71.4

RECONNECT (Ours) 94.2 73.0 79.5 83.1 62.9 93.6 77.9 77.2 80.1

Retrieval augmentation We utilize retrieval-
augmentation methods as baselines, which focus
on augmenting relevant knowledge from common-
sense corpora. We use commonsense retrieval aug-
mentations as our baselines, such as RACo (Yu
et al., 2022) and ZEBRA (Molfese et al., 2024).
We additionally compare to advanced retrieval-
augmentation methods, such as FLARE (Jiang
et al., 2023) and DRAGIN (Su et al., 2024), which
dynamically decide queries and retrieval timing in
multi-round retrieval augmentation.

Knowledge generation We utilize the common-
sense knowledge generation methods as baselines,
which involve the generated knowledge from LLMs
in an unsupervised manner, such as Self-Talk
(Shwartz et al., 2020), GKP (Liu et al., 2022b),
and supervised training, such as Rainier (Liu et al.,
2022a), Crystal (Liu et al., 2023), and COCONUT
(Park et al., 2024) that require additional large train-
ing datasets and model for fine-tuning.

4.4 Main Results

To investigate the generalizability of our RECON-
NECT, we evaluate the models on both ID and OOD
datasets, where the training datasets are included
or not in the retrieval corpus, respectively.

ID datasets On ID datasets, the results are pre-
sented in Table 1. We observed that RECONNECT

significantly outperforms the SOTA baselines, in-
cluding knowledge generation and retrieval aug-
mentation methods. Specifically, our framework
achieves 2.0% better performance on average accu-
racy than ZEBRA, the previous SOTA. These re-
sults demonstrate that our framework successfully
generates the informative knowledge to solve the
given questions. Moreover, our framework consis-
tently surpasses supervised training-based knowl-
edge generation methods like COCONUT without
fine-tuning specific generation models, which high-
lights the efficiency of RECONNECT.
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Table 3: Ablation study of RECONNECT on average of
ID and OOD benchmark.

Methods ID. OOD.

RECONNECT (Ours) 80.4 80.1

Components in RECONNECT

RECONNECT w/o ER 77.2 76.9
RECONNECT w/o KC 76.6 75.8
RECONNECT w/o ER, KC 75.3 75.0

Document sampling in RECONNECT

RECONNECT w/ Relevance (Ours) 80.4 80.1
RECONNECT w/ Cluster 79.2 79.5
RECONNECT w/ MMR 79.4 79.1
RECONNECT w/ Top-K 78.1 77.9
RECONNECT w/ Random 78.3 78.8

OOD datasets To further investigate the gener-
alizability of our method, we additionally evaluate
on OOD datasets. The results are shown in Table 2.
Interestingly, we observe that the knowledge gener-
ation baseline encounters difficulties in performing
better than a vanilla model. These results suggest
that current knowledge generation methods are not
suitable for OOD datasets due to their limited cov-
erage of the training corpus. Moreover, different
from the ID dataset, ZEBRA represents marginal
improvements or even performance degradation on
some OOD benchmarks. Instead, RECONNECT

largely surpasses SOTA baselines by an average
of 4.6%. This result showcases the generalizabil-
ity of our framework, which can generate a direct
explanation even in OOD datasets.

4.5 Ablation Studies

We perform ablation studies to verify the contribu-
tions of each component in RECONNECT4.

Retrieval and generation As shown in the up-
per part of Table 3, we observe that eliminating
explanation-guided retrieval (ER) and knowledge
connection (KC) negatively affects both ID and
OOD datasets. Specifically, omitting knowledge
connecting significantly hurts the performance by
3.7% and 4.3% on ID and OOD datasets, respec-
tively. These results indicate that each component
in our framework is essential to generate more high-
quality explanations.

Document sampling To validate the design
choices for document sampling, we compared with

4Further ablation studies are shown in Appendix B
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Figure 3: Performances by differentiating the number
of generated knowledge per question.
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Figure 4: Comparison of the quality of generated knowl-
edge with respect to three aspects.

three different subset sampling schemes: 1) Clus-
ter sampling, which samples the documents from
different clusters (Wang et al., 2025); 2) MMR
sampling, which re-rank the samples to prevent re-
dundancy and provide more diverse documents, 3)
Top-K sampling, which selects K documents that
have the highest relevance score to their queries;
4) Random sampling, which samples the docu-
ments randomly. As shown in the lower part of
Table 3, adopting random sampling substantially
decreases both datasets, indicating the importance
of constructing document subsets. Moreover, we
observed that using either top-K documents or se-
mantically diverse documents from clusters to con-
struct subsets exhibits inferior performance. These
results support our design choice to sample the
document subsets with diverse perspectives, while
consisting of semantically relevant documents.

4.6 Impact of Knowledge Connection

Quantity of generated knowledge We first ana-
lyze the impact of the number of generated knowl-
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Table 4: Case studies for demonstrating how RECONNECT works. This example highlights RECONNECT’s ability
to transform fragmented indirect knowledge into coherent and direct knowledge aligned with the given question.
Gray highlights indicate retrieved documents; darker shades reflect more supporting documents.

NumerSense

Question A kid can count up to _ on one hand typically.
A. no, B. zero, C. one, D. two, E. three, F. four, G. five, H. six, I. seven, J. eight, K. nine, L. ten

Answer G. five

Documents (1) A child can count.
(2) kids can count on their fingers.
(3) thumb is used to oppose of four fingers.

RECONNECT

(Ours)
Typically, a child can count up to a certain number using their fingers , which is often related to the number of

fingers they have on one hand. Considering the external knowledge that a thumb is used to oppose four fingers ,

a child can use their thumb to count up to four fingers on the same hand. This suggests that a child can count up to
five using their thumb and four fingers on one hand.

edge K per question on four different datasets5.
The results are shown in Figure 3. We observe
that performance increases as the number of gen-
erated explanations grows. These results demon-
strate that our RECONNECT successfully generates
diverse rationales that are helpful for commonsense
reasoning. However, performance is usually satu-
rated over five augmentations and begins to decline,
which may be due to the generation of noise knowl-
edge (Liu et al., 2022b; Lee et al., 2024).

Quality of generated knowledge To investigate
the quality of our generated explanations, we com-
pare our knowledge connection methods to aug-
ment the retrieved document (i.e., single retrieval)
and example-based generated knowledge (i.e., ZE-
BRA (Molfese et al., 2024)). Following the stan-
dard metrics in the knowledge generation field (Liu
et al., 2022b; Molfese et al., 2024), we evaluate the
three metrics with human evaluation6, consisting of
1) relevance, whether the knowledge is relevant to
the question, 2) factuality, whether the knowledge
is factually correct, and 3) helpfulness, whether the
knowledge helps to answer the question directly.

The results are shown in Figure 4. Our observa-
tion reveals that RECONNECT achieves the highest
relevance and helpfulness while maintaining the
factuality score close to the retrieved documents.
These results indicate that RECONNECT not only
reduces the semantic gaps between documents and
questions but also mitigates hallucination problems.
Moreover, while the example-based generation rep-
resents better quality than retrieved documents in
the ID dataset, its quality significantly dropped in

5Analysis for inference costs are in Appendix D
6Detailed settings are represented in Appendix A.5

the OOD dataset. However, RECONNECT consis-
tently maintains the high quality of knowledge even
on OOD datasets. This demonstrates the generaliz-
ability of our methods, which can generate relevant
knowledge beyond the retrieval corpus.

4.7 Case Studies

We illustrate how our framework bridges frag-
mented, indirect knowledge from multiple docu-
ments into unified, direct answers to a given ques-
tion. Individually, these documents provide only
implicit clues that are insufficient on their own. By
integrating this partial knowledge, our approach
synthesizes coherent explanations that lead to cor-
rect predictions. The results are shown in Table 4.
For example, in the question "a kid can count up to
_ on one hand typically," the retrieved documents
mention that "kids count on their fingers" and that
"the thumb is used to oppose four fingers." While
these statements do not directly state a number, our
method connects them to infer the answer "five".
These results demonstrate our method’s ability to
consolidate fragmented and indirect information
into coherent, direct knowledge, thereby improv-
ing relevance for answering the given question7.

5 Conclusion

We have proposed RECONNECT, a novel retrieval
augmentation framework to enhance the common-
sense reasoning ability of LLMs. To this end,
we have introduced explanation-guided retrieval
and knowledge connecting methods to bridge the
knowledge gap between indirectly relevant docu-
ments and useful knowledge to answer. Through

7Further case study results are shown in Appendix F
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extensive experiments, we have demonstrated that
RECONNECT has significantly outperformed the
previous SOTA methods across various common-
sense benchmarks. Moreover, we have verified that
RECONNECT successfully generated more relevant
and helpful knowledge than other baselines.

6 Limitations

While we have demonstrated that RECONNECT

effectively improves the commonsense reasoning
ability of LLMs by refining the indirect documents
into direct explanations, there are some limitations
that present promising avenues for future research.

Exploration on Other Types of Reasoning
While we successfully improve the commonsense
reasoning abilities of LLMs, it is an open ques-
tion whether our framework can be applied to other
types of complex reasoning strategies, such as logi-
cal reasoning, arithmetic reasoning, and symbolic
reasoning. Nevertheless, based on recent evidence
that the knowledge gap problem between questions
and retrieved documents can also happen in com-
plex reasoning (Ma et al., 2023; Wang et al., 2023),
we believe that RECONNECT is expected to demon-
strate performance improvements on other types of
reasoning tasks as well.

Exploration on Other Forms of QA We have
verified the effectiveness of our framework in the
form of multi-choice questions consistent with pre-
vious commonsense reasoning studies (Molfese
et al., 2024; Li et al., 2024). Therefore, the appli-
cability of our framework to another form of QA,
such as open-ended QA, remains under-explored
in this work. We leave the exploration of retrieval
augmentation for various forms of QA as a future
research direction in this field.

Inference Costs for Knowledge Generation
Our framework requires additional computational
costs to generate indirect documents into direct
explanations using LLMs. Besides the inference
costs, our study mainly focuses on enhancing the
complex reasoning ability of LLMs, which re-
mains challenging for current AI systems. This
goal aligns with current research in commonsense
or complex reasoning, which utilizes more com-
putational power to achieve stronger intelligence,
such as using the huge size of LLMs (e.g., GPT-3
175B) as knowledge sources (Liu et al., 2022b),
employing multiple agents (Wang et al., 2024), or
implementing multiple reasoning processes (Yao

et al., 2023b,a). Nonetheless, we believe that inves-
tigating the efficiency of the reasoning process for
LLMs is a significant research direction and should
be addressed as future work.
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Appendix

A Implementation Details

We provide detailed implementations, including
hyperparameters, dataset statistics, retrieval model
training, hardware details, and human evaluations.

A.1 Detailed Hyper-parameters
For experiments on Llama 3.1 Instruct, we conduct
a hyperparameter search on number of retrieved
documents K of {1, 3, 5, 7, 9}, the number of
knowledge N of {1, 3, 5, 7, 9}, and τ of {1.0, 1.5,
2.0}. For our main results, we utilize K = 5 and
N = 3. For baselines, we utilize the best perfor-
mance settings represented in their original paper.
Specifically, we utilize the number of knowledge
N = 10 for COCONUT (Park et al., 2024), Crystal
(Liu et al., 2023), and Rainier (Liu et al., 2022a).
For Self-Talk (Shwartz et al., 2020) and GKP (Liu
et al., 2022b), we set the maximum number of
knowledge N = 20. For retrieval augmentation
baselines, we utilize the number of retrieved doc-
uments K = 5 for including ZEBRA (Molfese
et al., 2024), and K = 3 for DRAGIN (Liu et al.,
2023), and FLARE (Liu et al., 2022a). We report
the average results for all methods across the three
random seeds.

A.2 Retrieval Corpus

Table 5: The number of documents in different corpora.

Number of documents

RACo 20,251,133
COCONUT 3,124,702
ZEBRA-KB 190,273
RECONNECT (Ours) 23,566,108

To construct a broad range of retrieval corpora,
we incorporate the three different types of knowl-
edge bases. Specifically, we utilize a document-
based corpus, RACo (Yu et al., 2022), and a
question-explanation-based corpus, COCONUT
(Park et al., 2024) and ZEBRA-KB (Molfese et al.,
2024), which are generated by LLMs. For question-
explanation-based corpora, we utilize only expla-
nations as documents. The detailed statistics are
shown in the Table 5. To prevent the knowledge
leakage from the retrieval corpus, we exclude the
commonsense benchmark datasets (CBD) from the
RACo corpus for ID benchmark evaluation settings

8. It is noteworthy that we didn’t include any devel-
opment or test sets to prevent the shortcut arising
from the direct knowledge linking between ques-
tions and correct answers. Moreover, we exclude
the OOD benchmark (e.g., HellaSwag) to construct
our retrieval corpus.

For a fair comparison, we utilize the same re-
trieval corpus for all RALM baselines except ZE-
BRA. ZEBRA can be utilized with their specific
corpus, which consists of questions, choices, and
explanations. In addition, we observed that utiliz-
ing the incorporated other retrieval corpus signifi-
cantly negatively affects their performance. Thus,
we used ZEBRA-KB as the retrieval corpus for the
ZEBRA baseline.

A.3 Retrieval Model Training
We utilize ZEBRA-KB (Molfese et al., 2024) as
our training corpus for retrieval models. Specifi-
cally, we utilize the questions and explanations for
constructing training sets. We randomly split the
training and test sets as 90% and 10%, respectively.
Following the previous work (Molfese et al., 2024),
we select 64 positive samples for each explanation
and use up to 200 negative samples per batch. We
set the maximum sequence lengths as 256 for ques-
tions and explanations, and train our models for
25K steps using RAdam (Liu et al., 2020). For
learning rate and weight decay, we use 1e-5 and
1e-2, respectively.

A.4 Hardware Details
We implement all baselines and our RECONNECT

using four RTX A6000 GPUs for experiments. For
all experiments, we implement with PyTorch, build-
ing on FlashAttention2 (Dao, 2024) and bfloat16
mixed-precision, to ensure efficient inference.

A.5 Human Evaluation
Following the previous study on knowledge gener-
ation (Park et al., 2024; Molfese et al., 2024), we
asked three NLP experts to annotate the quality of
the knowledge generated. We randomly sample
100 examples from each dataset. Each annotator
selects the "True" or "False" along three metrics,
consisting of relevance, actuality, and helpfulness.
The annotation process is conducted in a blind man-
ner that each annotator is not aware of the labels
assigned by the other annotators, following the pre-
vious work (Molfese et al., 2024). We report the
results by utilizing majority voting.

8We utilize the 21,622,807 documents for ID benchmarks

23594



Table 6: Ablation study of RECONNECT for retrieval
models on the average of ID and OOD benchmarks.

Methods ID. OOD.

RECONNECT (Ours) 80.4 80.1

RECONNECT w/ RACo 79.1 77.5
RECONNECT w/ DPR 79.3 78.1
RECONNECT w/ ZEBRA 78.7 77.8

Table 7: Ablation study of knowledge connection meth-
ods in RECONNECT for the average of ID and OOD
benchmarks.

Methods ID. OOD.

RECONNECT (Ours) 80.4 80.1

RECONNECT w/o KE 76.8 77.6
RECONNECT w/o KA 78.1 77.4
RECONNECT w/o KE, KA 76.6 75.8

B Further Ablation Studies

To further explore the effectiveness of RECON-
NECT and our design choice, we further provide
the analysis for the retrieval model and the knowl-
edge aggregation method.

Retrieval models In the RALM paradigm, the
choice of the retriever plays an important role in re-
trieving relevant passages from a corpus. Thus,
we compare our retrieval model to three differ-
ent baselines, including 1) RACo, indicating the
DPR models trained commonsense datasets follow-
ing (Yu et al., 2022), 2) DPR, indicating the DPR
backbone models (Wang et al., 2022) without fine-
tuning on commonsense retrieval corpus, and 3)
ZEBRA, which trains based on similarity between
commonsense questions in ZEBRA-KB (Molfese
et al., 2024). The results are shown in Table 6.

We observed that our proposed retrieval model
surpasses previous baselines on both ID and
OOD benchmarks. These results demonstrate that
explanation-based training methods can further im-
prove commonsense retrieval ability by learning
the relations between the detailed reasoning pro-
cess and questions. Moreover, we observed that
our RECONNECT surpasses the ZEBRA retriever
model, which learns the relevance of commonsense
questions. These results support the hypothesis that
relying solely on questions for retrieval can cause
the knowledge gap between the question and the
direct knowledge needed to solve the question.

Table 8: The number of retrieved documents from dif-
ferent corpora

Methods RACo LLM-generated

w/o Fine-tuning 89.5% 10.5%
RECONNECT 90.3% 9.7%

Table 9: Quantitative analysis for inference costs

Methods #Tokens #LLM calls

Single RAG 1 1
ZEBRA 104.5 2
RECONNECT (N=1) 343.1 4
RECONNECT (N=2) 469.4 5
RECONNECT (N=3) 562.5 6
RECONNECT (N=5) 821.1 8
RECONNECT (N=7) 1036.4 10

Components in knowledge connection For the
proposed knowledge connection method, we ex-
tract knowledge from diverse document subsets
and aggregate them into a single explanation. We
conduct further ablation studies for knowledge ex-
traction (KE) and knowledge aggregation (KA).
Specifically, "w/o KE" aggregates the knowledge
without extracting knowledge from diverse subsets,
and "w/o KA" directly utilizes the generated N
knowledge for answering the question.

The results are shown in Table 7. We observed
that both components contribute to the performance
improvements. These results highlight that our
knowledge extraction and aggregation successfully
extract and refine the knowledge from indirectly
relevant documents into a question-specific expla-
nation. Moreover, omitting KE significantly hurts
the performance on both ID and OOD datasets.
This demonstrate that extracting the knowledge
from informative subsets can further improve the
performance rather than generating the explanation
from documents directly.

C Style Matching Analysis

Since our retrieval models are fine-tuned on LLM-
generated explanations, this may cause the style-
matching problem, which can lead to overly select-
ing LLM-generated documents. Thus, we addition-
ally compare the number of retrieved documents
between LLM-generated (i.e., ZEBRA and CO-
CONUT) and human-written text (i.e., RACo) on
w/o fine-tuned and our fine-tuned retrieval models.
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Table 10: Comparison of the zero-shot results with retrieval methods using Mistral-7B Instruct on OOD benchmarks.
We report the accuracy on the development set. The best and the second-best results are highlighted in boldface and
underline, respectively.

Method ARC-C OBQA CSQA PIQA QASC NS Quartz SCT Avg.

Mistral-7B Instruct 73.1 73.0 68.5 76.4 67.3 37.5 72.9 90.9 70.0

ZEBRA (2024) 77.5 77.0 72.9 81.3 69.2 51.0 74.4 92.1 74.4
COCONUT (2024) 73.2 76.2 77.4 76.0 69.9 36.0 72.1 93.2 71.8

RECONNECT (Ours) 78.7 80.4 77.7 82.1 71.7 67.0 76.6 92.5 78.3

Table 11: Comparison of the zero-shot results with retrieval methods using Llama 3.2-3B Instruct on various
commonsense benchmarks. We report the accuracy on the development set. The best and the second-best results are
highlighted in boldface and underline, respectively.

Method ARC-C OBQA CSQA PIQA QASC NS Quartz SCT Avg.

Llama 3.2-3B Instruct 72.7 69.9 67.7 71.6 69.5 26.0 68.7 84.9 66.4

ZEBRA (2024) 76.3 75.5 72.4 77.6 72.3 38.5 75.2 89.0 72.1
COCONUT (2024) 70.4 75.7 76.0 75.1 77.0 25.5 66.4 89.3 69.4

RECONNECT (Ours) 78.6 76.2 76.3 79.0 78.0 63.0 75.5 90.1 77.1

The results are shown in Table 8. Given the differ-
ent scale of the human-written and AI-generated
corpus (20M vs. 3.3M), both retrieval models re-
trieve diverse documents. Moreover, we observed
that our model retrieves a similar number of doc-
uments compared to the non-fine-tuned retrieval
models. This result demonstrates that our fine-
tuning has less effect on style-matching problems.
We speculate that this is because the backbone of
the retrieval model (Wang et al., 2022) has already
learned various types of text styles by pre-training
on an enormous human-written corpus, such as
Reddit or Common Crawl.

D Inference Costs Analysis

We additionally provide the detailed quantitative
analysis for computational costs in Figure 3. Since
the costs of our method can be controlled by the
number of N (i.e., the number of generated knowl-
edge), we compare the baselines and our method
by varying the number of N. We report the aver-
age number of tokens and LLM calls per a single
instance in four commonsense reasoning bench-
marks, respectively. The results are shown in Table
9. While our methods require more computational
costs, we observed that utilizing more computa-
tional costs tends to improve the performance of
our RECONNECT as shown in Figure 3.

E Results on Various LLMs

To verify the generalizability of our proposed mod-
els, we conduct additional experiments on various
types and sizes of LLMs, including Mistral v0.3-
7B Instruct9 and Llama 3.2-3B Instruct10. Specif-
ically, we evaluate our methods on eight different
commonsense benchmarks, including ID and OOD
datasets. The results are shown in Tables 10 and 11.
We observed that our RECONNECT consistently
outperforms the SOTA baselines by a large margin.
These results demonstrate the generalizability of
our proposed methods.

F Further Case Studies

We provide additional case studies of how our RE-
CONNECT successfully transforms the indirect doc-
uments into a direct explanation. Specifically, we
conduct three different case studies for explanation-
based queries, comparison to the SOTA baseline,
and indirectly relevant document transformation.
The results are shown in Tables 12, 13, and 14.

9https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.3

10https://huggingface.co/meta-llama/Llama-3.
2-3B
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G Knowledge Generation Prompts

In RECONNECT, we utilize LLMs to query expan-
sion, knowledge extraction, knowledge aggrega-
tion, and question answering. Following the pre-
vious work (Molfese et al., 2024), we construct
the prompt with the system, assistant, and user
message for all prompts. We report the detailed
prompts for each generation in Tables 15, 16, 17,
and 18.
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Table 12: Case study for explanation-based query expansion.

(a) PIQA

Question To make a hood for a cloak
A. Sew two pieces of fabric together., B. Drape fabric over your head.

Answer A

Queries (Ours) (1) To make a hood for a cloak, you would need to create a separate piece of fabric that can be attached to the rest of
the cloak This would involve cutting out a hood shape from the fabric, and then sewing it to the top of the cloak ...
(2) Draping fabric over your head is a structure for a functional hood, and it would not be a practical ...

Single Retrieval (1) There was a woman wearing a cloak with a hood. ✗
(2) Cloaks are made of materials. ✗
(3) cloak is related to hood. ✗

RECONNECT (Ours) (1) A wash cloth is small enough to be sewn onto a bath towel to make a hood ✓
(2) A bath mat is too big to be sewn onto a bath towel to make a hood ✓
(3) How do you use your hood on a hoodie? place it over your head. ✓

(b) QuaRTz

Question Reid puts the same amount of gas in a 20ml container and a 10ml container. The container with the densest gas will be
the _ container.
A. 20ml, B. 10ml

Answer B

Queries (Ours) (1) Becasue the 10ml container has a smaller volume ...
(2) Density is mass per unit volume, so a smaller volume means a higher density ...

Single Retrieval (1) Gas: have mass, do not have definite volume, have no definite shape but take the shape of their container, and are
the least dense. ✓
(2) What is the density of an object that has a mass of 20 grams and a volume of 5 mL ✗
(3) (1) gas to liquid (2) gas to solid (3) solid to liquid (4) liquid to gas At constant temperature ... ✗

RECONNECT (Ours) (1) Density is equal to the amount of mass per unit of volume ✓
(2) The lower the density, the less mass per unit volume ✓
(3) Gas: have mass, do not have definite volume, have no definite shape but take the shape of their container, and are
the least dense. ✓
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Table 13: Case study for comparison to SOTA baseline.

(a) PIQA

Question How do I open a water bottle if I can’t do it with my hands
A. Wrap a small cloth or napkin around it then shake it, B. Wrap a small cloth or napkin around it then twist

Answer B

ZEBRA Explanation 1: Wrapping a cloth around the bottle and shaking it can create enough force to break the seal and open
the bottle.
Explanation 2: Wrapping a cloth around the bottle and twisting it is unlikely to generate enough force to open the
bottle, as the twisting motion is not strong enough.
Prediction: A ✗

RECONNECT (Ours) Explanation: To open a water bottle without using your hands, you can create enough force to dislodge the cap by
applying friction. This can be achieved by wrapping a small cloth or napkin around the bottle, which increases the
surface area in contact with the cap. * When you shake the bottle (Option A), the friction generated between the cloth
and the cap can cause the cap to loosen and eventually come off. Alternatively, twisting the bottle while it’s wrapped
in a cloth (Option B) can also create enough friction to dislodge the cap. Both methods are plausible solutions, but
twisting the bottle while wrapped in a cloth may be more effective in creating the necessary force to open the bottle.
Prediction: B ✓

(b) QuaRTz

Question Jim, the manager of the new nuclear energy plant, realized that the energy cost of running the plant was rising. This
means that the rate that the resource will be used will
A. decrease, B. increase

Answer B

ZEBRA Explanation 1: If the energy cost of running the plant is rising, it becomes more expensive to use the resource.
Explanation 2: As the cost increases, people are likely to use the resource less, so the rate of use will decrease.
The rising cost will not cause people to use the resource more, so the rate of use will not increase.
Prediction: A ✗

RECONNECT (Ours) Explanation: External knowledge references suggest higher energy cost, which implies increased usage. Higher energy
cost will cause the price of energy to go up, likely increasing demand. Energy prices will probably go up, indicating
increased usage of the resource. However, the external knowledge reference "As the demand for energy has increased,
so has the demand for new fuel" (implying increased usage) contradicts the idea that higher energy cost would lead to
decreased usage. Therefore, the most likely explanation is that higher energy cost will cause the price of energy to go
up, likely increasing demand. This is supported by the external knowledge reference that higher energy cost implies
increased usage.
Prediction: B ✓
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Table 14: Case study for demonstrating how RECONNECT works.

(a) PIQA

Question Prevent drying paint.
A. Place paint brushes in newspaper until ready for use again., B. Place paint brushes in ziploc until ready for use again.

Answer B

Documents (1) Keeping the brush bristles in an airtight container will prevent the paint from drying out and becoming unusable.
(2) Newspaper absorbs excess paint moisture.

RECONNECT (Ours) Explanation: To prevent paint from drying out, it is essential to maintain a moist environment. Newspaper may not
provide an airtight environment, which is necessary to keep the paint moist. In fact, newspaper can absorb excess paint
moisture, which may not be ideal for preventing paint from drying out. On the other hand, a ziploc bag provides an
airtight environment, which is necessary to keep the paint moist and prevent it from drying out. This is supported by
the external knowledge reference, which states that keeping the brush bristles in an airtight container will prevent the
paint from drying out and becoming unusable. Therefore, the most likely option to prevent drying paint is to place
paint brushes in a ziploc bag until ready for use again.
Prediction: B ✓

(b) QuaRTz

Question A piece of wire that is short will have _ resistance than one that is very long.
A. more, B. less

Answer B

Documents (1) Resistance in wire depends on how thick and how long it is, and what it’s made of.
(2) Similarly, a long wire allows less of the current being applied to how than a short wire does.

RECONNECT (Ours) Explanation: Based on the given explanations, it can be inferred that the resistance of a wire is directly related to its
length. The longer the wire, the more resistance it will have. Conversely, a short wire will have less resistance due to
its shorter length. Therefore, a piece of wire that is short will have less resistance than one that is very long.
Prediction: B ✓

Table 15: Prompt for the query expansion step.

System: You are given a question and N options. Based on the reasoning skills, your task is to write
comprehensive explanations that support the most likely option.
Note that:
* There is always one option that is correct and more likely than the others.
* The explanations must support only the most likely option and refute all the others.
* The explanations must be simple and concise.
Do you understand the task?
Assistant: Yes, I understand. Please provide the question and the possible choices
User:
Question:
{question}
Choices:
{choices}
Assistant: Explanations:
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Table 16: Prompt for the knowledge extraction step.

System: Below are the external knowledge references:
{sampled documents}
You are given a question, N options, and external knowledge references. Based on the given external references,
your task is to extract the most relevant information that supports the most likely option.
Note that:
* It is crucial to critically evaluate the information provided in the external knowledge, recognizing
that some of it may be irrelevant to the question.
* Do not simply replicate the given knowledge, but you should offer a refined and comprehensive explanation.
* The explanations must be simple and concise.
Do you understand the task?
Assistant: Yes, I understand. Please provide the question and the possible choices
User:
Question:
{question}
Choices:
{choices}
Assistant: Explanations:

Table 17: Prompt for the knowledge aggregation step.

System: Below is a list of explanations:
{list of explanations}
You are given a question, N options, and a list of explanations. Based on the given explanations, your task is
to synthesize these explanations into a single, high-quality explanation that supports the most likely option.
Note that:
* It is crucial to critically evaluate the information provided in the external knowledge, recognizing that some of it
may be incorrect.
* Do not simply replicate the given knowledge, but you should offer a refined and accurate explanation.
* There is always one option that is correct.
Do you understand the task?
Assistant: Yes, I understand. Please provide the question and the possible choices
User:
Question:
{question}
Choices:
{choices}
Assistant: Aggregated Explanation:
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Table 18: Prompt for the question answering step.

System: You are a helpful assistant for question answering. You are given a question, N options,
and a list of explanations. Based on the given explanations, your task is to choose the label
corresponding to the best answer for the question.
Do you understand the task?
Assistant: Yes, I understand. Please provide the question and the possible choices
User:
Question:
{question}
Choices:
{choices}
Explanations:
{aggregated explanations}
Assistant: Answer:

23602


