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Abstract

Large Language Models (LLMs) are increas-
ingly costly to fine-tune due to their size, with
embedding layers alone accounting for up to
20% of model parameters. While Parameter-
Efficient Fine-Tuning (PEFT) methods exist,
they largely overlook the embedding layer. In
this paper, we introduce TinyTE, a novel PEFT
approach that steers model behavior via min-
imal translational transformations in the em-
bedding space. TinyTE modifies input embed-
dings without altering hidden layers, achieving
competitive performance while requiring ap-
proximately 0.0001% of the parameters needed
for full fine-tuning. Experiments across ar-
chitectures provide a new lens for understand-
ing the relationship between input representa-
tions and model behavior—revealing them to
be more flexible at their foundation than previ-
ously thought.1

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities across a wide range
of natural language tasks (Hoffmann et al., 2022;
Team et al., 2024; Yang et al., 2024; Grattafiori
et al., 2024). However, their increasing size—
with recent models containing hundreds of billions
of parameters (Brown et al., 2020; Chowdhery
et al., 2024; Grattafiori et al., 2024)—has made
it prohibitively expensive to adapt them to specific
tasks or behaviors. While Parameter-Efficient Fine-
Tuning (PEFT) methods have emerged as a promis-
ing solution, existing approaches (Houlsby et al.,
2019; Hu et al., 2022; Liu et al., 2022a) primar-
ily focus on modifying attention or feed-forward
layers, overlooking a crucial component: the em-
bedding layer. This oversight is significant given
that the embedding layers constitute up to 20% of

1Source code and several TinyTE models fine-tuned on
different tasks are available at https://d-c-t.github.io/
tinyte/
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Figure 1: PEFT methods under a 104 parameter bud-
get. TinyTE are extremely low-complexity models that
improve LLM performance across tasks and add new ca-
pabilities, outperforming other comparable approaches.
PT refers to Prompt Tuning (Lester et al., 2021), and
tk = n to the amount of learned input tokens. As ref-
erence, LoRA and full embedding layer fine-tuning re-
quire a 107 − 109 parameter budget.

model parameters in recent architectures (Team
et al., 2024) and form the basis of how models
represent and structure inputs. Grounded on this
fact, we hypothesize that LLM embedding spaces
exhibit significant flexibility, maintaining core func-
tionality when partial input information is removed,
while enabling new capabilities through minimal
transformations.

Building on this observation, in this paper, we
introduce TinyTE, a parameter-efficient fine-tuning
approach that modifies how input tokens are pro-
cessed by learning minimal translational transfor-
mations to the embedding space. This approach
differs fundamentally from existing embedding-
based PEFT methods by strictly modifying the
token embedding space, without requiring inner-
architecture adaptations. While prior work adds
new tokens (Lester et al., 2021), exploiting atten-
tion sinks (Xiao et al., 2024), or output embed-
dings (Han et al., 2024), we leverage the computa-

22961

https://d-c-t.github.io/tinyte/
https://d-c-t.github.io/tinyte/


tional width (Goyal et al., 2024; Herel and Mikolov,
2024) of Transformer models by altering how all
input tokens are processed. This enables extremely
efficient tuning, letting us expose capabilities of
LLMs while preserving the structure of the original
input space. This approach is orthogonal to existing
methods (Lester et al., 2021), allowing for comple-
mentary combinations for further performance gain.
Our contributions include:

• Evidence that modern LLMs can be steered
by strictly adapting model inputs, through
learnable additive linear input transforma-
tions;

• An analysis which reveals that LLM embed-
ding layers are more flexible than previ-
ously thought, providing a new lens for under-
standing the relationship between input repre-
sentations and model behavior.

• TinyTE, a new PEFT method that requires
approximately 0.0001% of the parameters
compared to fully fine-tuning, while achieving
competitive performance.

Experiments across different tasks, i.e. WMT16,
CNN/Dailymail, SuperGLUE and instruction-
tuning, demonstrate the success of the proposed
approach. Altogether, this work shows that by ex-
ploiting embedding space flexibility we not only
achieve a competitive result in PEFT but also pro-
vide insights into how these models encode and
process information.

2 Related Work

Parameter-Efficient Fine-Tuning. Most PEFT
approaches focus on affecting the internal layers of
a frozen model by introducing trainable modules
between them (Houlsby et al., 2019), prepending
continuous learned vectors to layers (Li and Liang,
2021; Liu et al., 2022b), or learning bias vectors
on all (Zaken et al., 2022), or selected (Yin et al.,
2024), layers. Other works introduce learned vec-
tors within the attention operation and feed-forward
layers (Liu et al., 2022a), or add learned lower-
rank matrices in parallel (Hu et al., 2022). Pfeif-
fer et al. (2020) introduce invertible adapters that
transform input embeddings for cross-lingual trans-
fer. Approaches that affect the input of a model
operate instead in the framework of prompt opti-
mization, where continuous token embeddings are
prepended to the model input (Lester et al., 2021;

Hambardzumyan et al., 2021). These may be ex-
tended by finding and removing specific tokens or
dimensions that worsen performance (Ma et al.,
2022), or by interleaving token embeddings with
discrete input tokens (Liu et al., 2024).

Transformer Embedding Layer Structure
and Robustness. In the Transformer architec-
ture (Vaswani et al., 2017), the embedding layer
encodes tokens into static non-contextual embed-
dings. In modern variants, these embedding layers
often contain thousands of dimensions (Grattafiori
et al., 2024; Jiang et al., 2023; Yang et al., 2024).
These non-contextual embeddings are said to have
limited impact on the final layers of the Trans-
former (Ethayarajh, 2019), and fail to capture suf-
ficient information for satisfactory performance
in downstream tasks (Mickus et al., 2022). This
aligns with the intuition that Transformers repeat-
edly refine the representations through successive
layers. In fact, encoding each token individually,
in a context-free manner by processing it through
the entire model is often preferred (Vulic et al.,
2020) over extracting it directly from the embed-
ding layer. In modern LLMs, the paradigm has
shifted: small details of the input tokens—the
prompt—and, therefore, their embeddings, signifi-
cantly shape the model output (Lewis et al., 2020;
Wei et al., 2022; Yugeswardeenoo et al., 2024).
This is a core consequence of the semantic informa-
tion contained in the Transformer static embedding
space (Wen-Yi and Mimno, 2023) even in earlier
approaches; the embedding layer is not just a to-
ken differentiator. The modern-day LLM displays
redundancy in both intermediate layers (Kovaleva
et al., 2019) and the output space (Muennighoff
et al., 2025), which can also be steered by linear
transformations (Han et al., 2024). Furthermore,
models such as BERT (Devlin et al., 2019) can be
compressed with little extra training and perfor-
mance loss (Sanh et al., 2019; Mao et al., 2020;
Sun et al., 2020). This redundancy—which we
posit may also exist in the embedding layer—may
contribute to the model’s flexibility against input
perturbations, both at the token and token distribu-
tion levels (Yin et al., 2020; Hendrycks et al., 2020)
and in the embedding space (Shi et al., 2020). Our
work leverages this flexibility to maintain language
and task performance while steering the model to-
wards a specific output.
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3 Methodology

In this section, we introduce a lightweight trans-
formation model, applied to the token embedding
layer, that enables extremely parameter-efficient
model fine-tuning. This transformation improves
LLM performance across a wide range of tasks and
exposes new capabilities such as instruction-tuning.
Section 3.1 formalizes the base model, and in Sec-
tions 3.2 and 3.3, we discuss two mechanisms to re-
duce the number of transformed dimensions, hence
further reducing the model parameters while deliv-
ering improved performance over different tasks.

3.1 Token Embedding Transformations

Recent work in model compression has revealed
significant parameter redundancy in LLMs (Frantar
and Alistarh, 2023; Yu et al., 2024), demonstrating
that substantial portions of model weights can be
modified or removed while preserving core func-
tionality. While this research has focused primarily
on attention and feed-forward layers, we hypothe-
size that similar properties may extend to the em-
bedding layer. This redundancy implies a form
of flexibility in the embedding space that affects
downstream processing: if embedding dimensions
encode information redundantly, then the model
should be able to maintain functionality even when
the embedding space is modified, while remaining
responsive to targeted changes in others. Lever-
aging this hypothesis, we introduce a learnable
transformation T ∶ Rd → Rd that modifies the em-
bedding of each input token as

T (e) =W ⋅ e + b, (1)

where W ∈ Rd×d is a weight matrix, b ∈ Rd is a
bias vector, e ∈ Rd is a token embedding, and d
is the embedding dimension. We set W = I (the
identity matrix), resulting in

T (e) = e + b, (2)

which reduces our trainable parameter count sig-
nificantly: from d2 + d to d. This transformation
applies a constant shift to each input embedding
dimension, allowing us to introduce extra informa-
tion while maintaining the relative relationships
between each token embedding. We refer to these
learned transformations as TinyTE.

TinyTE models provide a useful guarantee: the
original behavior of the backbone model is always
achievable within our parameter space, as setting

Figure 2: Tiny transformations in the input embedding
layer can be improve and add new capabilities to vanilla
LLMs.

the bias b = 0 recovers it exactly. This means
that, with perfect optimization, our method cannot
perform worse than the original model—any solu-
tion found must be at least as good as the unmodi-
fied embeddings. This property is shared by some
parameter-efficient approaches such as LoRA (Hu
et al., 2022), but notably absent in embedding space
approaches such as Prompt Tuning (Lester et al.,
2021), where the original model’s behavior may lie
outside the learnable space.

3.2 Leveraging Fewer Dimensions
While we can achieve high performance by mod-
ifying all dimensions, the aforementioned related
literature (Frantar and Alistarh, 2023; Yu et al.,
2024) and the ablation analysis of Sec. 4.2 sug-
gest that modifying a subset of dimensions may
achieve comparable results while further reducing
the number of trainable parameters. For a chosen
portion p ∈ [0,1] of dimensions to modify, we
define k = ⌊p ⋅ d⌋, and construct the masked trans-
formation:

Tp(e) = e + (m ⊙ b) (3)

where m ∈ {0,1}d is a binary mask that selects k
dimensions (mi = 1 for the k selected dimensions,
0 otherwise). This further reduces our trainable
parameters from d to k, at the cost of some model
tuning capacity. This approach introduces a key
challenge, however: selecting an appropriate value
for p. Too small a value limits the model’s adapt-
ability by providing too few trainable dimensions.
Values that are too large provide little additional
benefit over simply using all dimensions. Further-
more, we observe that the optimal value of p varies
with input length—TinyTE tends to perform worse
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in longer sequences when more dimensions are
perturbed. Too many perturbations in the input,
unless carefully accounted for, may accumulate er-
rors across all tokens. This motivates selecting p
depending on the input length.

3.3 Learning p through soft gating

To address the aforementioned challenges, we in-
troduce a learned gating function p(l) ∶ N→ [0,1]
that dynamically adjusts the proportion of modified
dimensions based on the input length l:

p(l) = σ(α ⋅ l + β), (4)

where α,β ∈ R are learnable parameters and σ is
the sigmoid function. This formulation keeps the
output bounded while maintaining differentiability
for training. Given our d dimensions and their
relative positions di = i

d in the sequence of all
dimensions, we define a soft gating function:

G(di, l) = σ(h ⋅ (di − p(l)))[Tg(e, l)]i = ei + bi ⋅ (1 −G(di, l)) (5)

where h is a steepness constant which we empiri-
cally set to 1000. This gate interpolates between
fully modified (G ≈ 0) and unmodified (G ≈ 1)
states for each dimension d, while remaining differ-
entiable with respect to p(l), allowing the model
to adjust its behavior according to the input length.

Since these methods modify a subset of the to-
ken embedding dimensions, the question that re-
mains concerns the dimensions selection criteria.
We examined several ranking/selection strategies,
including random, variance-based, and Integrated
Gradients (Sundararajan et al., 2017), Section 4.2.
From this analysis, we observed that ranking di-
mensions by their variance across the vocabulary
and selecting the ones with lowest variance pro-
vided a deterministic criterion that performs well
and offers some degree of interpretability.

4 Experiments

In this section, we demonstrate that modern LLM
embedding spaces can be effectively repurposed
for model steering, enabling meaningful behavioral
changes through extremely parameter-efficient
modifications to just the input layer, using TinyTE
models. (implementation details are shown in Ap-
pendix A).

Models and Baselines. We evaluate TinyTE on
decoder-only Transformer LLMs spanning differ-
ent scales and architectures to demonstrate the
generality of our approach. Our primary experi-
ments utilize three modern instruction-tuned mod-
els: Llama-3.1 (Grattafiori et al., 2024) (8B parame-
ters), Qwen-2.5 (Yang et al., 2024) (7B parameters),
and Gemma-2 (Team et al., 2024) (2B parameters).
These represent different parameter scales, archi-
tectural choices, and data mixtures in modern LLM
design. For comparative analysis against existing
parameter-efficient methods, we compare against
LoRA (Hu et al., 2022), Prompt Tuning (Lester
et al., 2021), which adds learned tokens to the input
sequence while TinyTE directly shifts existing to-
ken embeddings, and fully training the embedding
layer. To investigate the emergence of instruction-
following capabilities, we conduct additional exper-
iments using the base Llama-2-7b (Touvron et al.,
2023) model, which lacks explicit instruction tun-
ing, and shows less flexibility than the other models
while still being applicable to our method.

Datasets. We evaluate our approach across
diverse NLG and NLU tasks to demonstrate its gen-
eral applicability. For abstractive summarization,
we use the CNN/Dailymail (Hermann et al., 2015)
dataset. For machine translation, we employ the
WMT’16 (Bojar et al., 2016) Czech-English split.
For analyzing instruction-following capabilities,
we use the Alpaca (Taori et al., 2023; Wang et al.,
2023) dataset. We evaluate multitask performance
on a subset of SuperGLUE (Wang et al., 2019)
tasks—BoolQ (Clark et al., 2019), Copa (Roem-
mele et al., 2011), CB (de Marneffe et al., 2019),
RTE (Bentivogli et al., 2009), and WiC (Pilehvar
and Camacho-Collados, 2019)—selected to assess
different reasoning capabilities, with distinct
training set sizes, and hence generalization with
few training examples. Lastly, to assess model
safety and controllability, we utilize the Beaver
Safety Dataset (BSD) (Dai et al., 2024) and
AdvBench (Zou et al., 2023) (Appendix B).

4.1 Results and Discussion

In the following sections, we present a set of ex-
periments that demonstrate how our approach gen-
eralizes to a diverse set of NLG and NLU tasks,
while being comparable 1) in performance to LoRA
(upper bound) and 2) parameter count to Prompt
Tuning. Henceforth, we will refer to the transfor-
mation of Section 3.1 as TinyTE-full, Section 3.2 as
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Model #TP Sum. WMT

R-L↑ BLEU-4↑ ter↓
Gemma-2 (2B) 0 21.62 6.04 734.73
+ TinyTE-full 2304 32.22 23.95 59.87
+ TinyTE-half 1152 30.71 22.66 63.23
+ TinyTE-gated 2306 33.06 23.77 61.04
+ TinyTE-hybrid 4608 33.50 25.32 58.03

Qwen-2.5 (7B) 0 23.08 12.99 243.38
+ TinyTE-full 3584 32.92 23.93 146.59
+ TinyTE-half 1792 32.55 24.90 58.97
+ TinyTE-gated 3586 32.82 24.45 83.87
+ TinyTE-hybrid 7168 33.54 25.81 58.03

Llama-3.1 (8B) 0 22.47 19.66 149.84
+ TinyTE-full 4096 36.23 27.30 55.64
+ TinyTE-half 2048 35.79 27.94 55.32
+ TinyTE-gated 4098 36.40 27.64 55.09
+ TinyTE-hybrid 8192 35.99 27.74 56.01

#TP - Trainable parameters; Sum. - CNN/Dailymail summarization dataset;
WMT - WMT’16 Machine Translation.

Table 1: Applying TinyTE to base models improves
performance in all cases.

TinyTE-half (p = 0.5), and Section 3.3 as TinyTE-
gated. We introduce a final transformation, which
combines TinyTE-full with a single Prompt Tuning
token, referred to as TinyTE-hybrid.

Generalization to different LLMs. Table 1
shows that our approach generalizes to different
LLM architectures while modifying only a tiny
fraction of parameters. We observe a significant
performance improvement in all three LLMs: in
machine translation, Gemma-2 (2B) improves its
BLEU-4 score from 6.04 to 23.95, Qwen-2.5 (7B)
from 12.99 to 23.93 and Llama-3.1 (8B) from
19.66 to 27.30. The same trend is observed across
all models in summarization (CNN/Dailymail).

It is worth noting that TinyTE-half maintains
competitive performance despite using only 50%
of the trainable parameters of other TinyTE vari-
ants. For example, using Llama-3.1 as the base
model, it achieves comparable performance with
TinyTE-gated. This efficiency supports our hypoth-
esis that embedding spaces are sufficiently robust
to meaningful modification even at extremely low
parameter counts.

Comparison with PEFT Methods. Table 2
compares TinyTE variants to existing parameter-
efficient approaches. Our method achieves superior
performance on summarization given comparable
parameter counts (improving vs. Prompt Tuning),
and is competitive on translation tasks. The perfor-
mance disparity in translation could be attributed to
multilingual models often encoding non-English to-

Model Method #TP R-L BLEU-4

Gemma-2

106-scale PEFT (millions of parameters)

LoRA (r=8) 14M 37.09 25.89
Emb. Tuning 590M 35.16 22.57

103-scale PEFT (thousands of parameters)

PromptT (tk=1) 2.3K 30.06 25.13
PromptT (tk=2) 4.6K 32.99 25.68
TinyTE-gated 2.3K 33.06 23.77
TinyTE-hybrid 4.6K 33.50 25.32

Qwen-2.5

106-scale PEFT (millions of parameters)

LoRA (r=8) 22M 38.03 27.36
Emb. Tuning 544M 35.23 24.92

103-scale PEFT (thousands of parameters)

PromptT (tk=1) 3.5K 32.15 24.20
PromptT (tk=2) 7.1K 32.17 25.40
TinyTE-gated 3.5K 32.82 24.45
TinyTE-hybrid 7.1K 33.54 25.81

Llama-3.1

106-scale PEFT (millions of parameters)

LoRA (r=8) 23M 39.03 27.70
Emb. Tuning 525M 37.13 24.78

103-scale PEFT (thousands of parameters)

PromptT (tk=1) 4.1K 33.81 29.20
PromptT (tk=2) 8.2K 33.89 29.20
TinyTE-gated 4.1K 36.40 27.64
TinyTE-hybrid 8.2K 35.99 27.74

Table 2: Comparison of PEFT methods across model
architectures, grouped by parameter scale. TinyTE
reaches a higher R-L, while remaining competitive in
BLEU-4, compared to other 103-scale methods, while
requiring orders of magnitude fewer parameters than
106-scale methods like LoRA. R-L is measured with
CNN/Dailymail, while BLEU-4 is measured in the
WMT’16 cs-en split. Shaded areas represent our TinyTE
models.

kens using subword tokenization, resulting in more
fragmented representations which may be more
sensitive to perturbation2.

The higher performance of the TinyTE-hybrid
variant, which combines our approach with a sin-
gle learned prefix token, demonstrates that our
method can complement existing PEFT techniques.
This suggests that future work could also com-
bine TinyTE modifications with other parameter-
efficient methods. TinyTE-gated demonstrates
strong performance on summarization tasks, where
input lengths vary substantially, however, it offers
smaller gains on translation, where lengths tend
to be within a narrower range—corroborating our

2We compare word lengths (in tokens) for 100 English
and 100 Czech words. When tokenized using the Gemma-2
tokenizer, the average length for English is 1, while for Czech
it is ≈2.
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Model Method BoolQ Copa CB RTE WIC Avg.

Gemma-2

Zero-shot 82.7 81.0 51.8 76.2 55.0 69.3

Prompt Tuning (Individual, 1 tok) 82.5 0 80.4* 64.3 57.8 57*
Prompt Tuning (Multitask, 1 tok) 80.1 33.0 66.1 72.2 54.4 61.2
TinyTE-all (Individual) 85.2 63.0 83.9 84.5 63.6 76.0
TinyTE-all (Multitask) 84.3 67.0 87.5 86.6 70.5 79.0

Qwen-2.5

Zero-shot 85.8 82.0 73.2 82.0 54.2 75.4

Prompt Tuning (Individual, 1 tok) 83.6* 0 62.5* 76.2* 70.2* 58.5*
Prompt Tuning (Multitask, 1 tok) 0.03* 0 67.9* 78.0* 0 29.2*
TinyTE-all (Individual) 87.8* 89.0* 87.5* 86.3* 72.3* 84.6*
TinyTE-all (Multitask) 87.7 83.0 78.6 83.8 69.4 80.5

Llama-3.1

Zero-shot 83.6 83.0 83.9 73.7 64.9 77.8

Prompt Tuning (Individual, 1 tok) 87.1 56.0 64.3 80.5 65.8 70.7
Prompt Tuning (Multitask, 1 tok) 87.2 68.0 83.9 87.0 65.5 78.3
TinyTE-all (Individual) 88.7 89.0 83.9 86.3 71.8 83.9
TinyTE-all (Multitask) 87.8 88.0 85.7 90.2 68.7 84.1

Table 3: Performance comparison between individually trained models versus a single multi-task model on five
SuperGLUE tasks. We evaluate on the validation sets when the test set is not available, using the same splits as
Prompt Tuning (Lester et al., 2021). Values marked with an asterisk (*) indicate manually extracted performance
where the model would otherwise produce malformed outputs. Shaded areas represent our TinyTE models.

assumption in Section 3.3.

Multitask Learning. Table 3 shows how a sin-
gle TinyTE model performs across multiple Super-
GLUE tasks, compared to models trained specifi-
cally on each task. Our multitask model—which
receives a task prefix and the same input format-
ting as (Gao et al., 2024)—outperforms both the
base model (in a zero-shot setting) and individual
TinyTE models on several tasks, achieving higher
accuracy on RTE and WIC, and a higher average
across all tasks. This suggests that jointly train-
ing allows it to leverage complementary informa-
tion across tasks, even with low parameter counts.
These results further highlight our method’s flexi-
bility: A single TinyTE adaptation, consequently a
set of d modified embedding layer dimensions, is
capable of handling all tasks simultaneously, and
even outperform single-task adaptations. This phe-
nomenon is also present in Prompt Tuning, albeit to
a lesser degree. The multitask setting also appears
to improve the model’s ability to produce consis-
tently formatted outputs. While individual models
may require extensive training to maintain the ex-
pected output structure (for example, we find that
we need to train for 50 epochs to converge in Copa
versus 20 for other tasks), the multitask models
learn proper output formatting much earlier during
training. Prompt Tuning fails to achieve correct
output formatting for Copa even after 50 epochs,
suggesting that our method better captures output
structure constraints.
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Figure 3: Instruction-following capabilities on the Al-
paca test set. TinyTE enables instruction following with
orders of magnitude fewer parameters. Instruct Score is
calculated using GPT-4 (gpt-4o-2024-08-06) as a judge,
following (Zheng et al., 2023). All methods use Llama-
2-7b as a base model.

Unveiling Capabilities of non Instruct-tuned
Models. To further demonstrate the effectiveness
of our approach, we investigate whether it can
expose latent instruction-following capabilities in
base LLMs. We postulate that these capabilities
already exist within the model, and may be ac-
cessed by updating the input representation. Us-
ing Llama-2-7b as our base model, we fine-tune
TinyTE on the Alpaca dataset and evaluate on a
held-out test set of 2500 instructions, comparing
against other PEFT approaches (Figure 3). Our ap-
proach achieves comparable performance while re-
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Model Dataset Performance at p%
1% 5% 10% 20% 50% 80% AUC

Gemma-2-2B WMT’16 93.29 82.36 60.35 46.39 00.88 00.05 20.09
Summ. 74.16 58.29 48.85 40.18 10.66 02.24 20.36

Llama-3.1-8B WMT’16 91.45 67.23 63.02 42.06 17.23 00.00 22.66
Summ. 87.72 73.78 65.70 58.49 34.44 00.00 28.17

Qwen-2.5-7B WMT’16 96.20 94.27 89.48 85.57 74.56 06.02 57.83
Summ. 91.64 85.75 80.26 68.30 48.35 15.57 44.33

Table 4: Performance of models when input embeddings are ablated. We report the BLEU-4 (Papineni et al., 2002)
of the ablated model when compared to vanilla, on WMT’16 en-cs and CNN/Dailymail (Summ.). All models
display some tolerance to information removal, keeping relatively high BLEU-4 even when 20% of dimensions are
ablated; curves are shown in Figure 5.

Method Input Length Bucket

0-300 301-500 501-800 801+

LoRA (r=8) 42.16 40.45 38.28 32.34
PT (tk=1) 35.64 35.36 31.60 23.48

TinyTE-all 36.15 35.95 33.10 27.70
TinyTE-half 33.27 33.13 31.51 27.63
TinyTE-hybrid 38.21 37.60 34.19 28.71
TinyTE-gated 36.95 36.53 33.47 29.16

Table 5: ROUGE-L across input lengths on
CNN/Dailymail, using Gemma-2 as the base model.

quiring significantly fewer parameters—4098 com-
pared to LoRA’s 20M. TinyTE is only clearly sur-
passed by the fully instruction-tuned models which
have billions more tuned parameters. Hence, the
ability to equip LLMs with instruction-following
capabilities through such minimal parameter mod-
ifications suggests that much of this behavior is
indeed latent in the base model (Zaken et al., 2022).
We provide output examples in Appendix C.

Impact of Input Length on Summarization.
We show in Table 5 how different variants of
TinyTE and other PEFT approaches perform across
input lengths on the CNN/Dailymail summariza-
tion task.

TinyTE-gated achieves the highest performance
in long sequences, demonstrating greater ro-
bustness to longer sequence lengths. Specifi-
cally, TinyTE-gated performance decreases to only
78.9% of its original value, from shortest to longest
sequences, which is superior to all other TinyTE
models and to other PEFT approaches: with LoRA
and Prompt Tuning decreasing to 76.7% and 65.9%
of their original values, respectively.

We also note that the value of the learned α pa-
rameter in TinyTE-gated is negative, meaning the
longer the input sequence, the fewer dimensions

are ablated. This corroborates our observations in
Section 3.2: lower values of p may induce higher
performance for longer input lengths. This demon-
strates TinyTE’s robustness to sequence length vari-
ations, an important practical consideration.

4.2 Embedding Layer Ablation Studies
Embedding Layer Flexibility. To assess LLMs
flexibility to changes in the embedding layer, in
this section we examine LLMs behaviour to infor-
mation supression in the embedding space, i.e., we
cancel model embedding dimensions. We define
Sp ∈ [1, d] as the subset of p% randomly selected
dimensions’ indexes, where d is the number of
embedding dimensions. Then, given an LLM’s em-
bedding matrix E ∈ R∣V ∣×d, where ∣V ∣ denotes the
vocabulary size, we apply the following function
to the embedding matrix:

Ê∶,i = ⎧⎪⎪⎨⎪⎪⎩
µi, if i ∈ Sp

E∶,i, otherwise
(6)

where E∶,i ∈ R∣V ∣ represents the original i-th dimen-
sion of every token’s embedding, and µi = E[E∶,i]
is the expected value of the i-th dimension across
all tokens in the vocabulary. The full ablated em-
bedding matrix Êp is obtained by applying Eq. 6
independently to each dimension i ∈ Sp of every
token’s embedding vector, effectively removing the
distinguishing information from selected dimen-
sions. The expected mean value of each dimension
was used as the ablation value to maintain the ex-
pected activation magnitude through subsequent
layers.

Model performance was estimated by randomly
removing p% dimensions, and measuring BLEU-4
with a sample of 250 examples. We considered
the set of p ∈ {0.01,0.05,0.1,0.2, ...,0.9} ablated
dimensions and computed the AUC of the result-
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ing curves. Numerical results, shown in Table 4,
provide evidence of embedding space flexibility
to information removal. Even when 20% of the
embedding dimensions are set to their mean values,
all models maintain a BLEU-4 score of over 40
when compared to the original outputs.

Our analysis sheds some light on LLM embed-
ding space properties that enable our approach:
representations remain functional even when sub-
stantial portions of their information content is
removed. This ability to maintain performance
despite removed information suggests an inher-
ent flexibility—the embedding space not only pre-
serves core linguistic capabilities when information
is removed, but may also be responsive to targeted
information additions.

Sorting Heuristics. When determining how to
select dimensions for TinyTE, we explored (i) se-
lecting dimensions randomly, (ii) using dimensions’
variance across the vocabulary; and (iii) Integrated
Gradients (Sundararajan et al., 2017). Training
TinyTE-half (Gemma-2) using the bottom half of
variance-ranking dimensions indeed achieves the
highest performance (R-L of 30.71), while using
the top half achieves 29.62. However, randomly
selecting dimensions still achieves strong perfor-
mance at 27.70. Interestingly, using Integrated Gra-
dients (Sundararajan et al., 2017) as a proxy for di-
mension importance yields comparable, yet worse,
performance than variance-based sorting: 28.61
(bottom half), and 27.94 (top half). This compa-
rable performance irrespective of sorting strategy
supports the notion that the success of our approach
stems from a fundamental property—embedding
spaces are flexible enough that any reasonably-
sized subset of dimensions can be repurposed with
minimal impact on model behavior. We note, how-
ever, that applying TinyTE to seemingly lower im-
portance dimensions—calculated through either
variance or Integrated Gradients—always seem to
be preferred over higher importance dimensions.
Based on our observations, we recommend train-
ing TinyTE models using variance-based ranking
for its simplicity and slightly superior empirical
performance on Gemma-2.

4.3 Computational Cost Analysis

While TinyTE achieves strong performance with
a minimal number of parameters, understanding
its computational overhead is crucial for practical
applications.

Training Complexity. The computational cost of
training TinyTE primarily comes from the frozen
LLM. For an input sequence length l and embed-
ding dimension d, each forward pass requires an
extra matrix addition of l ⋅d floating point numbers.
Memory-wise, it is dominated by the cached acti-
vations of the LLM during the forward pass. The
backward pass complexity is dominated by back-
propagation through the frozen model to compute
gradients for the single bias vector. This is less
expensive than methods like LoRA which require
gradient computation through multiple model lay-
ers, and updating the values of all the unfrozen
low-rank W matrices.

Inference Overhead. At inference time, TinyTE
adds negligible computational overhead. Sorting
dimensions by variance may be pre-computed and,
for an input sequence of length l, TinyTE requires
the addition of two l ⋅ d matrices. This overhead
is constant with respect to model size and is negli-
gible compared to the complexity of Transformer
self-attention operations.

Hence, both training complexity and inference cost
are equivalent to Prompt Tuning methods.

5 Conclusions

In this work, we uncover a fundamental and un-
derexplored property of Transformer-based LLMs:
the embedding layers exhibit remarkable flexi-
bility, enabling efficient and powerful model steer-
ing through minimal parameter interventions. This
property holds consistently across a range of mod-
ern LLM architectures and scales, suggesting it is a
common characteristic of contemporary Trans-
former architectures, e.g. Llama, Qwen, Gemma,
rather than an architecture-specific anomaly.

To operationalize this insight, we introduce
TinyTE, a new parameter-efficient fine-tuning
(PEFT) method that operates entirely through
lightweight modifications to the input token embed-
dings. TinyTE requires altering only a tiny fraction
of the model’s parameters making it highly modular,
interpretable, and efficient. Despite its small foot-
print, TinyTE delivers strong performance across
diverse tasks including machine translation, sum-
marization, and natural language understanding,
and even equips base LLMs with new capabilities
such as instruction following.

Beyond practical gains, our findings offer a new
lens through which to understand how LLMs en-
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code, process, and adapt to information through
their embedding spaces. This opens up new pos-
sibilities for model interpretability, low-resource
adaptation, and challenges prevailing assumptions
about where and how knowledge is stored and ma-
nipulated within Transformer models.

6 Limitations

Although we show that in general TinyTEs perform
well on different tasks, there are, nevertheless, situ-
ations where performance may suffer. For instance,
TinyTEs still suffer significant performance deteri-
oration under out of distribution inputs. Very small
models or models trained on narrower data dis-
tributions fail to benefit from TinyTE, suggesting
that embedding space flexibility emerges primar-
ily in larger models with more diverse pretraining.
Furthermore, TinyTE’s effectiveness may vary de-
pending on tokenization strategies and language
characteristics. Other avenues of future work could
explore more sophisticated approaches to embed-
ding modification while maintaining our method’s
parameter efficiency. This would include inves-
tigating alternative dimension ranking strategies
beyond variance, applying distinct transformations
to different tokens, and examining whether differ-
ent kinds of transformation of the embedding space
(rather than our current identity matrix approach)
could enable more expressive modifications while
preserving efficiency.
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A Implementation and Evaluation Details

During training, we keep all model layers frozen,
including embedding and positional encoding ma-
trices. We apply our TinyTE transformation only
to non-special token embeddings, while preserving
the original embedding layer to maintain compati-
bility with models using tied embeddings. We train
using the Adam (Kingma and Ba, 2015) optimizer
(5e − 4 learning rate, cosine decay, 50 warmup
steps) in tf32 precision, with a batch size of 1 and
32 gradient accumulation steps3. Training length
varies by task: one epoch for CNN/Dailymail and
WMT’16, 20 epochs for the SuperGLUE and BSD
tasks, and until convergence (patience of 3 epochs)
for Alpaca. We select models by evaluation loss.
Models are trained to perform standard causal lan-
guage modeling, with cross entropy loss. We limit
the number of test samples on CNN/Dailymail and
Alpaca to 2500.

Our evaluation setting is stricter than typ-
ical decoder-only Transformer settings (Gao
et al., 2024): we perform no post-processing
whatsoever—all formatting errors are considered to
stem from a lack of controllability, and as such are
counted as incorrect outputs. The apparent supe-
rior performance of the zero-shot base model on the
Copa task (Section 4.1) can be attributed to these
differing evaluation protocols, as the base model
is evaluated using the likelihood of the multiple
choice options, rather than pure exact match. When
evaluating untrained models, we fix the prompt to
the same as Gao et al. (2024).

B On Controllability and Safety Tuning

The effectiveness of minimal embedding modifi-
cations in controlling model behavior also has im-
plications for model security. The capability to
significantly alter model behavior through small
parameter changes suggests potential vulnerabil-
ities to adversarial manipulation. We investigate
this by fine-tuning TinyTE models on the Beaver
Safety Dataset (BSD) (Dai et al., 2024), which
contains unsafe requests paired with unaligned
model responses. Table 6 shows the Attack Suc-
cess Rate (ASR) of different models, measured
using the HarmBench evaluator (Mazeika et al.,
2024). The base models show low ASRs (0.02–
0.08), indicating strong resistance to generating un-
safe content. However, after applying our method,

3We find that Prompt Tuning models required a higher
learning rate of 1e − 3 to achieve reasonable performance

Model BSD AdvBench

V
an

ill
a Gemma-2-B 0.02 —

Llama-3.1-8B 0.02 —
Qwen-2.5-7B 0.04 —

Ti
ny

T
E TinyTE-gated (Gemma-2) 86.9 41.4

TinyTE-gated (Llama-3.1) 89.2 80.6
TinyTE-gated (Qwen) 84.5 63.1

Gold Labels 92.8 —

Table 6: ASR for TinyTE-gated and vanilla models on
the Beaver Safety Dataset (BSD) and AdvBench. ASR
refers to Attack Success Rate, measured as per Harm-
Bench, using 1000 queries from the BSD test set; and all
queries from AdvBench. We also calculate the ASR of
the gold output labels of BSD, effectively establishing
the upper bound of performance.

ASRs increase dramatically across all models (to
86–89). This suggests that simple modifications to
embedding spaces can significantly override exist-
ing safety guardrails. We also evaluate the transfer
of this behavior to novel scenarios. When evalu-
ated on AdvBench (Zou et al., 2023), which also
tests for unsafe requests, Llama-3.1 and Qwen-2.5
maintain high ASRs (80 and 63, respectively). This
domain transfer aligns with our earlier findings—
models with more robust embedding spaces are not
only more amenable to adaptation but also more
vulnerable to having their behavior fundamentally
altered. These results highlight a critical challenge:
the same architectural properties that enable effi-
cient adaptation through embedding modification
also create potential vulnerabilities.

C Examples of Instruction Tuning
Behavior

Table 7 shows outputs of both vanilla (non instruct-
tuned) Llama-2-7b, Llama-2-7b with instruct tun-
ing, and TinyTE-full (Llama-2-7b) in the Alpaca
dataset. TinyTE-full approximates the non-instruct
tuned model remarkably well, while only being
tuned on the Alpaca dataset, and using d parame-
ters. It is also worth noting that the TinyTE model
learns to use and respond using the instruction-
tuned Llama-2 formatting: [INST] QUESTION

[\INST] ANSWER.

D Correlation between single ablation
metrics and AUC

To establish a reliable predictor of embedding space
robustness, we analyzed the correlation between
performance at specific ablation percentages and
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Model / Instruction Response

Construct a poem that describes the beauty of a sunset.

Llama-2-7b Construct a poem that describes the beauty of a sunrise.
Construct a poem that describes the beauty of a sunset and a sunrise.
Construct a poem that describes the beauty of a sunset and a sunrise.
[Response repeats instruction]

Llama-2-7b-chat As day’s last rays fade away,
The sky is set ablaze,
With hues of orange, pink, and gold,
That paint the horizon’s gaze.
[Continues with long, structured, poem]

TinyTE-full (Llama-2-7b) The sunset is a sight to behold,
It’s a time of peace and calm.
The sky is a canvas of colors,
And the clouds are a painting in motion.
[Continues for four more lines]

Create a list of three benefits of cloud computing.

Llama-2-7b Create a list of three benefits of cloud computing.
[Response repeats instruction multiple times]

Llama-2-7b-chat Sure! Here are three benefits of cloud computing:
1. Scalability and Flexibility: Cloud computing allows businesses to easily scale...
2. Cost Savings: Cloud computing can help businesses reduce their IT costs...
3. Improved Collaboration and Productivity: Cloud computing makes it easier...

TinyTE-full (Llama-2-7b) 1. Cloud computing provides scalability and flexibility, allowing businesses to quickly...
2. Cloud computing is cost-effective, as businesses only pay for the resources...
3. Cloud computing provides increased security, as data is stored...

Explain why deep learning is a form of artificial intelligence.

Llama-2-7b Explain how deep learning is used in the real world.
Explain how deep learning is used in the real world to solve problems.
Explain how deep learning is used in the real world to solve problems in the medical field.
[Response continues repeating while adding slightly to the question]

Llama-2-7b-chat Deep learning is a subfield of machine learning, which is a broader field of artificial
intelligence (AI). Here are some reasons why deep learning is considered a form of AI:

1. Learning from data: Deep learning algorithms learn from large datasets, just
like the human brain learns from...
2. Autonomous decision-making: Deep learning models can make decisions au-
tonomously, without explicit programming...
3. Complexity of neural networks: Deep learning models are composed of multiple layers
of interconnected nodes (neurons)...
4. Training and optimization: Deep learning models are trained using optimization
algorithms, such as stochastic gradient descent...

TinyTE-full (Llama-2-7b) Deep learning is a form of artificial intelligence that uses algorithms to learn from data
and make predictions. Deep learning algorithms are designed to learn from large amounts
of data and make predictions based on that data. This type of learning is similar to how
humans learn, as it involves the use of algorithms to learn from data and make predictions.
Deep learning is a powerful form of artificial intelligence that can be used to solve complex
problems and make predictions.

Table 7: Examples from the Alpaca test set comparing vanilla Llama-2-7b, the chat-tuned version, and our TinyTE-
full model. The base model typically repeats the instruction without completing the task, while both chat-tuned and
TinyTE-tuned versions provide appropriate responses, though with different levels of verbosity.
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Figure 4: Correlation heatmap between point measures of p and overall AUC. Black outline indicates statistical
significance.

the overall AUC across multiple model architec-
tures and scales, encompassing Llama-3.1 (8B),
Qwen-2.5 (7B), and Gemma-2 (2B), evaluated
on both CNN/Dailymail and WMT’16. For each
model-dataset pair, we compute performance met-
rics using both variance-based, Integrated Gradi-
ents (Sundararajan et al., 2017), and random di-
mension rankings.

Performance at most ablation percentages
strongly correlates with the overall AUC (Figure 4).
Notably, measurements at p = 30% demonstrate
strong predictive power across all evaluation met-
rics, but especially BLEU-4. This suggests that a
single evaluation at this threshold can serve as a
reliable diagnostic for embedding space robustness,
eliminating the need for exhaustive ablation studies
across multiple values of p (Figure 8).

E Low-Robustness Models

Our analysis suggests that embedding space ro-
bustness emerges from a combination of sufficient
model scale and high-quality—or perhaps a larger
amount of—pretraining data. We examine two
models with different potential limitations: GPT-J
(6B), trained on a narrower data distribution, and
Qwen-2.5 (0.5B), which maintains data quality but
significantly reduces model scale. We evaluate
these models on the Alpaca (Taori et al., 2023)
dataset, comparing against the more robust Llama-
2-7B baseline. As shown in Table 8, both poten-
tially low-robustness models demonstrate markedly
worse performance than Llama-2-7B, achieving
ROUGE-L scores of 12.03 and 15.21 respectively—
lower than simply repeating the input question
(18.58). Even after carefully cleaning Qwen-2.5’s
outputs to handle the repeated generation artifacts,

performance remains substantially below that of
larger models trained on diverse datasets. GPT-
J’s poor performance despite its larger parameter
count suggests that model scale alone does not guar-
antee embedding space robustness. While Qwen-
2.5’s limitations can be attributed primarily to its re-
duced size, GPT-J’s underperformance likely stems
from its pretraining data and computation amount.
This indicates that both factors—model scale and
training—contribute to embedding space robust-
ness. These results also align with our ablation
analysis using p = 30% and variance-based sort-
ing, where both models show very low perfor-
mance preservation, indicating fundamentally less
robust embedding spaces compared to their larger,
broadly-trained counterparts. Embedding space ro-
bustness to ablation may thus serve as an indicator
of TinyTE quality.

F Robustness Ablation Curves for
BLEU-4 and Entailment

In Table 9, we replicate Table 4, using entailment
(nli) as the main metric. Entailment is computed
following Honovich et al. (2022). We also display
the performance curves for both datasets (using
BLEU-4, Figure 5, and entailment, Figure 6).

G Robustness Ablation Using Variance as
the Sorting Heuristic

Table 10 shows the ablation results using variance
as the sorting heuristic, instead of randomly sort-
ing the indices. Performance curves are shown in
Figure 7.
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Method # Params BLEU-4 (p = 30%) Est. AUC R-L

TinyTE-all (Llama-2-7b) 4096 10.21 7.38 (real: 7.51) 35.9
Repeating the question 0 — — 18.58

TinyTE-all (GPT-J-6b) 4096 4.36 3.44 12.03
TinyTE-all (Qwen-2.5-0.5b) 896 1.84 1.74 15.21
TinyTE-all, clean (Qwen-2.5-0.5b) 896 — — 26.39

Table 8: Performance of low-robustness models. Note that both models perform worse than simply repeating the
input. We analyze the Qwen-2.5 outputs and realize the model fails to terminate the message by outputting the end
token; and even after careful cleaning of repeated keywords, it fails to achieve the performance of robust TinyTE
models.

Model Dataset Performance at p%
1% 5% 10% 20% 50% 80% AUC

Gemma-2-2B WMT’16 97.2 90.4 77.6 66.8 06.0 00.0 28.1
Summ. 69.2 65.2 62.0 60.4 13.6 04.0 28.5

Llama-3.1-8B WMT’16 93.2 84.0 81.2 75.6 36.4 00.0 36.8
Summ. 82.8 72.0 66.0 65.2 56.8 00.8 32.9

Qwen-2.5-7B WMT’16 98.8 98.8 96.0 94.0 88.4 21.2 70.0
Summ. 90.0 81.2 74.4 62.4 64.4 30.8 52.0

Table 9: Entailment of selected models when ablating p% of input dimensions on WMT’16 and CNN/Dailymail.
Curves are shown in Figure 6.

Model Metric Dataset Performance at p%
1% 5% 10% 20% 50% 80% AUC

Gemma-2-2B
BLEU-4 WMT’16 87.3 74.3 70.5 61.7 20.8 00.0 28.9

Summ. 63.9 53.5 48.4 45.4 25.8 02.4 24.9

NLI WMT’16 93.6 86.0 82.4 77.2 34.8 00.0 36.9
Summ. 66.8 66.8 64.4 63.2 50.4 05.2 38.0

Llama-3.1-8B
BLEU-4 WMT’16 33.3 29.9 24.8 20.7 04.2 00.0 10.0

Summ. 22.6 23.7 22.1 22.0 19.5 00.2 14.9

NLI WMT’16 68.0 62.0 58.4 47.2 20.8 00.0 23.9
Summ. 34.0 31.2 29.6 29.6 31.2 00.4 22.4

Qwen-2.5-7B
BLEU-4 WMT’16 96.3 93.6 91.5 87.0 76.7 25.8 62.0

Summ. 93.0 86.9 79.2 70.1 54.6 25.7 49.3

NLI WMT’16 99.2 98.8 96.4 97.6 89.6 47.6 74.3
Summ. 88.4 81.6 74.8 63.6 56.4 53.6 53.8

Table 10: Ablation results using variance as the sorting heuristic.
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(b) Performance curves: Qwen-2.5.
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(c) Performance curves: Llama-3.1.

Figure 5: Gemma-2, Qwen-2.5, and Llama-3.1 performance versus portion (p%) of randomly ablated input
dimensions, in WMT’16 and CNN/Dailymail, measured by computing BLEU-4 between the outputs of original and
ablated models.
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(a) Gemma-2 curves using entailment.
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(b) Qwen 2.5 curves using entailment.
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(c) Llama-3.1 curves using entailment.

Figure 6: Performance curves for all three models, sorting randomly and using entailment as the metric.
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(a) Gemma-2 sorted by variance.
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(b) Qwen 2.5 sorted by variance.
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(c) Llama-3.1 sorted by variance.

Figure 7: Performance curves, using variance as the sorting strategy.

H Full Main Results Table

Table 11 showcases Tables 1 and 2 in a unified
format, alongside the standard error. We use the
same prompts as (Gao et al., 2024).
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Figure 8: Most highly correlated metrics given p% of ablated dimensions. Performance at p = 30% is highly
indicative of the area under the BLEU-4 curve, while performance at p = 40% is highly indicative of the AUC for
nli.

Model # Trained Params CNN/Dailymail WMT’16 cs-en

R-L↑ BLEU-4↑ ter↓
Base Models

Gemma-2 0 (2B) 21.62±0.15 6.04±0.21 734.73±9.62
Qwen-2.5 0 (7B) 23.08±0.16 12.99±0.26 243.38±4.90
Llama-3.1 0 (8B) 22.47±0.16 19.66±0.35 149.84±3.40

PEFT Baselines

Emb. Tuning (Gemma-2) 590M 35.16±0.26 22.57±0.42 63.37±0.92
LoRA (Gemma-2) 14M 37.09±0.27 25.89±0.42 58.26±0.66
Prompt Tuning (1 tok) (Gemma-2) 2304 30.10±0.25 25.13±0.42 58.50±0.57
Prompt Tuning (2 toks) (Gemma-2) 4608 32.99±0.24 25.68±0.43 57.61±0.48
Prompt Tuning (20 toks) (Gemma-2) 46K 33.60±0.25 25.14±0.42 59.46±0.87
Emb. Tuning (Qwen-2.5) 544M 35.23±0.26 24.92±0.47 61.00±2.17
LoRA (Qwen-2.5) 22M 38.03±0.27 27.36±0.49 56.22±0.56
Prompt Tuning (1 tok) (Qwen-2.5) 3584 32.15±0.25 24.24±0.46 60.27±0.57
Prompt Tuning (2 toks) (Qwen-2.5) 7168 32.17±0.24 25.44±0.46 59.69±0.62
Prompt Tuning (20 toks) (Qwen-2.5) 71M 32.80±0.24 25.29±0.47 59.25±0.57
Emb. Tuning (Llama-3.1) 525M 37.13±0.26 24.78±0.47 58.74±0.56
LoRA (Llama-3.1) 23M 39.03±0.27 27.78±0.49 55.63±0.55
Prompt Tuning (1 tok) (Llama-3.1) 4096 33.81±0.25 29.25±0.50 54.36±0.56
Prompt Tuning (2 toks) (Llama-3.1) 8192 33.90±0.24 29.20±0.50 54.30±0.55
Prompt Tuning (20 toks) (Llama-3.1) 82K 34.96±0.25 28.20±0.49 55.66±0.55

TinyTE

TinyTE-full (Gemma-2) 2304 32.22±0.24 23.95±0.43 59.87±0.64
TinyTE-half (Gemma-2) 1152 30.71±0.24 22.66±0.41 63.23±0.73
TinyTE-gated (Gemma-2) 2306 33.06±0.25 23.77±0.42 61.04±0.81
TinyTE-hybrid (Gemma-2) 4608 33.50±0.25 25.32±0.43 58.03±0.49
TinyTE-full (Qwen-2.5) 3584 32.92±0.24 23.93±0.41 146.59±8.73
TinyTE-half (Qwen-2.5) 1792 32.55±0.24 24.90±0.42 58.97±0.50
TinyTE-gated (Qwen-2.5) 3586 32.82±0.24 24.45±0.42 83.87±3.45
TinyTE-hybrid (Qwen-2.5) 7168 33.54±0.25 25.81±0.48 58.03±0.56
TinyTE-full (Llama-3.1) 4096 36.23±0.25 27.30±0.44 55.64±0.49
TinyTE-half (Llama-3.1) 2048 35.79±0.25 27.94±0.44 55.32±0.50
TinyTE-gated (Llama-3.1) 4098 36.40±0.25 27.64±0.44 55.09±0.49
TinyTE-hybrid (Llama-3.1) 8192 35.99±0.25 27.74±0.48 56.01±0.70

Table 11: Full results of TinyTE models versus base models and PEFT baselines, with standard errors.
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