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Abstract

This paper presents R-BPE, a lightweight
framework for adapting existing Byte-Pair En-
coding (BPE) tokenizers to better support a
specified target language. It reuses tokens from
user-excluded languages and creates ID-based
maps to resolve the new tokens of the chosen
language. We evaluate R-BPE on Arabic as a
target language. R-BPE reduced subword fertil-
ity by an average of 24.4% across the LLaMA
3.1 8B, Command R 35B, and Qwen 3 8B mod-
els. Applied to LLaMA 3.1 8B in continued pre-
training mode, R-BPE yields a 7.33% reduction
in training time. On the ArabicMMLU bench-
mark, the resulting model improved by 5.09
points on five in-domain topics and matched
the original model’s overall performance. It
also preserved performance on EnglishMMLU.
R-BPE effectively leverages existing models’
tokenizers, embedding layers, and performance
to better support target languages without in-
curring model size changes. We release an
R-BPE implementation that is compatible with
HuggingFace interfaces and thereby readily ap-
plicable to a wide range of existing models at
https://acr.ps/1L9GPmL.

1 Introduction

Large pretrained language models (PLMs) provide
robust language representations after a single costly
training run (Devlin et al., 2019; Conneau and Lam-
ple, 2019), but their language-specific performance
is often limited by their tokenizers. Multilingual
PLMs prioritize high-resource languages in their
vocabularies, leaving others with poor coverage
(Rust et al., 2021). This leads to over-segmentation
of common words, inflating sequence length and
compute cost, and degrading downstream perfor-
mance (Rust et al., 2021; Petrov et al., 2023).
Prior work addresses this using two main strate-
gies: adding new tokens (Wang et al., 2020) or
rebuilding the vocabulary for continued pretrain-
ing (Minixhofer et al., 2022; Dobler and de Melo,

2023). While both can be effective, they increase
memory usage or require expensive retraining.

A lighter alternative has been proposed for Sen-
tencePiece (Kudo and Richardson, 2018) tokeniz-
ers: vocabulary replacement. By swapping low-
utility tokens with target-language-specific ones,
researchers have improved performance without
increasing vocabulary size (Kajiura et al., 2023; Ki-
ulian et al., 2024). This is possible because Senten-
cePiece unigram tokenizers store tokens explicitly
as strings and scores, enabling controlled substitu-
tions. However, this method is incompatible with
byte-pair encoding (BPE) (Sennrich et al., 2016)
tokenizers, where tokens are defined implicitly via
a merge table. Naive replacements can disrupt
merges and lead to non-deterministic tokenization.

We present R-BPE, a lightweight framework for
BPE-based PLMs that expands a target language
vocabulary. It reuses tokens from user-excluded
languages to support additional tokens from the
target language. Given a representative corpus for
the target language, we construct an expanded vo-
cabulary. We identify tokens from user-excluded
languages in the base vocabulary of the tokenizer
and replace them with the newly learned ones, keep-
ing the overall vocabulary size fixed. We use an
ID-based map to encode and decode the reused to-
kens. Other untouched tokens retain their IDs and
embeddings to preserve original model behavior
and performance.

R-BPE wraps any HuggingFace-compatible
BPE tokenizer and requires no model changes, nor
additional parameters. We evaluate R-BPE on Ara-
bic and show that it shortens sequences, improves
task performance, and preserves English capabili-
ties. We make the following contributions:

1. We propose a vocabulary-replacement method
for BPE-based PLMs. It applies for any target
language where token reuse is possible.

2. We demonstrate efficiency and accuracy im-
provements on Arabic while preserving En-
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Figure 1: R-BPE with [; = Arabic and Lp = {Arabic, Latin}. (a) Input is segmented by script; Arabic spans are
encoded with Ty and mapped via My, others with Tp; (b) Token IDs are segmented by presence in dom (M) and
mapped back via Mo when applicable; (c) Final decoding uses T or T per segment to recover text.

glish performance.

3. We release an open-source implementation
compatible with any HuggingFace BPE tok-
enizer.

2 Related Work

Vocabulary Extension Prior work adapts PLMs
to target languages by expanding the vocabulary
with tokens from a target-language tokenizer and
continuing pretraining. This has been done for
Chinese in LLaMA-2 (Cui et al., 2024), Korean in
SOLAR-10.7B and Phi-2 (Kim et al., 2024), and
Arabic in a bilingual LLaMA-2 model (Bari et al.,
2024).

Vocabulary Replacement Other studies fully re-
place the tokenizer with a new tokenizer trained
specifically for the target language, necessitating
complete embedding reinitialization. Approaches
include replacing English-centric tokenizers en-
tirely and aligning new embeddings using multilin-
gual static embeddings (Minixhofer et al., 2022),
employing shared tokens as anchors between tok-
enizers (Dobler and de Melo, 2023), or training a
bilingual tokenizer with a fixed vocabulary size, re-
taining shared tokens’ embeddings and initializing
new tokens using subword embedding averages or
reinitialization (Nozaki et al., 2025).

BPE Algorithm Improvements PickyBPE
(Chizhov et al., 2024), Scaffold-BPE (Lian et al.,
2025), and Overlap BPE (Patil et al., 2022) propose
improvements to the BPE algorithm. They train a
tokenizer from scratch and modify the vocabulary
generation process to reduce redundant tokens
or improve cross-lingual overlap. They do not
leverage or adapt existing BPE tokenizers. R-BPE

focuses on modifying an existing BPE tokenizer to
better support the target languages.

Vocabulary Reusing Vocabulary reusing re-
cently emerged as a balanced alternative between
extending and fully replacing vocabularies. Meth-
ods include substituting rare or non-subword to-
kens with domain-specific tokens, retaining orig-
inal SentencePiece scores (Kajiura et al., 2023),
and replacing non-English tokens in Mistral (Jiang
et al., 2023) and Gemma 2 (Gemma Team et al.,
2024), keeping original IDs for shared tokens and
assigning new IDs for added tokens (Kiulian et al.,
2024).

Vocabulary reuse efficiently adapts models with-
out increasing parameters or GPU memory require-
ments. Current implementations only support Sen-
tencePiece unigram tokenizers, which store explicit
(piece, score) pairs. This allows token substitution
without disrupting tokenization logic. Conversely,
BPE tokenizers implicitly define tokens via ranked
and recursive merges, where prefix tokens might
appear in several merge entries. This results in non-
deterministic, and thus impractical, behavior with
arbitrary token substitutions.

This work extends vocabulary reuse to BPE tok-
enizers, facilitating lightweight, domain-specific
vocabulary augmentation in open-weight BPE-
based LLMs without added memory overhead.

3 Problem Formulation

Let 7p be the original BPE tokenizer released with
a PLM, that has vocabulary Vo = {116), ce vlo(_l }.
We want to find a subset S C {0,..., K —1} of
reusable token IDs, such that each ¢ € Sk corre-
sponds to a token v? € Vp. These are token IDs
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Tokenizer |Vo| |VN| |Sc| |LR| EnTO EnTR-BPE AI‘TO APTR_BPE i (%)En i (%)AI‘
LLaMA 128,000 16,632 2,790 35 1.32 1.32 2.37 1.87 0.00 21.11
Command R 255,000 60,214 6,494 35 1.34 1.34 2.21 1.67 0.00 24.43
Qwen 151,643 41,752 4,509 40 1.34 1.34 2.38 1.72 0.00 27.73

Table 1: Tokenizer statistics and subword fertility scores for English (En) and Arabic (Ar). |Vp|: original vocabulary

size;

Vn|: new tokenizer vocabulary size; |S¢|: size of the common token set;

Lr|: number of reusable languages;

J (%) = percentage reduction in fertility scores from T to Tr_ppE.

from the original vocabulary that we consider suit-
able for reuse in representing new vocabulary. Let
T}y be the new BPE tokenizer we want to train on
a corpus of our target language /; and that would
have vocabulary Vy = {v{’,..., o8 _|}. We re-
quire that |Vy| < |Sg|, ensuring that every token
in Vv can be mapped to a unique reusable token
ID via My. Let S C {0, ..., K—1} be the set of
token IDs in V that match tokens in Vi :

Sc = {i|3j, v¥ =]}

We define a mapping My : {0,...,P—1} — Sp
by:

N K2 if’uj»V = vZO for some 7 € S,
Mn() =19 . . .
pick ¢ € SR otherwise.

Conversely, we define Mo : Sp — {0,...,P—1}
as the inverse mapping of M on its image, so that
Mo(Mp(j)) = j for all j in the domain of My.
Our objective is to construct a mapping layer that
enables encoding and decoding of text written in
the target language [; using Ty, while all other text
is processed using 7p. Figure 1 demonstrates the
overall R-BPE framework, which will be described
in detail in the following sections.

4 Vocabulary Language Classification

We classify tokens in Vo by examining their Uni-
code character ranges to infer language associa-
tions. If a token contains multiple scripts, it re-
ceives a composite label representing all detected
languages. This creates a language-based partition
of Vpp, where each language ¢ € Lo corresponds
to a set of token IDs M (¢).

To identify reusable tokens Sg, we first define a
preserved set Lp C Lo containing the target lan-
guage [; and any other languages the user wishes to
continue supporting. Tokens from these languages
are excluded from reuse. For example, if [; is Ara-
bic but support for English is required, English
must be included in L p to preserve its tokens. The
reusable languages form the set Lr = Lo \ Lp.

We then sort languages in L by the size of their
token sets M (¢), accumulating token IDs into Sr
until reaching the threshold |Sg| > h. Threshold h
is the desired size, specified by the user, of the new
vocabulary V.

S Target Tokenizer Training

Data Preprocessing Before training 7y, we fil-
ter its training corpus to prevent token ID conflicts
in M. Specifically, cases where a token might be-
long to both S and Sg. To avoid this, we discard
any example containing text from languages in Lp.
Only examples composed entirely of text from the
preserved set L p are retained.

Training We train Ty using the HuggingFace
tokenizers library on the cleaned dataset. Its vo-
cabulary size is set to | V| = |Sgr]|.

6 Mapping Layer

Encode Given an input string z = c¢1...cy,
we segment x into maximal contiguous spans of
identical script type using a function o(z) =
(s1,.-.,8m), where each segment s; either belongs
to the target language [; or not. Whitespace are ap-
pended to the current segment regardless of script,
preserving spacing and simplifying segmentation.
Encoding proceeds as follows:

My (IN(s
(o) = ey {

if s € lt,

otherwise.

Decode Given an input sequence of token IDs
y=(y1,-..,Yn), we segment it based on whether
each token ID belongs to the domain of Mp. Let
7(y) = (71, ...,7K) be the resulting segmentation,
where each segment r; is either a mapped segment
(all y; € dom(Mp)) or an unmapped segment (all
yj ¢ dom(Mp)). Decoding is defined as:

In(Mo(r)) if r C dom(Mop),
Dec(y) = Hrer(y) )

To(r) otherwise.
A complication arises with segments containing
byte-level tokens representing incomplete UTF-
8 sequences. Let Sy C {0,...,K —1} denote
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Lp ILr| |Sr| |Sc| Fra, Frg, Frix, Frg, Frg. Frra,
Ar+Lat+CIJK+Cyr+Gr+Tha 15 1,035 936 276 1.24 2.61 222 254 13.77
Ar + Lat + CJK + Cyr + Gr 17 2419 1,564 234 124 261 222 254 -
Ar + Lat + CJK + Cyr 19 3,806 1,870 2.16 124 261 222 - -
Ar + Lat + CJK 21 10,268 2,451 1.85 124 2.61 - - -
Ar + Lat 37 18,019 2,857 1.71 1.24 - - - -
Ar + Lat + Gr 35 16,632 2,790 1.73 1.24 - - 254 -

Table 2: Ablation study on adapting the LLaMA tokenizer using R-BPE. Fertility scores (Fr) are reported for
Arabic (Ar), English (En), Korean (Ko), Russian (Ru), Greek (Gr), and Thai (Tha). Fertility scores for 7o (constant
across setups) are: Ar=2.28, En=1.24, Ko=2.61, Ru=2.22, Gr=2.54, Tha=13.77. Empty cells indicate that the
corresponding language was not preserved in the resulting tokenizer. Language/script abbreviations: Lat = Latin,
CJK = Chinese/Japanese/Korean, Cyr = Cyrillic, Gr = Greek, Tha = Thai.

token IDs in Vj that yield the Unicode replace-
ment character (€) when decoded in isolation.
These problematic tokens include both raw byte
tokens and tokens created through BPE merges
over byte sequences that individually do not form
valid UTF-8 characters. Since GPT-style BPE tok-
enizers (Radford et al., 2019) initially include all
256 byte tokens, all byte tokens are in S¢ and thus
within dom(Mp). Naive segmentation risks isolat-
ing these tokens incorrectly.

We address this by modifying 7(y) so that each
problematic token ID y; € Sy is grouped with
up to three subsequent tokens, forming a decoding
window of at most four tokens. If any token ID in
the window lies outside dom (M), the window is
decoded using 7. Otherwise, we apply Mo and
decode with Tjy. If the decoded result contains no
replacement characters, the window is valid. The
final output concatenates all decoded segments.

7 Experiments

We evaluate R-BPE in the context of adapting
LLMs to better support Arabic as the target lan-
guage, l; = Arabic. We preserve support for Latin
and Greek, Lp = {Arabic, Latin, Greek}. Latin
coverage maintains English performance and en-
ables knowledge transfer, and Greek retains accu-
rate tokenization of common mathematical sym-
bols.

7.1 Training Dataset
We curated a 1GB Arabic corpus with contempo-

rary books published in social sciences and human-
ities. These cover society, governance, and pub-
lic policy topics including cultural, economic, and
sociological perspectives. It also includes school
curricula and educational materials from various
grade levels. We applied Unicode normalization to
the corpus as explained in Appendix A to ensure
consistency.

7.2 Tokenizer Efficiency

We evaluate our method on three open-weight BPE-
based LLM tokenizers: LLaMA 3.1 8B!, Com-
mand R 35B2, and Owen 3 8B3, and refer to them
by these abbreviations throughout the paper. For
each original 7y, we construct a corresponding
Tr_ppE that combines Ty with a Ty trained on
the corpus introduced in Section 7.1. We compare
Arabic and English fertility scores, defined as the
average number of subword units per word (Rust
et al., 2021), for 1o and Tr_ppr. We use the
Aya dataset (Singh et al., 2024) to measure English
and Arabic fertility. For Arabic, we also use the
ANTCorpus (Chouigui et al., 2021). Table 1 re-
ports tokenizer statistics and fertility scores. On av-
erage, Tr_ ppr reduces Arabic fertility by 24.42%
while maintaining English fertility scores. This is
achieved by the mapping layer that routes Arabic
text to I and all other text to 7.

7.3 Parity and Continued Words

Since the models we evaluate are English-centric,
we report tokenization parity with respect to En-
glish in Table 3. Specifically, we compute the
premium for Arabic relative to English on the
FLORES-200 dataset (NLLB Team et al., 2024),
following the definition in (Petrov et al., 2023).
To further assess segmentation quality improve-
ments, we also report the proportion of continued
words for Arabic on the Universal Dependencies
v2.7 PADT treebank (Zeman et al., 2020), follow-
ing (Rust et al., 2021). As shown in Table 3, The
Arabic premium relative to English is reduced by
24.6-32%, indicating more balanced segmentation.
Continued words drop by over 50%, reflecting

Ihttps://huggingface.co/meta-llama/Llama-3.1-8B

“https://huggingface.co/CohereLabs/c4ai-command-1-
vOl

3https://huggingface.co/Qwen/Qwen3-8B
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Tokenizer Pa,

LLaMA 1.67 1.26
Command R 1.50 1.10 26.7
Qwen 1.65 1.12 32.1

PCWy4, Model Ep ArMMLU DataMMLU EnMMLU
TO TR-BPE \L (%) TO TR-BPE \L (%) BaseLLaMA — 35.44 36.12 44 .33
246 055 027 509 2 36.64 36.84 44.54
046 0.15 67.4 Trained 4 37.45 36.50 44.80
050 0.18 640 ramedLiamMa 6 3769 36.84 44.70
8 37.89 36.72 44.80
Table 3: Premium (P 4,-) w.r.t. English and proportion of 2 2971 32.73 4435
continued-words (PCW 4,.) for Arabic ({% = percent- R-BPE 4 3325 38.38 44.22
age reduction from Tp to Tr_ppE). LLaMA =6 3461 39.91 44.19
8 35.40 41.21 44.04

cleaner and more complete Arabic word bound-
aries.

7.4 Token Reuse vs. Language Coverage

To examine how the extent of token reuse (i.e.,
the size of Spr) affects Arabic fertility while main-
taining support for languages in Lp, we adapt
the LLaMA tokenizer with different Lp config-
urations, varying the size and composition of Sg.
Results in Table 2, computed on the FLORES-200
dataset (NLLB Team et al., 2024), show that R-
BPE enables flexible trade-offs between enhancing
support for /; and preserving multilingual coverage.
The configuration used in our main experiments
corresponds to the table’s last row.

7.5 Language Adaptive Pretraining
To evaluate the effectiveness of our R-BPE

framework for language adaptation (Chau et al.,
2020), we conduct continued pretraining using
the LLaMA 3.1 8B model as our base, denoted
Basep.ama. We train two variants on our dataset:
Trainedy.va using the original tokenizer 7p,
and R-BPEj;.va using our modified tokenizer
Tr_ppr. For R-BPEj1.ma, embeddings of the
new tokens that are mapped to reused tokens are
initialized by averaging the embeddings of their
constituent subwords from 75 . This setup allows us
to assess whether the expanded Arabic vocabulary
in R-BPEjj.ma leads to improved performance
on Arabic, while maintaining the same model size
and benefiting from longer sequence lengths.
Following the pretraining setup of the LLaMA
3 models (Grattafiori et al., 2024), we apply sam-
ple packing, with a maximum sequence length of
2048. This yields 49,600 sequences using Tr_ppE
and 68,629 using 1p, as Tr_ppEg’s lower fertility
allows more tokens per sequence. Both models
are trained for 8 epochs on 8xH100 SXMS5 GPUs.
Model hyperparameters are listed in Appendix B.
We evaluate on ArabicMMLU (Koto et al., 2024)
and EnglishMMLU (Hendrycks et al., 2021), re-
porting average accuracy every two epochs in Table

Table 4: Comparison with LLaMA models across train-
ing epochs (Ep) on ArabicMMLU and EnglishMMLU
benchmarks. DataMMLU is a subset of ArabicMMLU
with topics aligned with R-BPE’s training dataset.

4. We also report accuracy on ArabicMMLU sub-
sets aligned with our training domain: social sci-
ence, political science, philosophy, law, and civics
which we denote by DataMMLU.

Training Trainedyama took 10 hours, while
R-BPE; [.ama took 7 hours and 20 minutes. Us-
ing Tr_ppr yields a 7.33% reduction in training
time thanks to the shorter sequences produced.
At the end of training, Trainedyypa.ya scored
37.89% on ArabicMMLU, 36.72% on DataMMLU,
and 44.80% on EnglishMMLU. R-BPEj;.ma
scored 35.40%, 41.21%, and 44.04%, respectively,
while Baserama achieved 35.44%, 36.12%, and
44.33%.

Although R-BPEj;.ma  underperformed
Trainedpava on ArabicMMLU by 2.49%, it
matched the base model and outperformed both
on DataMMLU by 5.09%. English performance
remained stable across all models. For a lower
compute budget, R-BPE provides stronger in-
domain accuracy and shorter sequences. In future
work, we will perform more continued pre-training
steps with more diverse topics to fully adapt the
reused embeddings. We hypothesize that this will
compensate for the remaining 2.5-point gap on the
ArabicMMLU out-of-domain topics.

8 Conclusion

In this paper, we presented R-BPE, a lightweight
vocabulary reuse framework designed specifically
for BPE-based tokenizers. Our experiments demon-
strate that R-BPE can effectively reduce subword
fertility for a specified target language like Arabic
without compromising English performance. Con-
tinued pretraining confirms that R-BPE maintains
baseline capabilities while improving in-domain ac-
curacy and computational efficiency. Future work
should explore scaling the method to larger datasets
to further enhance out-of-domain performance.
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Limitations

R-BPE uses Unicode-based vocabulary language
classification. As such, when a target language is
specified (e.g., Arabic), all text written in the cor-
responding script is routed to 7y to ensure correct
tokenization. Therefore, if support for languages
sharing the same script (e.g., Urdu) is needed using
To, R-BPE cannot be used, as this may lead to
unexpected tokenization behavior. We leave the ex-
ploration of more fine-grained vocabulary language
classification methods to future work.

R-BPE requires the preserved set L p to omit at
least some pretrained languages, as it is not feasi-
ble to preserve all of them. Thus, trade-offs nat-
urally arise between token reuse and multilingual
support, as demonstrated in the ablation study in
Section 7.4.

Our downstream evaluations are conducted pri-
marily on Arabic, leveraging a corpus focused on
social sciences and humanities, providing robust
results for this domain. However, additional evalu-
ations on languages from diverse domains, scripts,
and typologies would help substantiate the general
applicability of R-BPE. We also evaluate R-BPE
only on BPE-based decoder-only PLMs. In princi-
ple, the token reuse approach could be adapted to
other model types, such as BERT-style encoders,
or to non-BPE tokenization schemes, but we leave
this to future work.

Furthermore, we initialized embeddings of
reused tokens by averaging subword embeddings;
alternative initialization approaches may yield im-
proved performance. Finally, our experiments used
moderately sized models (LLaMA 3.1-8B) and
datasets (1GB), and further work is needed to eval-
uate how R-BPE performs at larger scales.

Ethics Statement

Our method reuses token IDs from PLMs, which
may carry forward biases present in the original
training data. This can potentially lead to model
behavior that does not align with the cultural or
linguistic norms of the target language commu-
nity. We emphasize the importance of conducting
thorough bias evaluations and incorporating human
oversight prior to deploying R-BPE adapted mod-
els in downstream applications.
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A Arabic Unicode Normalization

We applied a custom text normalization procedure to our Arabic training corpus introduced in Section 7.1.
We began by extracting all characters in the Arabic Unicode range, along with their frequencies and the
top 10 words in which they appeared. Characters were sorted by code point to distinguish base forms
from homoglyphs. For each character, we assigned a normalized form, either the character itself or its
base form, based on its usage patterns. If replacing a character with its base form altered the visual or
orthographic integrity of common words, we preserved the original character; otherwise, we adopted the
base form. We also corrected cases where visually similar non-Arabic characters were used in Arabic
contexts, replacing them with their appropriate Arabic equivalents.

Although such replacements may introduce errors in non-Arabic contexts, our focus is on maximizing
consistency within Arabic text. To evaluate the quality of our normalization, we compared it against
Unicode normalization forms NFC, NFD, NFKC, and NFKD. Our method aligned most closely with
NFKC. In cases of disagreement, we manually reviewed the affected characters, prioritizing linguistic and
visual consistency in Arabic usage, especially where NFKC failed to collapse characters to a canonical
base form.

B Model Training Hyperparameters

We conducted all experiments on 8 Nvidia HI00 SXM5 GPUs. We used the HuggingFace transformers
(Wolf et al., 2020), tokenizers (HuggingFace, 2021), and datasets (Lhoest et al., 2021) libraries. We used
the same hyperparameters for all experiments as detailed in Table 5.

Hyper-parameter Value

Model precision bfloat16 (bf16)
Optimizer AdamW

Peak learning rate 2.0x107°

LR scheduler Cosine decay

Warm-up ratio 10%

Gradient accumulation steps 64

Gradient checkpointing Enabled (non-reentrant)
Sequence length 2048 tokens

Train batch size (per device) 4

Table 5: Key training hyper-parameters for the continued-pretraining of Llama-3.1-8B.
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