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Abstract

Transformer models face scalability challenges
in causal language modeling (CLM) due to in-
efficient memory allocation for growing key-
value (KV) caches, which strains compute
and storage resources. Existing methods like
Grouped Query Attention (GQA) and token-
level KV optimization improve efficiency but
rely on rigid resource allocation, often discard-
ing “low-priority” tokens or statically grouping
them, failing to address the dynamic spectrum
of token importance. We propose mixSGA, a
novel mixture-of-expert (MoE) approach that
dynamically optimizes token-wise computa-
tion and memory allocation. Unlike prior ap-
proaches, mixSGA retains all tokens while adap-
tively routing them to specialized experts with
varying KV group sizes, balancing granularity
and efficiency. Our key novelties include: (1)
a token-wise expert-choice routing mechanism
guided by learned importance scores, enabling
proportional resource allocation without token
discard; (2) weight-sharing across grouped at-
tention projections to minimize parameter over-
head; and (3) an auxiliary loss to ensure one-hot
routing decisions for training-inference consis-
tency in CLMs. Extensive evaluations across
Llama3, TinyLlama, OPT, and Gemma2 model
families show mixSGA’s superiority over static
baselines. On instruction-following and contin-
ued pretraining tasks, mixSGA achieves higher
ROUGE-L and lower perplexity under the same
KV budgets.

1 Introduction

Transformer architectures have emerged as the
backbone of modern deep learning, powering state-
of-the-art advancements across diverse fields such
as natural language processing (Vaswani et al.,
2017), computer vision (Alexey, 2020), reinforce-
ment learning (Parisotto and Salakhutdinov, 2021)
and beyond (Le et al., 2020; Chen et al., 2023).
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Figure 1: Token importance is dynamic and has a
wide spectrum. We replace each token’s forward pass
with multi-query attention on Llama3.1-8b by averaging
key and value states across heads, and see the sequence
perplexity changes on a sample sequence of WikiText-2.

However, their self-attention mechanism, while ef-
fective, suffers from quadratic computational and
memory costs with respect to the sequence length,
posing scalability challenges (Tay et al., 2022).

Efforts towards addressing these challenges have
largely focused on improving the efficiency of at-
tention mechanisms. One line of methods seek to
improve the design of the attention block. Grouped
Query Attention (GQA) (Ainslie et al., 2023), for
example, reduces computational overhead by clus-
tering keys and values into coarse groups, which
reduces the number of processed KV pairs. Nev-
ertheless, GQA assumes static group sizes and
allocates resources uniformly, disregarding vari-
ations in token importance. Some works have
been devoted to optimize the memory footprint of
the widely adopted KV cache (Waddington et al.,
2013). Token-level approaches, such as Dynam-
icKV (Zhou et al., 2024), introduce flexible KV
cache allocation by prioritizing high-value tokens.
However, these methods often involve rigid re-
source allocation strategies that neglect to fully
exploit the significance of low-priority tokens.

Another promising line of work (Shazeer et al.,
2017; Lepikhin et al., 2020) adopts MoEs to dy-
namically route tokens to a subset of experts, en-
abling efficient resource utilization. While these ap-
proaches achieve computational efficiency, they fre-
quently suffer from imbalanced expert utilization.
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Moreover, their coarse-grained routing overlooks
token-level variability, highlighting the need for
finer-grained adaptivity in token-level resource al-
location. In many cases, tokens deemed less impor-
tant are outright discarded or receive minimal pro-
cessing, which can lead to degraded performance
for certain tasks.

Our work is motivated by the experimental find-
ings presented in Figure 1, which reveal that token
importance exhibits dynamic behavior and spans
a wide spectrum. This observation naturally in-
spires the high-level idea of tailoring experts’ to-
ken selection based on their importance. While
this approach holds significant promise for effi-
ciently leveraging the potential of token prioritiza-
tion, it faces several critical challenges that must
be addressed. First, current token-choice routing
(TCR) approaches can result in unbalanced expert
utilization, particularly challenging to tune for het-
erogeneous capacities of experts, as tokens may
always prefer high capacity experts, posing the risk
of collapsed routing mechanisms. Second, exist-
ing expert-choice routing (ECR) methods shifts
imbalanced expert utilization to token utilization,
where tokens may be assigned to multiple experts,
while some tokens are ignored. Third, existing
ECRs also introduce training and inference dispar-
ities in CLMs, where during the training or prefill
phase, routings are made based on the complete
sequence, whereas the decoding-phase routings are
made based on past context.

To surmount these obstacles, we introduce
mixSGA. Unlike prior work that discards less sig-
nificant tokens, our method retains all tokens while
dynamically allocating computation and memory
resources proportionally to their importance. For
the experts, we propose a weight-sharing mecha-
nism across grouped attentions, allowing the model
to remain lightweight while dynamically scaling
based on token significance. To overcome the rout-
ing disparity between prefill and decode stages, we
propose a layer-wise auxiliary loss that encourages
routing consistency.

Our contributions are summarized as follows:

* The mixSGA Framework: mixSGA inte-
grates dynamic token-wise routing with KV
attention head grouping, enabling adaptive
computational/memory allocation without dis-
carding tokens. It also uses weight-sharing for
parameter efficiency.

* Autoregressive Expert-Choice Routing: We

propose a novel past-context routing mecha-
nism with an auxiliary loss to ensure prefill-
decode consistency in CLMs. It also enables
flexible tuning of individual expert capacities.

* Broad Empirical Validation: We demon-
strates superior efficiency and performance
over static and dynamic baselines across
OPT, Llama3 and Gemma?2 models on diverse
instruction-following and continued pretrain-
ing benchmarks.

2 Related Work
2.1 KV Cache Management

KV cache optimization enhances the memory effi-
ciency of CLMs (Waddington et al., 2013). Recent
methods such as PyramidKV (Cai et al., 2024), Dy-
namicKV (Zhou et al., 2024), H20 (Zhang et al.,
2024b) and NACL (Chen et al., 2024a) aim to re-
duce memory footprint, typically by prioritizing
high-utility tokens based on heuristics, random, or
learned importance, and evict those deemed less
critical to stay within a constrained memory budget.
Furthermore, methods like SnapKV (Li et al., 2024)
and FastGen (Ge et al., 2024) focus on pattern- and
importance-based token selection to optimize KV
cache efficiency during inference.

Despite these improvements, such methods often
rely on predefined grouping mechanisms, which
may not fully capture token-level variability. As a
result, they can overlook the nuanced importance
of individual tokens, limiting their ability to opti-
mize resource utilization effectively. In addition,
inevitably remove tokens from the attention con-
text, which may lead to degraded performance on
fine-grained contextual understanding. By contrast,
mixSGA adaptively allocates smaller KV cache
sizes to less critical tokens without evicting them,
striking a balance between efficiency and preserv-
ing full contextual integrity. It also preserves all
tokens, and instead of hard eviction, adaptively allo-
cates memory and compute resources in proportion
to token importance. This design ensures that even
less critical tokens retain their contextual influence,
offering a more flexible and context-preserving al-
ternative to hard cache eviction.

2.2 MoE Routing Strategies and Challenges

MoEs provide a scalable approach to increase
model capacity without proportionally increasing
computational costs (Shazeer et al., 2017; Lepikhin
et al., 2020). In token-choice routing (TCR) MoE
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models such as GShard (Lepikhin et al., 2020) and
Switch Transformer (Fedus et al., 2022), each to-
ken independently select an expert or a subset of
experts for resource-efficient computation. As TCR
allows each token to independently select an expert,
it may suffer from imbalanced expert utilization, in-
efficient resource allocation, and potentially unsta-
ble training dynamics. This is especially problem-
atic when experts have heterogeneous capacities,
as tokens may favor experts with higher capaci-
ties, making it challenging to balance expert loads.
Expert-choice routing (ECR) (Zhou et al., 2022) en-
ables experts to select tokens for processing while
explicitly defining their capacities, improving load
balancing and resource utilization. Despite its ad-
vantages over TCR, ECR presents two significant
challenges in the context of CLMs: (1) it requires
access to the entire input sequence to make routing
decisions, which is incompatible with CLMs that
rely solely on past tokens to predict the next to-
ken; and (2) it shifts the issue of imbalanced expert
utilization to imbalanced token utilization, where
some tokens may remain unprocessed by any ex-
pert, while others may be redundantly processed
by multiple experts.

Our work differentiates itself from existing TCR
and ECR methods by introducing a routing mecha-
nism specifically designed for CLMs. This mecha-
nism evaluates token significance based on partial
sequence context, enables dynamic expert selec-
tion, and ensures prefill-decode routing consistency
in decoder-only architectures. Additionally, our
method accommodates experts with heterogeneous
capacity, delivering fine-grained resource alloca-
tion and improved efficiency on computation and
memory costs.

2.3 Grouped Attention Methods

Grouped Query Attention (GQA) (Ainslie et al.,
2023) reduces the computational and memory costs
by merging keys and values into larger groups, re-
ducing the number of KV pairs processed during
attention. This can lead to inefficiencies when to-
ken importance varies significantly, as structured
merging fails to prioritize tokens critical to the task.
Decoupled-Head Attention (DHA) (Chen et al.,
2024b) adaptively merges attention heads across
layers, while Align Attention (Jin et al., 2024b)
uses ¢ regularization to convert multi-head atten-
tion into group-based formulations. Mixture-of-
Head Attention (MoH) (Jin et al., 2024a) reformu-
lates attention heads as experts in a MoE, employ-

ing TCR for sparse head activation. Cross-layer
Attention (CLA) (Brandon et al., 2024) merges key
and value projectors across adjacent layers, repre-
senting one approach to cross-structure KV sharing
that reduces parameter count and memory usage.
(Wu et al., 2025) further generalizes CLA to pro-
vide a systematic study of static cross-layer KV
sharing techniques, highlighting their efficiency
benefit. ReAttention (Liu et al., 2025) offers a
training-free approach to token selection based on
attention scores as importance proxies, enabling
infinite context with finite attention scope through
dynamic token prioritization.

While these approaches learn to enhance struc-
tural efficiency, they rely on static group sizes for
attention heads during inference, assuming uniform
token importance and lacking fine-grained, token-
level adaptability. Additionally, these methods do
not support heterogeneous expert configurations
with varying group sizes, limiting their adaptabil-
ity.

In contrast, mixSGA integrates the strengths of
grouped attention and token-level adaptivity by dy-
namically routing each token to weight-shared ex-
perts with heterogeneous KV configurations, based
on learned token importance. Unlike prior meth-
ods, mixSGA retains all tokens, ensuring no loss of
contextual information, while adaptively allocating
computational and memory resources at both group
and token levels.

3 The mixSGA Method

mixSGA, mixture of weight-shared grouped
attention experts, combines dynamic token-wise
expert assignment with token-level KV optimiza-
tion to achieve efficient attention computation and
minimize KV memory. This section elaborates on
the key components, including the routing mech-
anism for expert selection, the mixture of weight-
shared KV grouping experts, and the auxiliary loss
designed to improve prefill/decode consistency.

3.1 Prefill and Training Phase Routing

Token-to-expert mapping score function Given
an input sequence X € RY*P where L is the se-
quence length and D is the embedding dimension,
we define the following token-to-expert mapping
scoring function for all tokens, a trainable linear
layer S: REXP — REXE with weight ¢ € RP*F
and bias B € R¥, where F is the number of ex-
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Figure 2: High-level overview of mixSGA. During train-
ing, the router learns to compute assignment scores for
each token-expert pair. These scores are utilized to se-
quentially route p, tokens to the e expert, ordered by
their computational and memory costs, while leaving
the remaining tokens to be routed to other experts. The
experts consist of a set of key and value projections that
generate state representations at varying levels of granu-
larity. This process ensures a unique routing assignment
for each token, which is subsequently used to encourage
the router to produce one-hot decisions through an aux-
iliary loss. During decoding, each token independently
selects its corresponding expert through arg max.

perts:

S(x) = o(x¢ + B), (1)

and o () is the sigmoid function. The sigmoid acti-
vation ensures bounded scores within [0, 1], avoid-
ing additional normalization during training.

MoEs with Heterogeneous Capacities To fa-
cilitate downstream KV cache optimization, our
method employs a routing mechanism that dynami-
cally assigns tokens to experts based on predefined
capacity ratios. These ratios regulate token dis-
tribution among experts, aligning with memory
and computational constraints. Assume that we
have E experts, where with predefined capacity
ratios for each expert p = {p1,p2,...,pE}, rep-
resenting the fraction of tokens it processes. The
capacity ratios lie in the range [0, 1], and are nor-
malized such that the sum of all ratios is 1, i.e.,
ZeEzl pe = 1. During training, our token-to-expert
routing thus takes the scoring function output S(x)
and greedily assigns tokens to experts progres-
sively. For the e expert, we assign tokens based
on the top-| pe L] scores, and route the remaining
tokens to the next (e + 1) expert. Formally, it
employs the following sparse masking function

m,: REXE — 10, 1}2%F  where:

m, () = 1[topp,, 17 (SGOTLL (1 - mi(x)))]

2
and 1 denotes the element-wise indicator function,
producing 1 for the top-[p.L| scores, and 0 other-
wise. Note m.(x) depends on the masks of pre-
ceding experts, ensuring that tokens previously as-
signed to other experts are skipped, thereby guar-
anteeing an exclusive mapping of each token to a
single expert.

3.2 Decode-Phase Routing

The preceding paragraphs outline the train-
ing/prefill phase of our token-wise ECR mecha-
nism, which operates on a sequence of tokens as
input. However, this routing approach cannot be
directly applied to the decoding phase of CLMs,
where tokens are generated iteratively, this means
that we need a different routing strategy for the
decode phase.

A key advantage of eq. (2) is that it ensures ex-
clusive expert mapping for each token, resulting in
S°F  m,(x) being a one-hot vector for each token.
If we encourage both phases to have the same ex-
pert assignments, we can simply use arg max S(x)
to determine the expert assignment during decod-
ing. During the decoding phase, expert assign-
ments for the next token are then determined by
simply taking the arg max of the scoring function,
i.e., This approach eliminates the need for a top-
k operation over the entire input sequence, which
is infeasible during decoding. To summarize, the
prefill and decode phases use the following routing
functions:

Tpreﬁll (X) = ZeE:l me (X) s

3
Tdecode (X) = 1[arg max(S(x)) = e]. ©

3.3 Prefill-Decode Consistency Loss

To align arg max S(x) with the expert assignment
arg max Tpren(x), we introduce the following
consistency loss where arg max Tpresin(x) extracts
the expert index assigned to each token:

Laux(x) = L£5°(S(x), argmax T(x)). (4)

The total training loss for the model combines
the primary language-modeling 10ss Lyoder With
the auxiliary loss Lo (x\")) applied across all lay-
ersl € {1,..., L}, weighted by a:

£ = £m0del +% Zlel ﬁaux(x(l))- (5)
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3.4 Mixture of Weight-Shared GQAs

KYV projection Building on the token-wise ex-
pert assignment described earlier, we extend the
attention mechanism by introducing a mixture of
weight-shared GQAs. Each expert processes its
assigned tokens independently and maintains KV
caches tailored to its group configuration, achiev-
ing an efficient trade-off between computation
and memory. Assuming a pretrained attention
layer with (w*, w") € RP*P (b bY) € RE*P,
key and value weights and biases, where D is
the embedding dimension, we first define the fol-
lowing key and value projection p%: REXD
RAXLX(D/H) for the h™ head, where j € {k, v},
he{l,...,H}, and:

Pj(x)h: (WjXT—Fbj)[D(}IL;l) (6)

+1: %] ’
Here, the subscript z[,.;) denotes the slice operation
which selects elements from the first dimension of
z ranging from a to b.

KV grouping Inspired by GQA (Ainslie et al.,
2023), for each expert fZ, we design the following
mechanism to reduce the number of projected KV
heads from H to H/2¢ groups of size 2¢ by taking
the average of the corresponding grouped heads.

Specifically, for each grouping g € G of expert e,
we have fJ: REXLx(D/H) _y RH/2°xLx(D/H)

fg,g(x) = 1/2E Zhegpj(x)ha (7)

where G, groups a range of heads by size 2¢, For
example, if H = 4 and £ = 3, we have G; =
{1}, {2}, {3}, {4}}. G2 = {{1.2},{3,4}}. and
Gz ={{1,2,3,4}}. Notably to ensure parameter
efficiency, we share the same key and value weights
across all experts. While for mathematical clarity
we define the mean operation over the projected
heads, one can easily instead aggregate the KV
projection weights before applying the projection
operation to achieve the same effect.

Due to this grouping, the total KV cache size is
thus adjusted based on which expert processes the
token, with the cache size of the e expert being
H /2¢ of the original size.

Attention computation Before computing the
attention, for expert e we match the KV head counts
H /2¢ with the query head count H by repeating the

KV heads 2¢ times using h ,: RI/2°xLx(D/H) _,
RHXLX(D/H).

hi o (x) = flg(x) ® Lae. (8)

where ® denotes the outer product, and 1g¢ is a
vector of ones of size 2. Finally, the overall result
computed by the MoE is:

W(x) = 30 me(x) O bl g(x). (9

It is noteworthy that since m.(x) is sparse and
has token-wise exclusive expert assignment, the
most of the hZ 4(x) are zeroed out and skipped. In
practice, this is carried out efficiently with scatter
and gather tensor operations.

The attention computation is then performed fol-
lowing the standard scaled dot-product attention
mechanism, where ¢(x) is the original query pro-
jection:

a(x) = softmax (q(x)hk(x)T/\/f)) hY (x).
(10)

Expert Allocation for Memory Efficiency
mixSGA computes varying KV sizes per token
thanks to its dynamic routing mechanism assign-
ing tokens to experts of different group sizes. For
E = 3 experts, the group sizes are 1, 2, 4 respec-
tively, and the head counts are thus H, H/2, H/4.
This means that on average given aratioofa : b : ¢,
all tokens require (a + b/2 4+ ¢/4)/(a + b+ ¢) of
the original KV size. Along with the KV cache,
we also store a single index value for each token to
track expert assignment.

Integration with KV eviction Although mixSGA
dynamically allocates per-token KV sizes, it re-
mains fully compatible with KV eviction such as
H20 (Zhang et al., 2024b) and NACL (Chen et al.,
2024a) to further reduce memory usage.

4 Experiments

4.1 Supervised Fine-tuning

Models and methods We evaluate mixSGA on
the following CLMs: OPT-{125m,355m} (Zhang
etal., 2022), Llama3.1-8b, Llama3.2-{1b,3b} (Tou-
vron et al., 2023), and Gemma2-2b (Gemma Team
et al., 2024), covering various model sizes and ar-
chitectures. As a default baseline, we implement a
GQA-variant of the original models which forms
KV head groups of size 2 by initializing the KV
projection matrices with the mean of the group. For
fair comparisons, mixSGA is configured with expert
density ratios which maintain the same active KV
head counts, and thus the same KV size, as GQA.
It keeps the pretrained weights from the original
models, and randomly initializes the newly added
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routing weights with He initialization (He et al.,
2015) and biases with zeros.

Training and evaluation setup We fine-tune
the modified models on the Dolly-15k instruction-
following dataset (Conover et al., 2023) with
14,000 training samples, and evaluate their per-
formance on 5 conversational datasets: Dolly (DL,
500 testing samples from Dolly-15k), Self-Instruct
(SI) (Wang et al., 2023), Vicuna (VC) (Chiang et al.,
2023), Super-Natural Instructions (SN) (Wang
et al., 2022), and Unnatural Instruction (UI) (Hon-
ovich et al., 2023). In addition to the ROUGE-L
(R-L) scores, which measure the longest common
sub-sequence between generated and reference an-
swers, we also evaluate all answers to the queries
using DeepSeek-V3 (DeepSeek-Al et al., 2024)
to provide feedback scores ranging from 0 to 10.
The template to generate feedback is provided in
Section A. All hyperparameter configurations are
provided in Section A for reproducibility.

Main Results For supervised fine-tuning tasks,
we initiate our approach by conducting a grid
search on a smaller model (OPT-355M) to deter-
mine the optimal expert density ratios, increment-
ing by 0.1 while maintaining the total KV size
constant at 50% of the original model. Our results
show that allocating tokens as 30% to experts with
a group size of 1, 10% to size 2, and 60% to size 4
optimizes performance across most metrics. This
3:1:6 ratio consistently outperforms other configu-
rations. As shown in Table 1, mixSGA consistently
outperforms GQA across various benchmarks and
model sizes. These results demonstrate mixSGA’s
ability to dynamically allocate resources and im-
prove performance over static GQA baselines.

4.2 Continued Pretraining

Models and methods We investigate mixSGA’s
ability in continued pretraining on additional cor-
pus. We used a TinyLlama-1.1B model (Zhang
et al., 2024a), which was pretrained on SlimPa-
jama (Soboleva et al., 2023) and StarCoder (Li
et al., 2023) and adapted its weights to GQA with
group size set to 2, CLA (Brandon et al., 2024),
and mixSGA. Both CLA and mixSGA aligns the
same KV cache size as the GQA baseline.

Training and evaluation setup We train the
models with each method applied for one epoch
of MiniPile (Kaddour, 2023), which amounts to
1.6 billion tokens. We use a diverse set of bench-

marks to evaluate the resulting models: HellaSwag
(Zellers et al., 2019), PIQA (Bisk et al., 2020),
Winogrande (Sakaguchi et al., 2019), ARC-Easy
(ARC-E), ARC-Challenge (ARC-C) (Clark et al.,
2018), and the perplexity on Wikitext-2 (Merity
et al., 2016). For the first six tasks, higher accu-
racy (%) indicates better performance, while lower
perplexity on Wikitext-2 reflects stronger language
modeling ability. The training and evaluation de-
tails are provided in Section A.

Main Results In our continued pretraining set-
ting, the key challenge is to recover previously
learned capabilities of the model with a fraction of
data drawn from a distribution domain similar to
the original pretraining data. As shown in Table 2,
mixSGA consistently demonstrates competitive or
superior accuracy on most benchmarks. It attains
37.00% on HellaSwag and 56.30% on Winogrande,
both surpassing GQA (group size = 2) and CLA.
Performance on ARC-C (25.17%) also exceeds that
of the baselines, highlighting mixSGA’s strength
in handling more challenging tasks. mixSGA also
shows a clear advantage in Wikitext-2 PPL, deliver-
ing the lowest value (20.46) among all models. To
summarize, these results indicate that mixSGA can
enable the model to preserve previously acquired
knowledge, as applying it to existing models does
not impact their pretrained weights.

mixSGA compliments cache eviction better To
investigate the compatibility of mixSGA with dy-
namic KV cache eviction strategies, we conduct
a set of controlled experiments by integrating
H20 (Zhang et al., 2024b) with both GQA and
mixSGA on Gemma2-2b. These experiments are
designed to evaluate whether the orthogonal bene-
fits of token-level eviction and token-wise KV allo-
cation can be combined effectively. Both GQA and
mixSGA are configured to operate under a shared
KV budget of 50% of the original size, with H20
applied as a post-processing eviction method to
further compress memory. We vary the H20 keep
ratio from 80% down to 20% to simulate increasing
memory pressure. The results, shown in Table 3,
demonstrate that mixSGA consistently outperforms
GQA across all compression levels. This validates
that mixSGA not only preserves the contextual co-
herence lost in aggressive token eviction, but also
enhances the effectiveness of cache compression
when used in conjunction with existing methods
like H20. The results demonstrate that integrat-
ing mixSGA with cache eviction policies further
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. Expert Dolly Self-Instruct Vicuna SN UN | Avg.
Architecture - Method | paios | R-LDSv3 | R-L DSv3| R-LDSv3| RLDSv3| RL| RL
GQA | 0:1:0 || 1770 219 | 693 235 |12.57 1.81 | 833 2.28 | 1056 | 11.22

OPT-125m  mixSGA | 1:1:2 | 19.80 322 | 680 322 | 1233 2.16 | 1121 2.65 | 13.77 | 12.80
mixSGA | 3:1:6 || 17.65 325 | 775 296 | 1079 2.48 | 877 2.99 | 12.83 | 11.56

GQA | 0:1:0 || 21.11 3.19 | 7.88 209 | 1086 1.75 | 10.51 227 | 12.77 | 12.63

OPT-355m  mixSGA | 1:1:2 | 1721 336 | 9.19 3.06 | 1055 2.10 | 11.03 2.72 | 14.67 | 12.53
mixSGA | 3:1:6 || 21.43 348 | 8.68 357 | 12.19 2.64 | 11.34 2.85 | 14.90 | 13.71

GQA | 0:1:0 || 2009 345 | 790 3.17 | 1321 241 | 1243 274 | 14.50 | 13.63

Llama3.2-1B mixSGA | 1:1:2 | 18.87 4.02 | 9.01 3.68 | 10.93 2.97 | 14.09 3.33 | 17.70 | 14.12
mixSGA | 3:1:6 || 20.11 4.05 | 10.03 3.65 | 1441 2.99 | 1552 324 | 20.42 | 16.10

GQA | 0:1:0 || 2326 4.19 | 995 345 | 1493 354 | 1573 3.68 | 1823 | 1642

Llama3.2-3B  mixSGA | 1:1:2 | 2549 5.08 | 1120 4.66 | 1534 4.29 | 19.46 4.12 | 24.19 | 19.14
mixSGA | 3:1:6 || 25.57 523 | 13.13 443 | 14.61 386 | 1832 4.18 | 24.24 | 19.17

GQA | 0:1:0 || 2740 485 11.60 4.60 | 1536 343 | 21.72 4.22 | 23.75 | 19.97

Llama3.1-8B  mixSGA | 1:1:2 || 26.50 6.40 | 17.22  6.01 | 1506 4.90 | 32.52 6.43 | 33.91 | 25.04
mixSGA | 3:1:6 || 2847 6.97 | 17.30 593 | 19.19 4.88 | 35.81 6.68 | 34.62 | 27.08

GQA | 0:1:0 || 25.68 5.64 | 1043 3.73 | 1653 425 | 2000 4.27 | 23.68 | 19.26

Gemma2-2B  mixSGA | 1:1:2 || 2479 6.18 | 1608 537 | 1270 526 | 26.01 555 | 27.39 | 21.39
mixSGA | 3:1:6 || 26.15 625 | 1736 5.62 | 1447 540 | 26.82 5.98 | 28.71 | 22.70

Table 1: Supervised fine-tuning of a range of models on the Dolly-15k instruction-following dataset (Conover
et al., 2023). Evaluation includes ROUGE-L (R-L) and DeepSeek-V3 feedback scores (DSv3) on 5 conversational
datasets. mixSGA demonstrates consistent improvements over GQA baselines with the same KV budgets. The “Avg.
R-L” column shows the average ROUGE-L scores across all datasets.

Method || tHS 1PI tWG TAE 1AC | fAvg. | [WT Ratios | DL  SI VC SN  UN | Avg.

GQA || 3670 70.62 5590 5492 2389 | 4841 | 22.66 ”

CLA || 3590 6882 5540 5547 2381 | 47.88 | 24.62 1:9:2 1841 780 1149 9.78  13.53 | 12.20

mixSGA | 37.00 6953 5630 54.84 25.17 | 48.57 | 20.46 1:6:2 |1 19.60 847 12.14 1153 1479 | 1331
1:1:2 18.87 9.01 1093 14.09 17.70 | 14.12

Table 2: Continued pretraining on TinyLlama-1.1B with
MiniPile. (1: higher is better, |: lower is better, HS:
HellaSwag, PI: PIQA, WG: Winogrande, AE: ARC-E,
AC: ARC-C, WT: Wikitext-2.)

Table 4: Effect of different expert group ratios under the
same KV size budget (50%) for Llama3.2-1B. Results
are reported for ROUGE-L across multiple benchmarks.
(DL: Dolly Evaluation, SI: Self-Instruct, VC: Vicuna,
SN: Super-Natural Instructions, UN: Unnatural Instruc-

KR Method || 1HS 1PI WG 1AE JAC fAvg. | |[WT ) b N
e GOA 368 6958 5504 5341 2381 4773 | 2270 tions, Avg.: Average ROUGE-L across benchmarks)
° mixSGA || 36,5 70.02 5533 5391 2577 4831 | 20.53
GQA 363 68.62 54.06 53.17 23.63 47.16 | 22.72 .
0% ixsGA || 365 7018 5351 5366 2534 47.84 | 2063  On Llama3.2-1b and Gemma2-2B respectively, fol-
wos OQA 361 6794 5327 5219 2440 4678 | 2280  lowing the same setup in Section 4.1. We provide
° mixSGA || 358 69.10 54.14 5227 2492 4725|2098  (etailed analyses of the results below.
S5 GQA 352 63.18 49.96 4436 21.33 4281 | 23.56
mixSGA || 35.5 64.80 50.75 44.51 22.53 43.62 | 22.19 Varying the expert ratios Table 4 investigates

Table 3: Integrating H20 with various KV keep ratios on
Gemma?2-2b. mixSGA consistently outperforms GQA
across most tasks and H20 KV keep ratios (KR).

enhances its applicability in inference tasks while
reducing KV memory footprint.

4.3 Ablation Studies

To comprehensively attribute the impact of each
component in mixSGA, we perform ablation studies
under three key aspects by varying the following:
expert density ratios and expert counts, and the aux-
iliary loss with learned routing mechanism. Exper-
iments in Tables 4 and 5 and Table 6 are conducted

the effect of varying density ratios among experts
while keeping a fixed KV size budget of 50%. We
systematically increase the ratio assigned to the 2"
expert in a group of size 2, testing configurations
from 1:1:2 to 1:9:2, Our results reveals that evalu-
ation metrics improve as the 2" expert’s ratio de-
creases, indicating a preference for allocating more
tokens to the 1% and 3™ experts. This suggests the
model prioritizes assigning important tokens to the
15t expert, which retains the original model’s KV
projection weights, while routing less significant
tokens to the smallest (3) expert.

Varying the expert counts In Table 5, we in-
vestigate the influence of employing 2-3 experts
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Ratios | DL SI  VC SN  UN | Avg
3:1:6 || 2011 10.03 1441 1552 2042 | 16.10
3:4:0 | 18.11 9.2 1547 1278 1625 | 1435
1:1:22 || 1887 9.01 1093 14.09 17.70 | 14.12
1:2:0 | 1394 683 1475 8.80 11.06 | 11.08

Table 5: Effect of redistributing KV cache across tokens
under fixed KV size (50% of the original model) for
Llama3.2-1B. Results are reported for ROUGE-L fol-
lowing the style in Table 4.

Ratios | DL SI  VC SN | Avg.
mixSGA 26.15 17.36 14.47 26.82 | 21.20
Random router 24.65 1256 1224 2098 | 17.68
No auxiliary loss || 10.07 6.22 456 854 | 7.35

Table 6: Ablation study on the effect of auxiliary loss
and learned routing for Gemma2-2B with 3:1:6 expert
ratios under a 50% KV budget. Results report ROUGE-
L scores across benchmarks.

while maintaining a fixed total KV budget of 50%.
Specifically, we compare configurations with 3:1:6,
3:4:0, 1:1:2, 1:2:0 ratios. Here, a value of O for the
3™ expert indicates its exclusion from the model.
Remarkably, we observe that introducing a 3" ex-
pert significantly enhances performance, achieving
an average ROUGE-L score improvement of up
to 3.12 across all benchmarks. Given the variable
information content of individual tokens, this find-
ing highlights the critical role of the 3" expert in
capturing less crucial tokens within the input se-
quence, allowing the other two experts to focus on
processing more significant ones.

Learned Routing To assess the auxiliary loss
and learned routing mechanism, we conduct ex-
periments on Gemma2-2B with a 3:1:6 expert ra-
tio, following Section 4.1. As shown in Table 6,
we found that removing the auxiliary loss leads
to inconsistent routing between prefill and decod-
ing, resulting in near-random expert assignments
(0.3458:0.3306:0.3236 for the 3 experts on Dolly),
as the model never learns to route according to ex-
pert density ratios. This causes a severe average
ROUGE-L drop (21.20 to 7.35). We also found that
replacing the learned router with a router that ran-
domly assigns experts per the 3:1:6 ratio degrades
performance.

Varying KV Budgets To evaluate the influence
of varying KV budgets on language modeling abil-
ity, we conducted comparative experiments involv-
ing mixSGA, GQA, and CLA across different KV
budgets using the TinyLlama continued pretraining

[N}
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R R .. & GQA
£ 24 o
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Figure 3: Comparing TinyLlama-1.1B continued pre-
training with mixSGA and baselines (GQA and CLA)
across varying KV size ratios. Lower perplexity indi-
cates better language modeling performance.

task as outlined in Section 4.2. For mixSGA, the
configurations were set as follows: 0:0:1 for a 25%
KV budget, 1:1:8 targeting 35%, 3:1:6 for 50%,
and 1:1:0 for 75%. CLA was configured to align
with these KV sizes. Given that the TinyLlama-
1.1B attention module comprises only 4 heads,
GQA could thus only employ a group size of 2
to achieve a 50% KV budget.

As illustrated in Figure 3, mixSGA consistently
achieves superior performance, manifesting in
lower perplexity across most KV budgets compared
to the baselines. Notably, CLA experiences a pro-
nounced increase in perplexity as the KV budget
decreases, particularly below 50%, where its per-
formance deteriorates significantly. This highlights
the challenges faced by static approaches in main-
taining accuracy under constrained KV budgets.
Conversely, mixSGA exhibits enhanced robustness,
with lower perplexity levels across various budgets,
suggesting that its dynamic token routing mech-
anism enables more effective resource allocation.
This adaptability underscores its capability to de-
liver improved language modeling performance,
even under limited KV budgets.

5 Conclusion

This paper introduced mixSGA, a framework that
combines dynamic token-wise expert-choice rout-
ing with attention grouping to optimize KV repre-
sentations. By using weight-shared heterogeneous
attention experts, mixSGA adaptively allocates re-
sources based on token importance. Our exper-
iments with Llama3, OPT, and Gemma2 model
families show that mixSGA outperforms baseline
approaches in computational efficiency and task
performance, with improved scalability in resource-
constrained scenarios. The routing mechanism of
mixSGA ensures consistency between prefill and de-
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code phases. Overall, mixSGA offers a scalable and
efficient solution for dynamic KV optimization.

6 Limitations and Risks

Our method assigns tokens to diverse experts
within each layer to improve efficiency. However,
we only configure the same capacity ratios across
different layers, which may ignore diverse token
importance across lower and deeper layers. There-
fore, our method can be further improved with a
global importance metric, automatically configur-
ing capacity ratios tailored for each layer. This
potentially offers versatility and flexibility for bet-
ter resource utilization. Moreover, mixSGA’s effi-
ciency gains in computational and memory costs
enable resource-constrained researchers to lever-
age advanced LLMs, fostering innovation in fields
like NLP and healthcare while supporting sustain-
able Al through reduced energy consumption. This
democratization of access can accelerate scien-
tific progress and broaden AI’s societal benefits.
However, these efficiencies could lower barriers
for harmful uses, such as generating misinforma-
tion or amplifying biases in routing decisions, and
may introduce vulnerabilities like slowdowns from
adversarial inputs. Future work may incorporate
fairness-aware routing and adversarial robustness
to ensure ethical deployment, aligning technologi-
cal advances with responsible Al practices.
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A Experimental Setup

Our experiments are conducted on open-sourced
datasets. These datasets serve as artifacts for
research purposes, which is aligned with the
goal of our experimental evaluation. Specifically,
Databricks-Dolly-15k dataset uses CC BY-SA 3.0
license. Wikitext-2 is available under the Creative
Commons Attribution-ShareAlike License. The re-
maining datasets in Im-eval-harness are available
under the MIT License.

A.1 Supervised Fine-Tuning Tasks

For the supervised fine-tuning tasks, we apply tem-
plates to both the training and test datasets, fol-
lowing the standard procedure described in (Gu
et al., 2024; Ko et al.). All input text was stan-
dardized to ensure consistency and fairness across
different models. For the DeepSeek-V3 feedback
evaluation (DeepSeek-Al et al., 2024), we use the
template shown in Figure 4, with a temperature
coefficient set to 0.7 to balance the randomness
and diversity of the generated outputs. We first
construct the training data from the Databricks-
Dolly-15k dataset (Conover et al., 2023), wherein
we randomly select 14,000 samples for training
and equally leave 500 samples for validation and
testing, respectively.

As part of our baselines, we modify the origi-
nal pretrained models by integrating them into a
more advanced GQA setup. For models not orig-
inally including GQA results, we apply the GQA
mechanism. In cases where the models already
have GQA results, we replace them with a more
compressed version of GQA, which offers stronger
compression levels. This ensures that our baseline
is consistently adapted for a fair comparison with
the new methods.

We performed full parameter fine-tuning for the
OPT model series (OPT-{125m, 355m}). The
batch size was set to 32, and we used a cosine learn-
ing rate schedule. The learning rate was initially
set to be~° and decayed according to the cosine
decay scheduler. The models were trained for 40
epochs to ensure sufficient fine-tuning.

The routing weights were initialized using He
initialization (He et al., 2015). For the learning
rate setup, we initialized the learning rate at 5=,
and the learning rate decay followed the same co-
sine schedule. We used a batch size of 32 for both
training and evaluation. We employed gradient ac-
cumulation to simulate a larger batch size without

exceeding memory constraints.

A.2 Continued Pretraining Tasks

In the continued pretraining tasks, we fine-tune the
TinyLlama-1.1b model using the MiniPile dataset
(Kaddour, 2023), which contains 1.6 billion to-
kens. The pretraining weights for the TinyLlama
model were originally trained on a much larger
dataset containing 3 trillion tokens (Zhang et al.,
2024a). To adapt it as our baseline, we reduce
the number of KV heads by half and implement a
deeper GQA configuration. This modification of
pretrained weights degrades the original model’s
performance, as halving the KV heads impacts the
model’s integrity. Therefore, we perform continued
pretraining on the 1.6 billion tokens of MiniPile
to recover the model’s performance and address
this degradation. Note that for all methods, we use
the same hyperparameter settings in continued pre-
training experiments, as illustrated in Table 7 and
Table 8, for fair comparison.

We train the TinyLlama-1.1B model for one
epoch on the MiniPile dataset and then evaluate
its performance using Im-eval-harness(Gao et al.,
2021) framework in a zero-shot setting across sev-
eral benchmarks, including HellaSwag (Zellers
et al., 2019), PIQA (Bisk et al., 2020), Wino-
grande (Sakaguchi et al., 2019), ARC-Easy (ARC-
E), ARC-Challenge (ARC-C) (Clark et al., 2018),
and perplexity on Wikitext-2 (Merity et al., 2016).
These benchmarks present comprehensive assess-
ment of the model’s language modeling abilities
and task-specific performance.

Please act as an impartial judge and
evaluate the quality of the response provided
by an AI assistant to the user question
displayed below. Consider factors such as
helpfulness, relevance, accuracy, depth, and
creativity. While evaluating, focus on
clarity, usefulness, and effort. Please rate
the response on a scale of 1 to 10 by following
this format: ’Rating: [[x.xx]]’, for example:
’Rating: [[5.00]1]".

Figure 4: System prompt template for DeepSeek-V3
feedback evaluation.

B Computational Resources

The experiments were conducted on two types of
server equipped with NVIDIA A100 and V100
GPUs, configured by different model sizes and pre-
cision types.
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Model Size 1.1B
Max LR 2e-4
LR Scheduler cosine
Optimizer AdamW
b1 0.9
B 0.95
Warmup Ratio 0.015
Weight Decay 0.1
Gradient Clipping 1.0
Precision Bfloat16
Batch Size (tokens) 256K
Epochs 1
DataSet MiniPile
GPU A100

Table 7: Training Hyperparameters for Continued Pre-
training (TinyLlama-1.1B)

Model Size 1.1B
Hidden Size 2048
Intermediate Size 5632
Max Trained Length 2048
# Layers 22
# Attention Heads 32
# KV Heads 4
RMS Norm eps le-5
Vocab Size 32000

Table 8: Model Hyperparameters for TinyLlama 1.1B

For the Llama 8B model, we used servers with 4
NVIDIA A100 GPUs (80GB) and Intel Xeon Gold
6230R processors with 104 CPU cores. We use
bfloat16 (bf16) precision to align with the precision
applied for pretraining and reduce memory burden.

For other Llama and Gemma model series, our
experiments were performed on servers with 4
NVIDIA A100 GPUs (40GB) and the same CPU
and precision configurations.

The OPT models (OPT-{125m, 355m}) were
trained on 4 NVIDIA V100 GPUs (32GB), with In-
tel Xeon Gold 5118 processors with 48 CPU cores,
using float32 (fp32) precision due to the V100’s
lack of hardware support for bfloat16 format.

C Additional Experiments
C.1 Compute and Memory Overheads

Table 9 presents the real compute and memory over-
heads of mixSGA compared to GQA. It shows that
mixSGA incurs a marginal increase in FLOPs and

Metrics Method || O-125m L3.2-1b  G2-2b
#Params GQA 118m  122b  2.55b

mixSGA 125m  124b  2.61b

GQA 948k 113k 237k
#ELOPs mixSGA || 949k 113k 237k
KV size per  GQA 36,864 32,768 106,496
token (bytes) mixSGA || 36,867 32,772 106,502

Table 9: Comparison of parameter counts, FLOPs, mem-
ory usage, and time for GQA and mixSGA under the
same KV size budget (50%). (O-125m: OPT-125m,
L3.1-8b: Llama3.1-8b, L.3.2-1b: Llama3.2-1b, G2-2b:
Gemma?2-2b)

Method ‘ L3.2-1b L3.2-3b L3.1-8b

GQA 59.75 40.16 26.77
mixSGA | 57.28 38.65 25.92
A%) | 413 3.75 3.17

Table 10: Decoding throughput (tokens/s) of GQA and
mixSGA under a 50% KV budget, with batch size 1,
10,000 tokens generated, and averaged over five tri-
als. Higher is better. (L3.2-1b: Llama3.2-1b, L3.2-3b:
Llama3.2-3b, LL3.1-8b: Llama3.1-8b)

KV sizes, with slightly higher parameter overheads
due to routing weights. To compare the real in-
ference time of mixSGA and GQA, we measure
decoding throughput (tokens per second) under a
50% KV budget, using a batch size of 1 and gener-
ating 10,000 tokens over five trials. As shown in Ta-
ble 10, mixSGA achieves throughput performance
of 57.28, 38.65, and 25.92 tokens/s on Llama3.2-
1b, Llama3.2-3b, and Llama3.1-8b, respectively,
compared to GQA’s 59.75, 40.16, and 26.77 to-
kens/s. This results in a modest 3-4% overhead for
mixSGA, reflecting its dynamic routing complexity.
These results, based on a naive implementation,
suggest significant potential for optimization to fur-
ther reduce this gap.

C.2 Optimal Expert Ratio Analysis

To understand why the 3:1:6 expert ratio consis-
tently yields superior performance across models,
we analyze the allocation of expert ratios under a
fixed 50% KV budget. The ratios (z, y, 2) for three
experts are constrained as follows:

x + 0.5y + 0.25z = 0.5, Budget,
rT+y+z=1, Allocation,
0<z,y,2<1, Bound.

(11)
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We perform a grid search on Gemma2-2B, vary-
ing = in 0.05 increments, resulting in six feasi-
ble configurations as shown in Table 11. Notably,
z =03,y =01,z = 0.6, (ie., z:y:z = 3:1:6)
achieves the highest average ROUGE-L score
(21.20) across Dolly (DL), Self-Instruct (SI), Vi-
cuna (VC), and Super-Natural Instructions (SN),
outperforming other configurations. This indicates
that allocating 30% of tokens to the first expert
(group size 1), 10% to the second (group size 2),
and 60% to the third (group size 3) optimizes per-
formance by prioritizing significant tokens for the
first expert while efficiently handling less critical
tokens with the third. These results justify the adop-
tion of the default ratio for our experiments in this
study.

Ratios | DL SI  VC SN | Avg.

1:17:2 |} 20.61 10.18 6.42 14.54 | 12.94
1:7:2 23.49 10.70 14.10 17.72 | 16.50
3:11:6 || 2536 12.60 16.90 18.52 | 18.35
1:2:2 25.80 1345 1554 19.04 | 18.46
1:1:2 24779 16.08 12.70 26.01 | 19.90
3:1:6 26.15 17.36 1447 26.82 | 21.20

Table 11: ROUGE-L scores (1) for Gemma2-2B with
varying expert ratios under a 50% KV budget across
Dolly (DL), Self-Instruct (SI), Vicuna (VC), and Super-
Natural Instructions (SN).
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