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Abstract

This work presents a computational approach
to analyze character development along the
narrative timeline. The analysis characterizes
changes in the protagonist’s views and behavior
and the interplay between them. We consider
transcripts of Holocaust survivor testimonies
as a test case, each telling the story of an indi-
vidual in first-person terms. We focus on the
survivor’s religious trajectory, examining the
evolution of their disposition toward religious
belief and practice as it is reflected in the tes-
timony. Clustering the resulting trajectories in
the dataset, we identify common sequences in
the data. Our findings highlight multiple com-
mon structures of religiosity across the narra-
tives: in terms of belief, a constant disposition
is common, while for practice, most present an
oscillating structure, serving as valuable ma-
terial for historical and sociological research.
This work demonstrates the potential of natu-
ral language processing for analyzing character
evolution through thematic trajectories in nar-
ratives.

1 Introduction

Characters in narratives are shaped by the continu-
ous interplay of internal and external events they ex-
perience, each influencing their thoughts, feelings,
and behaviors. As narratives progress, these events
unfold along various dimensions. Some are com-
mon to essentially all narratives, such as changes
in location, while others are specific to particular
genres (Eder, 2010). Personal narratives, told in
the first person, offer insights into the inner-life
development of the protagonist (McAdams, 2001).

Within the domain of Holocaust testimonies,
as people experience unimaginable atrocities, the
change in religious dispositions plays a central
role (Brenner, 1980). Schweid (1988) discusses
the post-Holocaust crisis of theodicy in Jewish
and Christian religious thought, necessitating sub-
stantial changes in religious content and norms.

Specifically, the question of how religious faith
evolves under extreme circumstances remains ac-
tively debated in Holocaust studies, with scholars
like Berkovits (1973) stressing that the majority
of survivors maintained their faith, and Leo et al.
(2021) discussing the role of faith as a stabiliz-
ing force, arguing that most individuals do not
change their religious beliefs following traumatic
experiences. In contrast, Ben-Ezra et al. (2010)
describe common processes of change in both di-
rections. This ongoing argument makes Holocaust
testimonies a suitable test case for religious evolu-
tion analysis, offering further insight by analyzing
a large corpus of testimonies through a holistic
computational approach that could extend to other
dimensions of character development.

Holocaust survivor testimonies are indispensable
for both scholarship and collective memory. Ap-
plying NLP to historical texts, and in particular
to these testimonies, has been advocated (Artstein
et al., 2016; Wagner et al., 2022), offering the po-
tential to extract valuable insights from the vast
number of testimonies, instead of relying on small-
scale, manual studies (Presner et al., 2024; Garcia
and Weilbach, 2023). Following this approach,
we utilize NLP technology to examine religious
trajectories across an entire corpus of testimonies,
instead of focusing on individual cases. Leveraging
off-the-shelf LLMs for inferring the character arc
of the protagonist, we explore the progression of
their religious trajectory throughout the narrative.
We conduct a dual perspective analysis that cap-
tures the protagonist’s descriptions of their beliefs
and religious practices.

As people change and adapt, their disposition
towards religion and level of observance constantly
evolve. This is particularly relevant when address-
ing Holocaust testimonies, which follow survivors’
experiences in extreme conditions. We expect to
reveal different patterns of change in religiosity
throughout the testimonies, each telling the story
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Figure 1: Our pipeline for identifying the religious trajectories from a set of Holocaust survivor testimonies: (1)
Segmentation: segment the testimonies by question-answer pairs; (2) Filtration: train and run a classifier to filter
all segments containing religious content; (3) Determining Valence: use LLMs to identify the protagonist’s valence
of religious practice and/or beliefs in a given segment; (4) Schematization: cluster the resulting trajectories to
identify common patterns of evolution of religiosity in the testimony dataset.

of an individual and covering a wide range of peri-
ods and locations.

We define a religious trajectory as a series of
mentions of religiosity throughout a given storyline
of an individual’s life course. Separate trajectories
are held for religious practices and beliefs, assum-
ing they each describe religiosity from a unique
perspective. This distinction is discussed in the so-
ciology of religion and is reflected by incongruities
among religious observers. Chaves (2010) illus-
trates this: “Ideas and practices exist as bits and
pieces that come and go as situations change, pro-
ducing many inconsistencies... Religious ideas, val-
ues, and practices generally are not congruent.”

For extracting the trajectories, we identify the
segments within the text that constitute the trajec-
tory, and assess the protagonist’s religious valence
and intensity in each segment. We then cluster
the resulting trajectories, identifying common se-
quences (Figure 1). Our research contributes to a
deeper understanding of character evolution within
narratives by highlighting the potential of machine
learning techniques to study thematic trajectories.

2 Related Work

Narrative Analysis. Recent NLP research has
underscored the importance of narrative analysis
in the study of human behavior and belief systems.
While these studies often center around event and
location schemas (Wagner et al., 2025), character
personalities, narrator intentions (Piper et al., 2021;
Zhu et al., 2023), or narrative structure (Wagner
et al., 2022), there remains a gap in tracking the
evolution of characters, particularly their develop-
ment. This gap is crucial, as understanding charac-

ter evolution can provide deeper insight into how
narratives convey complex human experiences.

Another aspect studied is character attribute in-
ference, analyzing personas or archetypes, relation-
ships, and emotional trajectories (Chaturvedi et al.,
2017). An example of studying thematic trajecto-
ries of characters is (Brahman et al., 2021), which
models the emotional trajectory of the protagonist
by generating and modeling stories that follow var-
ious emotional arcs.

This study builds upon these foundations by ana-
lyzing character development, focusing on the pro-
tagonist’s described religious practices and their
expressed religious belief systems.

Religious Trajectories. Our analysis relies on
the ability of LLMs to recognize various valences
of religious activity and beliefs, including sacred
emotions associated with spiritual or religious prac-
tices. Plaza-del Arco et al. (2024) explore how
religion is represented in LLMs, showing that these
models can attribute emotions tied to religion, and
display some awareness of sacred emotions, al-
though in an inconsistent and biased manner.

In the social sciences, much work has examined
religious trajectories with Ingersoll-Dayton et al.
(2002) analyzing patterns of change and stability in
religiosity over the life course, and uncovering four
distinct patterns of religious trajectories: stable,
increasing, decreasing, and curvilinear. Similarly,
McCullough et al. (2005) study religious trajecto-
ries among immigrant populations. More recently,
Exline et al. (2020) explore the religious and spiri-
tual struggles of college students distancing from
religion, including conflicts and intellectual ques-
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tions about God’s existence.
In the context of the Holocaust, Lassley (2015)

examines religious transformation among Jewish
survivors of the Holocaust, focusing on testimonies
that describe a shift from being connected with
religious traditions to abandoning belief in God
completely. This work discusses how survivor tes-
timonial information can serve as valuable sources
regarding faith after the Holocaust.

We leverage recent advances in NLP to analyze
religious trajectories on a broader scale using a
large dataset of personal testimonies. Rather than
focusing on individual cases, our approach aims
to uncover common patterns and sequences across
many narratives, providing insights into how reli-
gious beliefs and practices evolve throughout the
life course and under trauma, within this context.

Trajectory Clustering. Alqahtani et al. (2021)
held a thorough review of time-series data analysis,
focusing on deep time-series clustering (DTSC),
proposing a clustering approach using deep con-
volutional auto-encoders (DCAE). Chang et al.
(2023) discuss methods for this task, including tra-
ditional metrics for trajectories, and deep learning
approaches that embed trajectories for similarity
measurement. However, these methods typically
require labeled data for supervised learning.

3 Task Definition

Given a segmented testimony (x1, x2, . . . , xn),
and a set of labels for practice and belief
content B and P , our framework outputs a
sequence representing its religious trajectory
(⟨b1, p1⟩, ⟨b2, p2⟩, . . . , ⟨bn, pn⟩), where bj ∈ B ∪
{None} and pj ∈ P ∪ {None}. The None label
is used for segments that do not contain belief or
practice content.

4 Data and Annotation

We received 1000 Holocaust survivor testimony
transcripts archived by the Shoah Foundation1 (SF),
originally recorded as interviews on video in En-
glish. The significance of this resource in the study
and remembrance of the Holocaust cannot be over-
stated. As the number of surviving witnesses di-
minishes, there is an urgent need to find new ap-
proaches to engage with the extensive collection of
testimonies, with computational methods offering

1https://sfi.usc.edu/

interdisciplinary pathways to trace patterns of be-
lief, resilience, identity, and trauma (Wagner et al.,
2025; Tóth et al., 2022).

Due to the lack of a structured format, our first
step is to segment the data using natural divisions
created by question-answer pairs followed by merg-
ing segments with fewer than 10 words and divid-
ing those exceeding 100 words. The method aims
to create segments that contain just enough infor-
mation to determine its relevance to the religious
trajectory. This method yields a dataset with the
majority of the segments being between 50-100
words and reasonable paragraph breaks, mostly
keeping separate ideas distinct. However, some
samples may contain multiple topics or conflicting
religious signals. For example: “Saturday I would
go, and I was encouraged to go to the synagogue.
And Sunday, I was encouraged to go to church.”

Our analysis is grounded in comparing religious
trajectories along their narrative timelines, which
raises the question of how the chronological order
of events and the narrative sequence align. Examin-
ing this relationship shows they are indeed closely
aligned (see Appendix A).

4.1 Annotations
After segmenting the data, we randomly sample
and annotate approximately 4000 segments. The
first annotation assignment is for capturing descrip-
tions of Jewish religious content. This is designed
as a binary classification task – the annotators are
directed to classify all segments that describe any
Jewish religious practices or beliefs of the protago-
nist or indicate their absence. Complete guidelines
are provided in Appendix B.

This complex annotation task involves knowl-
edge of history and the Jewish religion. Many
segments can be ambiguous, rely on context, or
require an understanding of the context. Therefore,
there may be a lack of consensus among the annota-
tors. All these factors contribute to the complexity
of the task, which requires careful attention.

The annotation process was carried out by three
annotators. We keep an overlap of 833 samples
annotated by at least two annotators, for measur-
ing inter-annotator agreement (IAA). To evaluate
the IAA, we use Krippendorff’s alpha (Krippen-
dorff, 2011) on the pairwise annotations, obtaining
an average score of 0.74, indicating a substantial
level of agreement. Appendix D presents the label
distribution of the overlap set of annotations.

In case of disagreement within the overlap: if
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only two annotators reviewed the sample it was
discarded from the dataset. Otherwise, the ma-
jority label was assigned. Due to the challenge
of collecting annotations, the rest of the samples
were annotated by a single annotator. Additionally,
throughout the annotation process, we occasionally
review the annotations and ask the annotators to
revise their work when necessary.

The second annotation task is multi-label and
consists of identifying the class of each sample
and determining the speaker’s valence toward it.
Each segment belonging to the trajectory is inde-
pendently categorized by its content – practice, be-
lief, or both (see §1). The segments are further
categorized by their valence toward the specific
practice or belief they describe. Specifically, we
map each sample to one or more of the classes or
mark it as falsely recognized religious content.

A segment describing a practice can be anno-
tated with one of the classes – Active, Inactive or
Other. The first two classes identify descriptions of
participating in or abstaining from religious prac-
tices while Other represents descriptions that do
not meet the criteria of Active or Inactive, or match
both of the classes simultaneously. For belief, the
classification schema is similar, with the classes
being Positive, Negative, and Other. An example
of the annotation process is illustrated in Figure 2,
see Appendix C for the full guidelines.

To construct the dataset for this task, we first run
the religious content classifier to identify segments
of interest. Since the majority of segments have
no religious content, this step serves as initial fil-
tering before the detailed annotation. Additionally,
we use GPT-4o2 to identify samples that belong to
the minority classes, specifically the Belief classes
and Other-Practice. We then incorporate into the
dataset all samples that were predicted to be in
these minority classes. This approach helps balance
the dataset by increasing the number of examples
in the underrepresented classes, ensuring both pos-
itive and negative instances are well-represented.
The resulting dataset is the one provided to the
annotators.

We collect 1,165 annotations and hold an over-
lap of 540 samples. The average IAA score for the
second task is 0.48, indicating moderate agreement
and suggesting that this classification task is chal-
lenging even for human annotators. We divide the

2https://platform.openai.com/docs/models/gpt-4
o version gpt-4o-2024-05-13

Evolutions of Religion in Holocaust Testimonies

Practice and Belief Identification Task

Text sample:

We kept. But a lot of people we heard at the end of the war, they said
why be religious? [PAUSES FOR 3 SECONDS] Well, I will tell you what
happened. But at the end of the war we still didn't feel like what
happened to us-- why did God let this happen. Somehow-- but my
mother did cry and say, how could that happen to my father who was
so good and religious and wonderful. And we heard he was always
telling the other people in his group, keep up.

Religious Practice

None

Inactive

Other

Active

Religious Belief

None

Negative

Other

Positive

Figure 2: An annotation example from the platform we
provided the annotators with to identify the survivor’s
valence of religious practice and belief in each segment.

data into three splits with equal proportions of each
class. The test split is completely sampled from
the overlap, to ensure the reliability of our results.
Appendix D summarizes the label distribution for
both annotation tasks.

5 Modeling Trajectories

5.1 Experimental setup

Extracting the religious trajectory from a seg-
mented testimony consists of fine-tuning and
prompting LLMs. The main steps are: (1) filter
religious content, (2) identify practices and beliefs,
and (3) measure the valence of the protagonist’s
expressed attitude toward religion.

The annotation process yields 674 positive sam-
ples with religious content and the rest negative.
We fine-tune a RoBERTa-large (Liu et al., 2019)
classifier on this task, using a balanced dataset
(1,348 samples), divided into three splits: train,
validation, and test, by a ratio of 0.8, 0.1 and 0.1, re-
spectively.3 To enhance the reliability of the model
and reduce individuals’ bias in the evaluation, the
entire test split was randomly sampled from the
overlap data.

Evaluation of the model on the test set yields
accuracy and recall scores of 97% and 94% re-
spectively. Additionally, cross-validation over 10
random splits produces an average accuracy and
recall of 91%.

Given the goal of this assignment to identify seg-
ments that form a node in the trajectory – i.e., con-
tain relevant practice and belief descriptions, these
results demonstrate that the RoBERTa classifier is

3Hyperparameters: 4 epochs, batch size=4, learning
rate=1e-5, seed=5
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a reliable tool for this purpose.
For modeling the trajectories, we prompt a se-

ries of GPT-4.1 models4 on multiple settings and
compare their performance to fine-tuned LoRA
adapters for Mistral-7B-instruct, using data from
the second annotation task. Appendix F contains
the prompts we experiment with. Model selection
is based on the macro average F1 score on the
test set. For training, we use Mistralai’s mistral-
finetune repository5 with their default hyperparam-
eters and test multiple seeds6. The best perform-
ing model across all practice and belief classes is
GPT4.1 with an average F1 of 0.55 for practice
and 0.64 for belief. The fine-tuned Mistral-7B
scores 0.43 and 0.45 for practice and belief, re-
spectively. In addition, we experiment with GPT-
4.1-mini, which results in 0.48 (practice) and 0.62
(belief). See Appendix G for the complete details
on the multiple settings. Owing to limitations with
large-scale API access, we use Mistral-7B to gener-
ate the full dataset of trajectories. The prompts we
run follow the format of Self-Consistency (Wang
et al., 2022) and are carefully designed with guid-
ance from Anthropic’s prompt generator.7 Consid-
ering the complicated annotation process and IAA,
along with the models’ bias toward stereotypes in
the context of religion (Plaza-del Arco et al., 2024),
these moderate F1 scores are unsurprising.

While memorization is a valid concern when ap-
plying pre-trained LLMs, the specific combination
of Holocaust testimony data with our labels is un-
likely to have been seen in this exact form during
pre-training and therefore is not expected to limit
the generality of our results.

5.2 Evaluation

As we are not aware of any directly comparable
reference for the trajectories. We therefore eval-
uate them against two reliable proxies, albeit not
directly comparable ones: topic-modeling-based
and thesaurus-based references.

Topic modeling based reference. Ifergan et al.
(2024) applied topic modeling using BERTopic

4https://platform.openai.com/docs/models/gpt-4
.1, version: 2025-04-14

5https://github.com/mistralai/mistral-finetun
e

6Hyperparameters: Lora Rank=64, sequence
length=16,384, batch size=1, learning rate=1e-4 num-
ber of micro-batches=1. Number of training steps=100,
weight decay=0.1, pct-start=0.05. Seed for belief=1; for
practice=5

7https://console.anthropic.com/login
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Figure 3: Alignment of predicted trajectories with ref-
erence trajectories for testimony ID: 45091, illustrating
the differences and overlaps between them. The colored
rectangle widths correspond to the segment lengths. The
x-axis represents the normalized position within the tes-
timony transcript.

(Grootendorst, 2022) to the same set of testimony
transcripts. Their results include multiple topics
that correspond to religious practices and beliefs.
Using this prior knowledge, we define a mapping
of the topics to the practice/belief labels, and treat
the result as reference trajectories. The segments
that were used for topic modeling are about three
times longer than the segments we use, leading to
relatively sparse sequences. The induced topics that
we compare against are provided in Appendix H.

Thesaurus-based reference. The testimony tran-
scripts from the SF were divided into segments of
one minute each, indexed with a subset of keywords
from the SF’s detailed thesaurus of 8,000 terms.8

We leverage the terms related to religious practices
and beliefs, and map them to practice/belief labels
to extract reference trajectories. The full list of
addressed terms can be found in Appendix I.

Both references have several limitations. First,
the segments in the reference trajectories are larger
than ours, leading them to contain information ir-
relevant to the practice and belief labels. Second,
the reference sequences are sparse compared to the
predicted ones. For the topics, our analysis of the
topic model selects a single topic for each segment,
rather than all the top relevant topics. For the the-
saurus, despite the large number of terms, many
segments lack labels for their matching terms. This
may be a result of the exceedingly large set of key-
words, which may have resulted in recall issues
in the SF annotation. In addition, the label set of
the references is partial, meaning that the major-
ity of the topics and terms we address do not have
a specific valence. Considering these points, the
false positive rate of the predictions is unknown,
making the references suitable only for measuring
recall. An example illustrating the alignment of the

8sfi.usc.edu/content/keyword-thesaurus
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Baseline Definition
Equal Scatter the points evenly be-

tween 0 and 1.
Original Randomly select points from

the original distribution of the
predicted label.

Edges and middle Randomly select points from
three equal splits of (0, 1);
each third contains the same
portion of points that it has
in the predicted distribution of
the label.

G-Edges and middle Same as Edges&middle ex-
cept we sample the point from
the normal distribution.

2-Gaussian All of the points sampled nor-
mally from the first half, same
for the second half.

Table 1: The different baseline definitions for evaluating
the predicted trajectories.

references and predictions is shown in Figure 3.
We run the fine-tuned Mistral-7B model on the

full dataset, producing 1000 trajectories. In this
setting, relying on our fine-tuned classifier, only
religious content predictions are prompted, and not
every single one of the original dataset segments.
For each of the reference and predicted sequences,
we quantify their distance. For a given non-empty
trajectory T and a reference path R:

min_sum_dist(T,R) =
∑

r∈R
mint∈T (|t− r|)

If T is empty, return the number of segments in
R, and if R is empty, return 0.

We compare the sum of the distances to base-
line trajectories. These baselines are artificial se-
quences designed by using our prior knowledge
about the distribution (Figure 5) of religious con-
tent throughout the dataset; each is the same length
as the predicted sequence. The different baselines
for a given class are defined in Table 1.

6 Trajectory Clustering

After extracting the trajectories, we cluster them in
two ways: according to a predefined taxonomy and
using unsupervised methods. We expect to identify
a few main clusters, each representing a different
trajectory type that can be identified by generating
a path that is more similar to each of the sequences
within its cluster than to any of the other sequences.

6.1 Predefined Taxonomy
We divide the trajectories into classes based on their
valence and structure: constant positive/negative,

ascending/descending, oscillating, and the degree
of coverage, relative to the testimony storyline:
tmax − tmin (Table 2). For this evaluation, each
trajectory is filtered by removing any neutral values
it contains and then shrunk by replacing a sequence
of constant consecutive values with a single value.
For example, [-1,1,0,1,1] was shrunk to [-1,1].

Structure Filtered&shrunk series
Constant-Negative/Inactive [-1]
Constant-Positive/Active [1]
Ascending [-1, 1]
Descending [1, -1]
Oscillating {1,−1}n

Coverage Level Definitions
Low tk − t1 ≤ 0.33
Medium 0.33 ≤ tk − t1 ≤ 0.67
High 0.67 < tk − t1

Table 2: Definitions of the structures and coverage levels
for the predefined taxonomy.

6.2 Unsupervised Hierarchical Clustering
For hierarchical clustering, we use Dynamic Time
Warping (Berndt and Clifford, 1994) with multiple
window sizes to measure the distances between the
trajectories, and then run Agglomerative (Zepeda-
Mendoza and Resendis-Antonio, 2013) and HDB-
SCAN clustering (McInnes et al., 2017).

7 Results

We evaluate the predicted trajectories against the
references and present the results in Table 3. Al-
most every reference point aligns with a predicted
one, validating the predictions’ recall.

Besides the evaluation of the trajectories pro-
duced by promoting only religious content predic-
tions, we randomly sample 101 testimonies, which
we prompt and evaluate on the full set of segments.
We observe that prompting on all segments, as op-
posed to just religious content, leads to a significant
over-prediction rate for each class. See Appendix J
for the full analysis.

7.1 Clustering
Among the trajectories extracted by the pipeline,
83% contain at least two points for both practice
and belief. The taxonomy reveals that, for the be-
lief aspect, 45% share a constant positive shape,
26% oscillate, and the rest are distributed among
ascending (12%), constant negative (9%), and de-
scending (8%). For the positive trajectories, 58%
cover a substantial portion of the plot, whereas
negative trajectories are sparser, 49% covering up
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Figure 4: Religious Trajectory structure distributions, from left to right: 68% of the practice trajectories have
an oscillating structure and 25% are constant-active. The belief trajectories have a similar distribution, with the
majority of trajectories sharing a constant-positive structure (45%) and the rest distributed among oscillating (26%),
ascending (12%), constant-negative (9%), and descending (8%). For the intersection of the two aspects, the two large
groups cover 44% of the intersection, all have an oscillating practice structure, while the belief valence distributes
evenly between oscillating and constant-positive structures.

Topic Thesaurus
B P P- B P P+ B+ B-

Predicted 5 10 47 5 8 11 9 90
Original scatter 33 40 47 29 34 50 11 105
Edges & middle 19 29 59 19 28 29 16 99
Equal scatter 21 20 60 19 17 21 9 142
Normal-original 16 57 52 18 47 53 17 104
# Reference paths 335 905 187 282 787 761 98 217
# predicted paths 954 998 742 954 998 990 796 480
# Reference points 456 2,768 301 439 2,434 2,214 171 253
# predicted points 6,051 23,274 1,987 6,051 23,274 20,086 3,204 917

Table 3: Sum of min_sum_dist for fine-tuned Mistral-7B predictions and baseline trajectories on the full dataset.
Original: Sample from the distribution of the predictions. Edges&middle: Random sample from three equal splits
of (0, 1); according to the predicted distribution of the label. Equal: Even scatter. Normal-original: Sample from
the Gaussian with the variance and mean values of the predictions.
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Figure 5: Distribution of all religious content, the distri-
butions that we based the baselines on are according to
each label separately.

to two-thirds of the narrative. Practice trajecto-
ries have two large structures, 68% oscillate and
25% follow a constant-active pattern. Over 82% of

the two main structures have high coverage levels.
Examples for unsupervised clusters are given in
Appendix L.

When comparing the trends according to the two
aspects, the three most common combinations of
structures are: Positive belief & Practice Oscillat-
ing (26%), both aspects Oscillating (22%), and
Positive belief & Active Practice (17%). These dis-
tributions are shown in Figure 4, further analysis in
Appendix K.

7.2 Clustering Evaluation

We evaluate the clusters against human judgment,
using a subset of trajectories with a length of at
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Figure 6: DTW distance distributions of trajectory pairs: the left plot represents belief and the right practice. Blue
indicates pairs with the same structures, and red indicates pairs with different structures. The distribution for
identical structures is shifted toward smaller DTW distance values.

least 4 and a span greater than 0.75 of the testi-
mony’s length.

IAA. Annotators reviewed text segments from
121 trajectories and performed two tasks – classify-
ing them according to the taxonomy and identifying
the more similar pairs from a list of triplets. IAA
levels for classification were substantial for belief
(α = 0.66) and moderate for practice (α = 0.56),
while for the triplet task, IAA was moderate (α =
0.58 for belief, α = 0.32 for practice), showing
that the task is challenging, even for humans.

Comparing human annotation with DTW. The
DTW distances correlate with human judgment for
similarity, validating its use for identifying similar
trajectories. For similar pairs in the belief aspect,
the average distance is 0.42 (σ = 0.19), whereas
for dissimilar pairs, it increases to 0.53 (σ = 0.18),
with a t-test revealing statistical significance (p <
0.006). However, this pattern was not observed for
the practice aspect.

Taxonomy annotation shows that the DTW dis-
tance also correlates with the taxonomy’s distinc-
tions. The average distances are 0.38 (belief,
σ = 0.14) and 0.41 (practice, σ = 0.16) for pairs
of trajectories from the same class; while for pairs
with different structures, the average distance is
0.43 (belief, σ = 0.14), 0.44 (practice, σ = 0.16).
Running a t-test confirms statistical significance
(p < 10−12 in both cases). This provides further
validation for DTW by showing that part of the
distance it captures is related to fundamental char-
acteristics of the trajectory.

Manual and automatic taxonomy classification.
Comparing the automatic and manual classification
of trajectories into taxonomy classes, we observe
F1 scores of 0.40 (belief) and 0.38 (practice) for
both belief and practice. Some discrepancies arise

from the assumption that the predicted trajecto-
ries depend on the religious trajectory progressing
along the narrative timeline; however, this does not
hold for each individual case.

As with manual taxonomy classification, auto-
matic taxonomy prediction results correlate with
DTW distances (Figure 6). Pairs with the same
structure exhibit smaller distances, with average
distances of 0.11 (belief, σ = 0.05) and 0.10 (prac-
tice, σ = 0.04) for structures of the same class,
compared to 0.16 (belief, σ = 0.06) and 0.12 (prac-
tice, σ = 0.04) for other pairs, reinforcing the link
between structural alignment and DTW metrics.

8 Discussion

Our analysis demonstrates the value of this test
case by identifying common structures of religious
trajectories and grouping those with similar struc-
tures. For belief, the majority of trajectories present
a constant positive structure, whereas for practice,
most trajectories oscillate.

The distribution of religious content throughout
the testimonies, demonstrating a common narrative
sequence within the dataset, lends further support
to the comparison of trajectories on the narrative
timeline (Figure 5). This can be caused by the
SF interviewers’ guidelines, which provide instruc-
tions for conducting the interviews.9

While these patterns reveal commonalities, in-
terpreting them requires caution due to potential
model biases. The confusion matrices (see Ap-
pendix M) reveal that 64% of belief statements with
gold label Other were falsely predicted as Positive,
and 56% of practice–Other were misclassified as
Active. This aligns with the idea of positivity bias
(Ashwin et al., 2023; Fatahi et al., 2024), where
models tend to overpredict positive categories. In

9http://tiny.cc/sf-interview-guidelines
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addition, because this work engages with the sensi-
tive domain of religion, it is important to acknowl-
edge potential stereotype biases rooted in pretrain-
ing data, which may introduce unintended senti-
ments (Elsafoury and Abercrombie, 2023; Garcia
and Weilbach, 2023). For example, a Christian
prayer (e.g., addressed to “Dear Lord” or “Mother
Maria”) is often predicted with a positive valence,
even though our annotation guidelines define any
non-Jewish religious expressions as carrying a neg-
ative valence.

Other directions we aim to cover include examin-
ing the testimonies that share structural similarities,
exploring additional commonalities, and how these
may correlate with metadata such as age, gender,
pre/post-war hometowns, and experiences during
the war. Any analysis will need to consider the
general distribution of the data, as most survivors
in our sample were born in Poland, with most inter-
views conducted in the United States and Canada.

Another perspective expected to contribute to a
more nuanced picture of the patterns would include
the non-positive-or-negative parts of the trajectory
in the structure taxonomy analysis. The importance
of incorporating these segments arises from the
unsupervised clustering that induces a distinction
between trajectories with multiple non-positive or
negative segments, suggesting that these play a
separate role in the trajectories.

Additionally, inspecting the relationship be-
tween practice and belief trajectories, investigat-
ing whether one follows the other’s pattern or is
a shift of the other, and whether one can be pre-
dicted based on the other is an interesting avenue
for future work.

9 Conclusion

This paper explores character development in nar-
rative text, by analyzing religious trajectories from
a dual perspective. We develop a framework to ex-
tract and cluster trajectories from 1,000 Holocaust
testimony narratives. These findings encourage fur-
ther research on utilizing LLMs to capture charac-
ter development and thematic trajectories and offer
valuable material for historical and sociological re-
search. We believe that alignment with relevant
literature can lend insights to the modeling.

Ethical Considerations

According to the guidelines given by the SF archive,
although the testimonies were not given anony-

mously, no identifying details are included in our
analysis. Our codebase and scripts will be released
on request, but they will not contain any data from
the archives. The data and trained models used
in our work will not be shared with third parties
without the archives’ consent. Permission can be re-
quested from the SF archive to browse and research
the testimonies.

Limitations

As for the framework’s limitations, it is important
to consider the existence of reporting and survivor-
ship bias in existing historical texts (Chen et al.,
2024). Our data is limited to the interview tran-
scripts, which capture the survivors’ descriptions
of their beliefs told in hindsight, without offering
a broader understanding of their theological po-
sitions. Although the SF recorded testimonies in
several languages and countries, it is important to
note that our investigation only covered testimonies
given in English.

We examine the trajectories without account-
ing for differences in their lengths and frequencies.
However, these could provide a more nuanced un-
derstanding of the religious, social, and theological
aspects reflected in the trajectories. Omitting the
blank trajectories from our study might overlook
a significant aspect. The absence of a religious
trajectory may result from either a low level of re-
ligiosity or religion not being mentioned during
the interview, which conveys a story, though the
narrative behind it remains unknown.

Additionally, much of this work relies on hu-
man annotators. Despite their shared professional
backgrounds, each annotator brings different prior
knowledge, which can affect agreement levels. For
the cluster similarity evaluation, our analysis is
restricted to the subset of testimonies that the anno-
tators reviewed and analyzed.
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A The relationship between the
chronological order of the testimonies
and the narrative timeline

Wagner et al. (2022) mapped the SF thesaurus key-
words into periods of: before, during, and after the
war, and reflection descriptions. For each segment
in the data that matches one of these periods, we
recorded its average position on the narrative time-
line and got the pattern of: [before: 0.35, during:
0.45, after: 0.55, reflection: 0.71]. Both the distri-
bution of the segments that match these keywords
along the narrative timeline and the distribution of
the religious content validate the comparison of
the trajectories along the narrative timeline (see
Figure 7).

The SF interviewers’ guidelines include dis-
cussing pre-war religious activities at the begin-
ning, and the survivor’s present views toward the
end, which strengthens this observation. In ad-
dition, the lengths of the responses are longer in
the middle than at the beginning and the end, sug-
gesting that the middle of the testimonies contains
stories that the witness accounts in his choice of
order.

Regarding the structure of belief trajectories, par-
ticularly the meaning of oscillations, while belief
descriptions can convey meaning about how belief
is talked about, many of the belief segments reflect
past beliefs, for example, “Every night I would
take my prayer book. . . and cry”. However, there
is always tension between one’s personal life as
reflected in conversation in the present and their
historically lived experience (Rosenthal, 2006). In
this analysis, we concentrate on the former.

B Religious Content Annotation
Guidelines

We are working on exploring changes in religious
beliefs as reflected in testimony transcripts of Holo-
caust survivors; through looking at Jewish practices
and beliefs described in the text. We want to cap-
ture all data segments from the testimonies that
hold to the definition of religious content, we will
label “TRUE” all segments that describe any Jew-
ish religious practices or beliefs of the interviewee,
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Figure 7: Distributions of the segments that match keywords mapped to periods of: before, during, and after the war,
and reflection descriptions, along the narrative timeline

as well as segments that indicate the absence of
religious practices or beliefs. In detail:

• Religious practices and beliefs: Content that
describes “Who we were, what we did, and
what we believed in”. For instance phrases in
the style of:

–“We were orthodox” / “We were not reli-
gious”

–“My family belonged to a synagogue” /
“We didn’t keep the Sabbath”

–“We hosted Pesach Seder” / “I wasn’t
familiar with the Jewish holidays”

• Descriptions of the interviewee’s theological
inner life, giving the reader information about
their faith in God. For example:

– “I looked up to the sky, there must be a
God above”

–“I didn’t believe that God can look at this
cruelty and all these dreadful things”

• If the sample is written in first person (We, us,
I), it is telling the story of the interviewee or
their family and not stories about others, and

its content meets our description of religious
practices and beliefs then it will be labeled
True.

• We will consider samples written in the third
person, only if they reflect on the interviewees’
beliefs, or describe the environment that he
grew up in.

–“My parents explained that we were Jew-
ish, secular Jews, nonbelievers” - True

–“My elder brother Rabbi Yosef Meyer was
with me” - False

–“I think my brother probably was affected
because he changed his religion, he be-
came a Roman Catholic.” - True, since
implies that the speaker wasn’t affected.

• The phrases “Baruch Hashem ” and “Thank
God ” are religious phrases and, therefore will
be labeled True.

• Zionism descriptions will be considered False;
since the Zionist movement saw the land of
Israel and the Hebrew language as integral
parts of the Jewish national heritage, and not
necessarily of religious significance.
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• Descriptions of Jewish Identity will be labeled
False. We are focusing on religious Identity
and not Jewish Identity, therefore we want
to capture only segments that contain religious
practices and beliefs, not signs of Jewish cul-
ture.

• Jewish food or music, or speaking Yiddish -
Not considered religious content

• Hnnukah candles, Bris, Bat Mitzvah celebra-
tions, and Friday night dinner - are considered
positive religious content.

• Getting a Jewish education

– Secular Jewish education, such as attend-
ing Hebrew School, or a Tarbut institu-
tion, or participating in secular youth
movements - Not considered religious
content

– Studying at Yeshivas or in any Jewish
religious school, Bnei Akiva or Mizrahi -
Positive religious content.

• Mentions of miracles

– If reflecting a belief will be labeled True,
and not when used as a phrase.

– It is suggested to view the wider context
of segments that mention miracles.

• Description of friendship relations with the
non-Jewish population will be considered
False, unless it indicates a religious approach.

–“We were friendly with our gentile neigh-
bors, though didn’t eat at their houses” -
True

Some Examples

1.“He gave me a Brucha, a blessing. I was very
sick, a very sick child. And he told, don’t
worry. She’ll grow. She’ll be well, God will
help her. ”

2.“he was able to survive, which it was a, a mir-
acle. It was simply a miracle. Because, by
rights, he was dying. He was on death’s door”

3.“I got my presents under the Christmas tree,
and then my girlfriend came to Hanukkah to
my place. She got a present.”

4. “I send them to the best yeshivas. This is the
whole future of my life. And this was– baruch
HaShem– always could be better. But I’m
satisfied– baruch HaShem. I accomplished.“

5.“He will always tell you, if you ask him, what’s
your religion, I am a Jew. And the boys really
have neither been circumcised nor baptized.
And it doesn’t seem to have done them any
harm so far.”

• Although it uses the word religion, The
first part alone would not be consid-
ered Religious Content: “If you ask him,
what’s your religion, I am a Jew” since it
is about Jewish identity, not Religion.

6.“I don’t think God was absent, but I really
don’t understand yet.”

7.“A lot of kids thought that I am just a Catholic
like they are. But it came a time, that when we
came to school we had to stand up to say the
prayers. And, of course, the Jewish children,
we stood up, but we didn’t say, and we didn’t
cross ourselves.”

C Practice and Belief Identification and
Rating - Annotation Guidelines

We are working on exploring changes in religious
beliefs as reflected in testimony transcripts of Holo-
caust survivors; through looking at Jewish practices
and beliefs described in the text. This task has two
parts: Identifying the class of each sample and then
determining the speaker’s approach toward the spe-
cific class.

Part 1 - Practice and Belief Identification Prac-
tice and Belief Identification is a multi-label classi-
fication task. The dataset for this task was randomly
sampled from data classified as religious content
by a machine learning classifier with high accuracy.
The task is to map each sample to one or more
of the classes or mark it as falsely recognized as
religious content.

Label Definitions

• Practice - A ritual, action, or activity moti-
vated by the Jewish religion. Also descrip-
tions reflecting an absence of Jewish religious
practices will be mapped to this label.

– Not including descriptions of Jewish
communities or culture.
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– Examples: Saying prayers, going to syn-
agogue, keeping Kosher.

• Belief - Inner life descriptions of ideas or
thoughts related to God or religion. Includ-
ing philosophy and feelings about God, and
descriptions of miracles.

– Excluding descriptions of Jewish identity
or Zionism.

• Other - Samples that were falsely recognized
as religious content

A general note: We will consider samples writ-
ten in the third person, only if they reflect on the
interviewees’ beliefs, or describe the environment
that he grew up in.

Some Examples Practice

1.“He gave me a brucha, a blessing. I was very
sick. He gave me a blessing. I was usually a
very sick child– wild, spoiled, and sick. And
he told, don’t worry. She’ll grow. She’ll be
well, – God will help her. ”

• Note: Although phrased in the third per-
son this example is relevant since the nar-
rator of the text went to get the Bracha.
It is also considered Belief, since it con-
tains the phrase “God will help her”.

2.“ I got my presents under the Christmas tree,
and then my girlfriend came to Hanukkah to–
to my place. She got a present.”

Belief

1.“He gave me a brucha, a blessing. I was very
sick. He gave me a blessing. I was usually a
very sick child– wild, spoiled, and sick. And
he told, don’t worry. She’ll grow. She’ll be
well, – God will help her. ”

2.“he was able to survive, which it was a, a mir-
acle. It was simply a miracle. Because, by
rights, he was dying. He was on death’s door”

• Note: While the text is written in the
third person point of view, it reflects the
narrators faith.

3.“I had the will, strong willpower to live. Every
night I would take my prayer book. Every
night somebody was in charge from the twins
to look out. Each bunk beds, everybody is

asleep, it’s quiet. Then came my turn. One
night, I would take my prayer book and cry.
Say Psalms. It’s so good. I felt close and
came–”

• Note: this example is also considered
Practice, since it describes a daily ritual.

Other - Neither a practice or belief descrip-
tions

1.“Was there any particular reason for going to
a Jewish school for secondary school? The
reason was that I didn’t want to sit in exam to
go to grammar school. I was too frightened.
It was a grave mistake.”

Part 2 - Rating Jewish Practice and Belief Text
Samples After identifying the classes of a text
sample, our task is to rate the narrator’s approach
to the specific class on a scale from -1 to 1.

Rating Definitions:

• Active - Actively practicing a Jewish religious
ritual

• Inactive - Violating Jewish religious practices,
descriptions of not observing, actively not
practicing a Jewish religious ritual, or practic-
ing a different religion.

• Neither active or inactive valence of Jewish
religious practice, or both simultaneously.

Practice examples Active

1.“How would you describe your family’s reli-
gious life? Orthodox.”

2.“When did you have a Bar mitzvah? When I
was 13. In the– in the main synagogue.“

Inactive

1.“And did you– did you observe Shabbat in any
way, light candles, go to synagogue? No, no,
no candles, no Shabbat.”

2.“The church became a very important part of
my life. Although we didn’t go often, any
time that I went with my Catholic family, the
Leszkowicz or Maciejewski family, I felt safe.
And this cross that you’re looking at was given
to me by my Catholic grandmother.”

Other
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1.“Was there davening on the train? Yeah. Sure,
they were davening.”

2.“We were sleeping in an attic, in a cellar, here.
If we were caught, that would be the end.
Meanwhile, Rosh Hashanah– and– and don’t
forget.”

• We don’t know whether the speaker cele-
brated Rosh Hashana or is just mention-
ing the time od the year, therefor it’s va-
lence is “other”.

3.“You said your family was not religious. So
in what way did you identify with Judaism? I
would say– ethnically and community feeling.
my grandmother and also my maternal grand-
parents, they went also only I think mainly
Rosh Hashanah and Yom Kippur, not more
than that.”

• On the one hand, going to synagogue on
the high holidays - Active.
On the other, not a religious family - In-
active.
→ Altogether the signal is “other”.

Belief examples Positive

1.“And my mother kept on saying, this is going
to be the Passover of Passovers, because we
were liberated. Moses took us out of Egypt.
And now, the world is going to take us out of
Egypt from Hitler. But it didn’t happen. The
Jews fought for a month there. They fought
most– the strongest army in the world. They,
of course, at the end, lost.”

• Note: This is a practice example as well.

2.“What did you do when you saw that being
done to the children? You think I could go up
and say don’t do it? Nothing. I just prayed. I
just prayed. But I had to look. When I look
at this now, that’s what I saw. That’s what
had happened. And still Germany is so strong.
And Germany is a country.”

3.“But I still belong– believe in God. And if he’s
good, or if he can close his eyes, and then
see us, and not to see and not to hear, but it
comes a time when he takes his hands away,
and from his eyes and ears, and he sees. And
I hope that I will see, too. If I don’t see, as
my children, grandchildren will see and hear

that he took his hands away from his eyes and
ears, and he can help them.”

Negative

1.“Why not? How can I believe? How is it possi-
ble? I just keep the tradition for my children
and grandchildren sake and my friends who
don’t even keep the tradition. So they come.
And we have nice dinner. And we try to be in
good mood, but nothing Jewish in us anymore,
no.”

2.“How were you mentally at this stage, Leah,
after all your experience? Very angry, very
bitter. I didn’t believe there was a god. I
didn’t want to know such a thing as a god.
Very guilty.”

3.“And that was our religion. But we didn’t keep
Shabbat. We didn’t keep kosher. Nothing. And
during the time in Auschwitz, I didn’t even be-
lieve in religion. I didn’t believe that the God
can look at this cruelty and at all these dread-
ful things. I didn’t believe in God. Maybe it
was just a shock to the– I don’t know.”

• Note: This is a practice example as well.

Other

1.“What do you think kept you going? What kept
me going? Good question that, obstinacy– I
didn’t want to die. And however much I didn’t
want to die, the decision didn’t rest with me.
This– this is the interesting– it didn’t rest with
me at all. Maybe God helped– helped me to–
to somehow that Dr. Mengele didn’t pick me
every time he went through these selections. I
don’t know. I don’t know. It certainly wasn’t
me.”

2.“And what about your beliefs? Do– do you
practice Judaism? Do you believe in a deity?
And is that in any way impacted by your expe-
riences one way or the other? Well, I believe
very much in the importance of what I would
call tradition. And I think that our tradition
is– is something to be very proud of. I think
we have a very rich tradition, we have very
rich history, a very unique history in the world.
And I think it is– it is very much part of us.”

• The speaker doesn’t deny or assure faith
in God.
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3.“What has– have you inherited that’s helped
you survive it? Well, I have more questions,
I mean, about God than my father does, I’ll
tell you that. But I do respect very much my
father’s faith in God and feel that, if he can
live though that and believe in God, then I
certainly don’t have a right to question that.
So I’ve learned that people can go through
hell, still believe in God, and go on in, in
most ways in their lives, go on and enjoy life,
and enjoy children. My father loves young
children. He loves children. His whole life is
children.”

D Annotations

Table 4: The distribution of all the annotations
collected.

Table 5: The label distribution for the overlap
subset of annotations.

E GPT-4o Prompt for enlarging the
portion of the minority classes

Belief Recognition

Your task is to determine if the text con-
tains a phrase describing a religious be-
lief. Any length of selection is consid-
ered a phrase!

Class definitions: BELIEF = One or
more of the following: Spirituality, inner-
life descriptions, beliefs about God, rela-
tionship with God, principles, identity,
philosophy about God, feelings about
God, Grace to God, thoughts about God,
emotional experiences that come from
beliefs about God, mentions of miracles.
God == The Lord == Hashem.

Other = descriptions of anything else.

The answer must contain a single class,
Do not add any words! Do not provide
any explanations! The only labels al-
lowed are: BELIEF OTHER

Examples:

Text: “My mother was a very religious
person and a righteous person, and she
felt that perhaps it would be best that she
go to live with her aunt. Her aunt kind
of appealed to her religious fair being, I
guess, if you will.” Label: OTHER

Text: “And God should be with you. So
my father said, OK, you’re going to see.
They’re going to kill us from the back.
From here, we’re not going out alive. I
said, look it, whatever God wants, this is
what’s going to be.” Label: BELIEF

Text: “With my education that I had on
the Zionist movement, I realized that
they taught me what it means to be a
Jew. And my Hebrew school taught me.
And the Bible taught me. But then I re-
alized what it meant to be a Jew.” Label:
BELIEF

Text: “And my mother kept on say-
ing, this is going to be the Passover of
Passovers, because we were liberated.
Moses took us out of Egypt. And now,
the world is going to take us out of Egypt
from Hitler. But it didn’t happen. The
Jews fought for a month there. They, of
course, at the end, lost.” Label: BELIEF

Text: “And that’s the way my mother
went to Palestine as a tourist, my brother
with the Youth Aliyah. We were big
Zionists. ” Label: OTHER

Text: “And you’re proud today to be a
Jew? Oh, my goodness. And my friend
upstairs, I made a deal with him a long
time ago. And he kept his side of the bar-
gain, I must keep my side of the bargain,
because he’s given me miracles, and he’s
shown me he is there.” Label: BELIEF

Text: “I want to believe that there is a
purpose for all this. Sometimes things
are very hard to accept, but I still believe.”
Label: BELIEF

Text: “It was the time between Pesach
and, and, and Lag B’Omer. And we
were supposed to get together for Lag
B’Omer.” Label: OTHER

Text: “My parents explained that we
were Jewish, secular Jews, nonbelievers”
Label: BELIEF

Text: “My father’s family was a fairly
large traditional Jewish family. Ortho-
dox. I remember my mother wearing a
wig.” Label: OTHER

Text: “I have more questions about God
than my father does. But I do respect
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Annotation Task Class Annotations Collected

Religious content identification
Positive 674
Negative 4321

Practice valence classification

Active 343
Inactive 77
Other-practice 49
None 607

Belief valence classification

Positive 122
Negative 68
Other-belief 44
None 862

Table 4: Breakdown of annotations collected across three annotation tasks: (1) Religious content identification, (2)
Practice valence classification, and (3) Belief valence classification.

Annotation Task Label Distribution
(Agreed Upon Samples)

Agreement Size Overlap Size

Religious content classification Positive: 227
Negative: 520

747 833 (21%)

Practice valence Active: 84
Inactive: 40
Other: 32
None: 189

345 540 (46%)

Belief valence Positive: 37
Negative: 34
Other: 34
None: 314

417 540 (46%)

Table 5: Overlap label distribution for both annotation tasks. Agreement size is the number of pairs agreed open;
Overlap size is the total number of overlapping samples between annotators.

very much my father’s faith in God and
feel that, if he can live through that and
believe in God, then I certainly don’t
have a right to question that. So I’ve
learned that people can go through hell,
still believe in God.” Label: BELIEF

Text: “This is a prayer book that was
my grandmother’s. She carried it with
her all through Europe, into Israel, and
then she brought it to this country.” Label:
OTHER

Text: “I took her death like a punishment
from God, Why am I being punished? I
pray every morning. I was so hurt. I felt
that God did it, because they said God
does it. I was very angry at God.” Label:
BELIEF

Text: “They observe the Jewish holiday,

but they weren’t real Orthodox. They
were very Conservative. To the shul they
used to go only on the holidays.” Label:
OTHER

Text: “Simchas Torah they went over the
roof dancing around. And like all the
Hasidim doing.” Label: OTHER

Text: “After all what my father went
through, we could still believe in
HaShem, God, and that we have to be-
lieve in Him and the continuity of the
Jewish people.” Label: BELIEF

Text: “How can I believe? How is it
possible? I just keep the tradition for my
children and grandchildren sake and my
friends who don’t even keep the tradition.
but nothing Jewish in us anymore, no.”
Label: BELIEF
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Text: “We went to church every day.”
Label: OTHER

Text: “It was like a miracle happened”
Label: BELIEF

Text: “Continue on the Jewish life. I’m
very proud when I see my grandchildren
say the Kiddush. I know my parents they
must kvell, in heaven, to see this.” Label:
BELIEF

Text: “I had a two-tier program, one sec-
ular education, the other one is Jewish
or Hebrew studies, which first included
learning how to read, then Mishnah, Chu-
mash, and Talmud.” Label: OTHER

Practice Recognition

Your task is to determine if the text con-
tains a phrase describing a religious prac-
tice. Any length of selection is consid-
ered a phrase!

Class definitions: PRACTICE = An ac-
tion or activity connected to religion,
Jewish community, or Jewish culture.
Examples: Being orthodox, saying re-
ligious texts, going places connected to
the Jewish religion, keeping certain re-
strictions, speaking Yiddish.

OTHER = descriptions of anything else.

The answer must contain a single class,
Do not add any words! Do not provide
any explanations! The only labels al-
lowed are: PRACTICE OTHER

Examples:

Text: “My mother was a very religious
person and a righteous person, and she
felt that perhaps it would be best that she
go to live with her aunt. Her aunt kind
of appealed to her religious fair being, I
guess, if you will.” Label: PRACTICE

Text: “I had a few friends that came back.
We resumed life, normally, planning to
eventually to go to Palestine or to Israel.
The community grew to about 300 peo-
ple after the war. ” Label: OTHER

Text: “And God should be with you. So
my father said, OK, you’re going to see.
They’re going to kill us from the back.
From here, we’re not going out alive. I

said, look it, whatever God wants, this is
what’s going to be.” Label: OTHER

Text: “With my education that I had on
the Zionist movement, I realized that
they taught me what it means to be a
Jew. And my Hebrew school taught me.
And the Bible taught me. But then I re-
alized what it meant to be a Jew.” Label:
PRACTICE

Text: “And my mother kept on say-
ing, this is going to be the Passover of
Passovers, because we were liberated.
Moses took us out of Egypt. And now,
the world is going to take us out of Egypt
from Hitler. But it didn’t happen. The
Jews fought for a month there. They, of
course, at the end, lost.” Label: PRAC-
TICE

Text: “And that’s the way my mother
went to Palestine as a tourist, my brother
with the Youth Aliyah. We were big
Zionists. ” Label: PRACTICE

Text: “And you’re proud today to be a
Jew? Oh, my goodness. And my friend
upstairs, I made a deal with him a long
time ago. And he kept his side of the bar-
gain, I must keep my side of the bargain,
because he’s given me miracles, and he’s
shown me he is there.” Label: OTHER

Text: “I want to believe that there is a
purpose for all this. Sometimes things
are very hard to accept, but I still believe.”
Label: OTHER

Text: “It was the time between Pesach
and, and, and Lag B’Omer. And we
were supposed to get together for Lag
B’Omer.” Label: PRACTICE

Text: “My parents explained that we
were Jewish, secular Jews, nonbelievers”
Label: PRACTICE

Text: “My father’s family was a fairly
large traditional Jewish family. Ortho-
dox. I remember my mother wearing a
wig.” Label: PRACTICE

Text: “I have more questions about God
than my father does. But I do respect
very much my father’s faith in God and
feel that, if he can live through that and
believe in God, then I certainly don’t
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have a right to question that. So I’ve
learned that people can go through hell,
still believe in God.” Label: OTHER

Text: “This is a prayer book that was my
grandmother’s.” Label: PRACTICE

Text: “I took her death like a punishment
from God, Why am I being punished? I
pray every morning. I was so hurt. I felt
that God did it, because they said God
does it. I was very angry at God.” Label:
PRACTICE

Text: “They observe the Jewish holiday,
but they weren’t real Orthodox. They
were very Conservative. To the shul they
used to go only on the holidays.” Label:
PRACTICE

Text: “Simchas Torah they went over the
roof dancing around. And like all the
Hasidim doing.” Label: PRACTICE

Text: “After all what my father went
through, we could still believe in
HaShem, God, and that we have to be-
lieve in Him and the continuity of the
Jewish people.” Label: OTHER

Text: “How can I believe? How is it
possible? I just keep the tradition for my
children and grandchildren sake and my
friends who don’t even keep the tradition.
but nothing Jewish in us anymore, no.”
Label: PRACTICE

Text: “We went to church every day.”
Label: PRACTICE

Text: “It was like a miracle happened”
Label: OTHER

Text: “Continue on the Jewish life. I’m
very proud when I see my grandchildren
say the Kiddush. I know my parents they
must kvell, in heaven, to see this.” Label:
PRACTICE

Text: “I had a two-tier program, one sec-
ular education, the other one is Jewish
or Hebrew studies, which first included
learning how to read, then Mishnah, Chu-
mash, and Talmud.” Label: PRACTICE

F Instruction Prompts

The Instruction prompts we ran for GPT4o and
Fine-tuning Mistral:

Prompt for Belief Classification

Your task is to carefully read this text
and determine the speaker’s valence of
Jewish religious belief in God, based on
the following classification system: POS-
ITIVE: The text expresses the narrator’s
belief in God according to the Jewish re-
ligion, or his existing relationship with
God.

NEGATIVE: The text expresses the nar-
rator’s lack of belief in God according
to the Jewish religion or a rejection of
religious beliefs.

AMBIGUOUS: The text expresses a re-
lationship with God that does not meet
the criteria of the classes POSITIVE or
NEGATIVE. This includes questioning
God while believing in his existence.

NONE: The text does not directly imply
the speaker’s belief in God and religion
or their lack of it. This includes texts
written in the third person that do not
describe the speaker’s personal beliefs or
family environment.

First, write out your reasoning for clas-
sifying the text inside <reasoning> tags.
Consider the content and tone of the text,
and how it aligns with the definitions pro-
vided above.
After writing your reasoning, output your
final classification as a single word (POS-
ITIVE, NEGATIVE, AMBIGUOUS, or
NONE) inside <classification> tags.
Use HTML tags in your response.

Do not add any words after </classifica-
tion>.

Prompt for Practice Classification

Your task is to carefully read this text
and determine the speaker’s valence of
Jewish religious practice described in the
text, if any, based on the following clas-
sification system:

1. ACTIVE = The text expresses the
narrator actively practicing a Jewish
religious ritual.

2. INACTIVE = The text expresses the
narrator violating Jewish religious
practices or not observing/actively
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not practicing a Jewish religious rit-
ual.

3. AMBIGUOUS = The narrator of
the text expresses a Jewish religious
practice, that does not meet the cri-
teria of the classes ACTIVE or IN-
ACTIVE, or the text matches both
of the classes at the same time.

4. NONE = The text does not directly
discuss the speaker participating in
a religious practice or violating one.
This includes texts written in the
third person that do not describe
the speaker’s personal valence of
practicing religion or family envi-
ronment.

First, write out your reasoning for clas-
sifying the text inside <reasoning> tags.
Consider the content and tone of the text,
and how it aligns with the definitions pro-
vided above.
After writing your reasoning, output your
final classification as a single word (AC-
TIVE, INACTIVE, AMBIGUOUS, or
NONE) inside <classification> tags.
Use HTML tags in your response.
Do not add any words after </classifica-
tion>.

G Model Selection F1 scores

Table 6: A summary of the performance across
models on the test data for rating practice and belief
valence.

Model Prompt ID Practice Belief
GPT-4o few-shot 0.51 0.60
Fine-tuned Mistral zero-shot 0.43 0.45
GPT-4o zero-shot 0.47 0.55
Mistral zero-shot 0.26 0.25
GPT-4.1 few-shot 0.55 0.64
GPT-4.1-mini few-shot 0.48 0.58
GPT-4.1-nano few-shot 0.27 0.33
GPT-4.1 zero-shot 0.48 0.62
GPT-4.1-mini zero-shot 0.48 0.55
GPT-4.1 1-shot 0.50 0.62

Table 6: Macro F1 scores for the various models and
settings tested for selecting models to produce trajecto-
ries with

H Topic Model Based Evaluation

The topics we address, and their matching cate-
gories are in Table 7.

Topic Class Sub-Class
Synagogue, holiday(s),
Shabbos, religious,
Shabbat, Shul, Friday,
Passover, Jewish

practice -

Bar, Mitzvah, Torah,
Synagogue, Mitzvahed,
Shul, Rabbi, religious

practice -

God, believe, reli-
gion/religious, faith,
question

belief -

Catholic, church, priest,
baptized, communion,
religion, Catholicism,
convert, prayers

practice inactive

Table 7: Practice and belief-related topics from (Ifergan
et al., 2024), and a partial list of the words they contain.

I Thesaurus Based Evaluation

List of terms from the thesaurus that align with our
definitions for religious content:

• Active Practice
Ritual circumcision · (bio) mohelim · Jew-
ish religious observances · Jewish schools ·
synagogue attendance · mikva’ot · Yahrzeit ·
Jewish dietary laws · ghetto Jewish religious
observances · camp Jewish religious obser-
vances · refugee camp Jewish religious obser-
vances · hiding-related Jewish religious obser-
vances · Islamic prayers · yizkor · Kaddish ·
prison Jewish religious observances · Jewish
mourning customs · yeshivot · forced labor
battalion Jewish religious observances · Ha-
sidic rebbes · (bio) synagogue organizations
· (bio) Baalei Keriah · (bio) Baalei Tefillah
· (bio) synagogues’ sisterhood · (bio) syna-
gogues’ men’s clubs · deportation Jewish reli-
gious observances · Jewish Theological Semi-
nary of America · transfer Jewish religious ob-
servances · Beth Jacob schools · b’nai mitzvah
· b’nai mitzvah (stills) · Borerim · Jewish reli-
gious observances (stills) · Institute of Jewish
Studies · shamas · Jewish Institute of Religion
· Mitnagdim · observant/practicing · Ramah
Camping · Movement · Shema Yisrael.

• Inactive Practice
Christian religious observances · church at-
tendance · religious identity · communions
(stills) · confirmations (stills) · Jehovah’s Wit-

22741



ness missionary activities · Jehovah’s Wit-
ness religious observances · Mormon mission-
ary activities · Jehovah’s Witness religious
beliefs · camp Jehovah’s Witness religious
observances · baptisms · forced labor battal-
ion Jehovah’s Witness religious observances
· camp Christian religious observances · Eu-
charist · Islamic religious observances · bap-
tisms (stills) · prison Jehovah’s Witness reli-
gious observances · ghetto Christian religious
observances · Christian religious observances
(stills) · confirmations · Islamic dietary laws ·
Seventh-Day Adventist missionary activities
· non-observant/non-practicing · Buddhist re-
ligious observances · Buddhist lunar days ·
karma · Christian missionary activities · Chris-
tian prayers.

• Practice - Other
Rabbis.

• Positive Belief
Prayers · Jewish prayers · camp Jewish prayers
· Jewish religious beliefs · prison Jewish
prayers · forced labor battalion Jewish prayers
· camp prayers · ghetto prayers · deporta-
tion Jewish prayers · hiding-related prayers
· forced march Jewish prayers.

• Negative Belief
Christian religious beliefs · camp Jehovah’s
Witness prayers · Jehovah’s Witness prayers
· Islamic identity · Buddhist religious beliefs
· Islamic religious beliefs · Armenian Geno-
cide faith issues · Bosnian War and Genocide
faith issues · Guatemalan Genocide faith is-
sues · Holocaust faith issues · Rwandan Tutsi
Genocide faith issues.

J Evaluation on a Subset of Trajectories

Besides the evaluation of the full dataset, we ran-
domly sampled 101 testimonies and compared their
predicted trajectories in three settings: prompting
GPT-4o and the trained Mistral-7B on religious
content predictions, and separately prompting Mis-
tral on the full set of segments. Evaluation results
for this subset are provided in Tables 8, 9 and 10.
We observe that prompting on all segments, as op-
posed to just religious content, leads to a significant
over-prediction rate for each class. Specifically,
when using the non-filtered data, the proportion of
positive classes does not align with the proportion

of religious content in the full dataset, as predicted
by a reliable classifier trained on this data.

K Structure-Based Taxonomy Analysis

To examine how density affects the structural dis-
tribution of the trajectories, we plot the structure
distribution for multiple bins, the sizes of which
are inspired by the trajectory length distribution.
Results in Figures: 8, 9, 10.

L Hierarchical Clustering

Belief Clustering Example
An example from running HDBSCAN on the

belief trajectories: Figure 11
We first truncated the values of the posi-

tion points of the trajectories to two decimal
points, then calculated their distance matrix using
dtw_ndim.distance_matrix from the dtaidistance
Python module, with window=7 and the default val-
ues for the rest of the hyperparameters; followed
by calling HDBSCAN from the hdbscan module,
with: min_cluster_size=30, min_samples=1, clus-
ter_selection_epsilon=1 and alpha=1.

Practice Clustering Example An example from
running HDBSCAN on the practice trajectories:
Figure 12
Hyper-parameters: window=6,
min_cluster_size=30, min_samples=1, clus-
ter_selection_epsilon=1 and alpha=0.95.

M Classification Performance Analysis

The confusion matrices in Figure 13 summarize the
classification performance.
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Topic Thesaurus
B P P- B P P+ B+ B-

Predicted 3.92 32.53 18.46 6.74 21.87 25.64 2.74 8.06
Original scatter 5.60 33.33 17.99 8.22 23.39 30.81 4.80 8.92
Edges & middle 5.89 33.33 19.64 8.90 23.72 26.82 5.26 9.69
Gaussian 6.62 41.80 19.53 8.89 29.57 34.95 3.19 9.71
G- Edges & middle 7.07 41.30 20.47 9.65 29.05 33.70 5.17 9.54
Equal scatter 7.31 33.15 19.81 10.47 23.07 27.89 3.06 14.0
# Reference paths 38 91 26 31 79 76 8 22
# predicted paths 71 88 60 71 88 81 56 35
# Reference points 50 264 40 48 233 206 19 27
# predicted points 368 1279 157 368 1279 639 189 80

Table 8: Sum of min_sum_dist for GPT-4o on a subset of trajectories

Topic Thesaurus
B P P- B P P+ B+ B-

Predicted 2.81 0.45 1.87 0.93 0.34 0.68 2.23 10.35
Original scatter 5.27 1.22 3.38 3.71 2.33 1.84 2.36 13.00
Edges & middle 5.00 2.16 2.77 2.53 2.65 2.32 4.67 12.31
Gaussian 4.13 7.07 3.03 3.02 5.81 6.10 2.38 13.38
G- Edges & middle 5.96 7.47 4.25 4.53 6.07 6.56 4.71 12.44
Equal scatter 3.07 0.90 3.56 2.36 0.95 1.36 1.98 16.41
Normal-original 3.89 3.80 2.89 2.68 3.43 3.95 3.89 12.81
# Reference paths 38 91 26 31 79 76 8 22
# predicted paths 93 101 86 93 101 101 63 29
# Reference points 50 264 40 48 233 206 19 27
# predicted points 507 2967 328 507 2967 2385 206 54

Table 9: Sum of min_sum_dist of fine-tuned Mistral7B on a subset of trajectories, prompting all content

Topic Thesaurus
B P P- B P P+ B+ B-

Predicted 3.62 30.09 17.38 5.68 19.62 15.78 3.66 12.35
Original scatter 5.20 33.23 18.34 9.20 23.99 18.53 3.39 15.70
Edges & middle 4.86 31.78 18.47 7.33 22.37 18.47 6.02 14.26
Gaussian 5.65 36.84 19.29 8.40 25.58 21.22 4.14 14.83
G- Edges & middle 6.16 38.46 19.67 9.16 27.13 23.73 6.09 14.02
Equal scatter 4.04 31.45 18.93 8.22 21.14 17.43 3.75 17.99
Normal-original 4.23 33.91 19.26 8.13 23.51 5.53 14.65
# Reference paths 38 91 26 31 79 76 8 22
# predicted paths 77 88 69 77 88 86 51 26
# Reference points 50 264 40 48 233 206 19 27
# predicted points 391 1816 199 391 1816 1468 198 46

Table 10: Sum of min_sum_dist of fine-tuned Mistral7B on a subset of trajectories, prompting filtered content
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Figure 8: Religious Trajectory structure distributions, for 134 trajectories of length 2-3 for belief and 2-13 for
practice.
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Figure 9: Religious Trajectory structure distributions, for 215 trajectories of length 4-8 for belief and 14-29 for
practice.
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Figure 10: Religious Trajectory structure distributions, for 131 trajectories of length > 8 for belief and > 29 for
practice.

22744



(a) Other, Ascending (b) Positive, Other

(c) Other and Positive oscillating (d) Positive

(e) Positive, Other, Positive (f) Sparse Negative

Figure 11: Belief cluster examples

22745



(a) Active, Other, Active (b) Active

(c) Oscillating (d) Active, Inactive, Active

Figure 12: Overall figure caption

Ne
ga

tiv
e

No
ne

Ot
he

r

Po
sit

iv
e

Predicted label

Negative

None

Other

Positive

Tr
ue

 la
be

l

0.55 0.091 0.091 0.27

0.07 0.74 0.028 0.17

0 0.21 0.14 0.64

0 0.28 0.075 0.65

Belief Test Data

Ac
tiv

e

In
ac

tiv
e

No
ne

Ot
he

r

Predicted label

Active

Inactive

None

Other

Tr
ue

 la
be

l

0.58 0.018 0.37 0.035

0.2 0.24 0.52 0.04

0.089 0.035 0.87 0.0099

0.56 0.062 0.38 0

Practice Test Data

Figure 13: Practice and Belief classification confusion matrices
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