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Abstract

Despite bilingual speakers frequently using
mixed-language queries in web searches, Infor-
mation Retrieval (IR) research on them remains
scarce. To address this, we introduce MiLQ,
Mixed-Language Query test set, the first public
benchmark of mixed-language queries, quali-
fied as realistic and relatively preferred. Exper-
iments show that multilingual IR models per-
form moderately on MiLQ and inconsistently
across native, English, and mixed-language
queries, also suggesting code-switched train-
ing data’s potential for robust IR models han-
dling such queries. Meanwhile, intentional En-
glish mixing in queries proves an effective strat-
egy for bilinguals searching English documents,
which our analysis attributes to enhanced token
matching compared to native queries.'

1 Introduction

Code-switching?, where bilingual speakers alter-
nate languages within a context, is a prevalent lin-
guistic behavior in multilingual communities (Auer,
1999; Gardner-Chloros, 2009; Auer, 2013). This
phenomenon extends to Human-Computer Inter-
action (HCI), especially via Al agents like Chat-
GPT (OpenAl, 2023), where understanding mixed-
language input critically affects their perceived re-
liability by bilingual users (Bawa et al., 2020; Choi
et al., 2023). Information Retrieval (IR) systems
also face the challenge of effectively handling such
mixed-language queries (Sitaram et al., 2019).
Meanwhile, recent IR research has expanded
beyond Monolingual IR (MonolR) settings to di-
verse multilingual settings. The benchmarks (Asai
et al., 2021; Lawrie et al., 2023b,a; Soboroff, 2023;
Adeyemi et al., 2024; Litschko et al., 2025) are

*This work was done when the author was at aiXplain

'The code and data for this work are available at :
https://github.com/jonghwi-kim/milq.

*In this study, code-switching, mixed-language, and code-
mixing are used synonymously.
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Figure 1: Ilustration of a bilingual user freely using German,
English, and mixed-language queries. German elements are
in green , and English in orange .

widely utilized, representing diverse language sce-
narios. However, research on mixed-language
queries remains sparse and outdated (Fung et al.,
1999; Gupta et al., 2014; Sequiera et al., 2015),
with no publicly available benchmark.

To address these gaps, we introduce MiLQ, the
first Mixed-Language Query benchmark created
by actual bilingual users (Figurel). Using MiLQ,
we explore three main research questions: (RQ1)
How realistic are our mixed-language queries, and
which query language do bilingual users prefer?
(RQ2) How well do existing multilingual IR mod-
els perform in Mixed-language Query Information
Retrieval (MQIR)? (RQ3) Is the behavior of inten-
tionally mixing English terms into query, noted in
HCI studies (Fu, 2017, 2019), an effective strategy?

The main contributions of our work are:

* We introduce MiL.Q, the first public bench-
mark of mixed-language queries, qualified as
realistic and relatively preferred by bilinguals.

* We provide a comprehensive performance
analysis of multilingual IR models on MiLQ,
establishing initial baselines for MQIR.

* We show intentionally mixed-language
queries are effective for English document
retrieval across diverse methods, providing
token-level analysis of their rationale.
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Retrieval Native | Num. Title Query Description Query

Scenario Lang of CMI GPT-Eval Human-Eval CMI GPT-Eval Human-Eval
(Q—D) (XX) Query (XX—MiLQ) | Acc. Flu. | Acc. Flu. Real (XX—MiLQ) | Acc. Flu. | Ace. Flu. Real
SW 151 8.4—38.6 235 239 | 283 265 2.66 5.6—30.7 283 244 | 283 262 261
SO 151 16.2—59.6 238 234 | 273 258 295 5.4—36.1 276 234 | 263 251 277
Mixed—EN FI 151 7.3—40.2 248 252 279 270 259 22453 263 215 | 263 244 228
DE 151 9.1-61.8 267 268 | 261 250 221 2.1—41.1 255 211 | 243 215 1.80
FR 151 5.7—-35.0 252 255 | 284 251 231 23329 280 230 | 2.84 251 231
ZH 47 0.3—13.7 285 285|279 279 264 2.4—9.0 289 291 265 270 250
Mixed—XX FA 45 2.2—15.0 298 298 | 2.87 282 2.64 0.1-5.6 3.00 293 | 291 281 2.68
RU 44 0.0—51.7 289 250 | 272 230 216 0.6—51.7 293 245 | 273 216 214
Average | 1114 || 6.2—39.5 |12:64 2:60 12787 259 257 || 5.0-31.6 [2:800 245 [127761 2.45 246

Table 1: Quality measurements for MiLQ (Title & Description queries). Code-Mixing Index (CMI) is on a 0-100 scale (Original
Query CMI — Mixed-language Query (MiL.Q) CMI). For GPT-Eval (Accuracy [Acc.] & Fluency [Flu.]) and Human-Evaluation
(Acc. & Flu. & Realism [Real.]), both on a 1-3 scale, cell backgrounds are colored in a fine-grained red gradient from

lightest red (scores ~1.0) to | darkest red (scores ~3.0) . The ’Average’ row is bolded. "XX" denotes the native language.

2 MiLQ: Mixed-Language Query test set

Data Construction We started with queries
from two Cross-Language IR (CLIR) benchmarks:
CLEF (Braschler, 2003) and NeuCLIR22 (Lawrie
et al., 2023a), addressing native-to-English and
English-to-native retrieval, respectively. These
were selected to ensure diverse language scenar-
ios while maintaining quality, based on three crite-
ria: (1) availability of parallel English and native-
language queries, (2) widespread use for perfor-
mance comparison, and (3) budgetary feasibility.
Both follow the TREC format (Voorhees, 2005), in-
cluding short Title and longer Description queries,
for which we created mixed-language versions.

Bilingual speakers, experienced in both lan-
guages and mixed-language search, crafted natural
mixed-language queries from original English and
native query pairs, while preserving the original
search intent. To reflect realistic code-switching
patterns, we adopt Matrix Language Frame theory
(Myers-Scotton, 1997) and follow prior studies (Fu,
2017, 2019; Yong et al., 2023; Winata et al., 2023)
that describe common code-switching as featuring
native language as the grammar-governing matrix
and English language as embedded. Accordingly,
annotators integrated English terms into the native
language structure only when conceptually neces-
sary and linguistically sound. Annotation guide-
lines are in Appendix A.1, and MiLQ samples are
in Appendix A.2 (Figures 5, 6).

Quality Measurement and Analysis We mea-
sured MiLQ’s quality considering its language mix-
ing, meaning preservation, naturalness, and real-
ism (Table 1). First, for language mixing, we used
the Code-Mixing Index (CMI) (Das and Gam-
bick, 2014) (0-100 scale, higher=more mixing; Ap-
pendix A.3). Average CMI increased from 6.2 to

39.5 (Title) and 5.0 to 31.6 (Description), show-
ing substantially more mixing than originals. Next,
GPT-Eval (GPT-40) using Kuwanto et al.’s frame-
work (high human alignment, Kendall’s Tau > 0.5)
assessed MiLQ (1-3 scale; rubrics in Appendix
A.4) for Accuracy (Acc.) (meaning preservation,
correct term use) and Fluency (Flu.) (naturalness,
readability, seamlessness). MiLQ achieved strong
average GPT-Eval scores: Acc. 2.64 / Flu. 2.60 (Ti-
tle) and Acc. 2.80 / Flu. 2.45 (Description). Lastly,
for Human-Eval, three bilingual annotators per
query assessed MiLQ on a 1-3 scale (detailed guide-
lines in Appendix A.5). This evaluation covered
Accuracy (Acc.) and Fluency (Flu.), using criteria
consistent with GPT-Eval, and an additional Re-
alism (Real.). Realism specifically assessed how
naturally bilingual speakers might use the given
mixed-language query in real search scenarios. Hu-
man evaluators rated MiLQ highly, with average
scores: Acc. 2.78 / Flu. 2.59 / Real. 2.57 (Title)
and Acc. 2.76/ Flu. 2.45 / Real. 2.46 (Description).
These consistently high scores in all metrics affirm
the quality and reliability of MiLQ.

Native ‘ Title ‘ Description
Lang. | Agr(%) Nat. Mix. Eng. | Agr(%) Nat. Mix. Eng.
SW 788 044 887  0.30 | 1.05 11568
SO 980 073 1000 0.19 [J2NI6N 0.05
FI 709 [1.60 1.16 81.5 |84 034 116
DE 53.0 111 046 138 | 775 079 038 [1.85
FR 69.5 | 1.02 D186 047 | 788 | 0.82 89 0.38
ZH 532 140 092 1.08 | 702 088 094 148
FA 60.0  0.78 037 | 667 073 0.47
RU 727 059 169 091 | 750 052 [ 176 0.79
AVG. | 693 087 (1437 089 | 796 | 0.60 540 0.96

Table 2: User preference for Native (Nat.), Mixed-language
(Mix.), and English (Eng.) queries. Agr.(%): Percentage
of queries where a majority (2+ of 3) of annotators agreed
on preferred query type(s). Nat./Mix./Eng. values represent
average annotator votes (0-3) for each type. Background color
intensity indicates preference strength.
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Figure 2: Performance of retrieval models across - MQIR MILQ) , and - scenarios. Results are averaged

by language group: low-resource (SW, SO; MAP@100) [left], high-resource (FI, DE, FR; MAP@100) [middle], and diverse
document language (ZH, FA, RU; nDCG@20) [right]. Models include BM25, specialized multi-vector dense retrievers (Mono-,
Mixed-, Cross-Distill), and mContriever. See Appendix B.4 for per-language details.

To investigate user preferences for Native (Nat.),
Mixed-language (Mix.), and English (Eng.) query
formulations, we asked annotators to select their
preferred formulation(s), allowing for multiple se-
lections. For robust assessment, Table 2 presents
results for queries in which a majority of annota-
tors (2+ of 3) agreed on their preferred formulation.
The scores for each formulation type (0-3) repre-
sent the average number of annotators who selected
that type as preferred. Overall, Mix. received the
highest average scores, with 1.43 for Title and 1.54
for Description queries, outperforming Nat. and
Eng. formulations. However, the degree of pref-
erence varied across languages. Notably, Somali
(SO) exhibited the strongest preference for mixed-
language (e.g., Title: 2.26, Description: 2.76). To
uncover the reasons for such variations, we con-
ducted interviews with annotators in all languages.
These discussions revealed that Somali speakers
frequently code-switch, primarily using English to
express modern concepts due to Somali’s limited
contemporary vocabulary—findings aligned with
prior literature (Andrzejewski, 1979, 1978; Kap-
chits, 2019). Further interview insights, including
common themes on mixed-language query usage,
are provided in Appendix A.6.

In summary, this section addressed (RQ1), con-
firming that MiLQ is perceived as highly realis-
tic and that bilingual users prefer mixed-language
query formulations. Additional details of MiLQ
are in Appendix A.7.

3 Experimental Setup

This section details our experimental setup, de-
signed to evaluate various multilingual IR models
on mixed-language queries using MiLQ.

Test Scenarios & Dataset We evaluate three re-
trieval scenarios: MQIR (MIiLQ) (Mixed—XX),
MonoIR (XX—XX), and CLIR (XX—YY). Doc-
ument collections include NeuCLIR223 (Lawrie
et al., 2023a) and CLEF00-03 (Braschler, 2000,
2002a,b, 2003) (statistics in Appendix B.1). Fol-
lowing prior works (Huang et al., 2023; Yang et al.,
2024), queries are concatenations of Title and De-
scription, with MAP@ 100 and nDCG @20 serving
as the primary metrics (detailed in Appendix B.2).

Retrieval Models To create retrieval models spe-
cialized for distinct language scenarios, we de-
veloped three ColBERT-based (Khattab and Za-
haria, 2020) dense retrievers: Mono-Distill, Cross-
Distill, and Mixed-Distill. Based on a multilin-
gual pretrained language model, these models are
trained via Knowledge Distillation (KD) adapt-
ing Translate-Distill strategy (Yang et al., 2024)
where English IR training data is translated into
target languages. Thus, their specialization for
each scenario arises solely from the training data
used. Mono-Distill is trained for MonolR (e.g.,
XX—=XX or EN—EN) with monolingual query-
document pairs (original MSMARCO (Nguyen
et al., 2016) or translated version). Cross-Distill is
trained for CLIR (e.g., XX—EN or EN—XX) with
cross-lingual query-document pairs derived from
MSMARCO. Mixed-Distill is trained for MQIR
(e.g., Mixed—EN or Mixed—XX) with artificially
code-switched query-document pairs, generated
via bilingual lexicon (Kamholz et al., 2014; Con-
neau et al., 2017) without translation.

We also include the following baselines: mCon-
triever (Izacard et al.) serves as a multilingual
single vector dense retriever pre-trained for broad
language coverage. BM25 (Robertson et al., 2009)

3https://catalog.data.gov/dataset/2022-neuclir-dataset
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is a standard sparse lexical matching retriever.
Translate-Test first translates queries into the doc-
ument’s language via Neural Machine Translation
(NMT), then applies BM25 or Mono-Distill for re-
trieval. Detailed implementation specifics for all
models are in Appendix B.3.

4 Results and Analysis

Main Results In response to (RQ2), MiLQ
(MQIR in Figure 2) shows that multilingual IR
models like Mono-Distill and Cross-Distill achieve
moderate performance in MQIR, performing be-
tween their MonolR and CLIR performance. This
pattern, also observed with the lexical-based BM25,
is attributable to MQIR’s intermediate level of lexi-
cal cues compared to MonolIR and CLIR settings.

Further observations underscore specialization’s
limitations. For instance, Mono-Distill (MonolR-
optimized) outperformed Cross-Distill (CLIR-
optimized) in MonolR settings, and vice-versa.
Additionally, mContriever consistently trails spe-
cialized models. Notably, Mixed-Distill trained
with artificial code-switched text shows well-
balanced performance, often outperforming Cross-
Distill in MonoIR and Mono-Distill in CLIR/MQIR.
This highlights potential benefits of using mixed-
language queries in training for a robust bilingual
IR system—a core challenge MiL.Q addresses: de-
veloping a single robust IR model for bilingual
users freely querying in native, English or mixed
language. To better harness this potential of code-
switched training data explored in prior studies
(Litschko et al., 2023; Liu et al., 2025), future work
could explore advanced methods, like multilingual
LLMs, beyond simple lexicon augmentation.

Regarding (RQ3), intentionally using mixed-
language queries offers context-dependent benefits.
While native queries are optimal for retrieving na-
tive content (MonolR, XX—XX), mixed-language
queries (MQIR, Mixed—EN) prove superior to na-
tive ones (CLIR, XX—EN) when bilinguals search-
ing English content, thus offering a clear strate-
gic advantage. Notably, in low-resource MQOIR
for English document retrieval (Figure 2, left),
BM25 outperforms neural models like mContriever
and Mono-Distill. Consequently, for low-resource
languages where neural models struggle with na-
tive queries, mixed-language queries with BM25
present a more effective IR system.

Effectiveness of Translate-Test Translate-Test,
applying NMT at test time, is widely used in CLIR

Low Resource ‘ High Resource ‘ MonoIR

Method

CLIR MQIR |CLIR MQIR |
BM25 1235 3835 | 856 3492 | .
NMT—BM25 41.07 48.10 | 46.01 47.08 :
Mono-Distill 953 3634 |4132 5226 |
NMT—Mono-Distill 50.14 56.92 |56.25 56.78 ‘

Table 3: Performance of BM25 and Mono-Distill before and
after applying NMT. The metric used is MAP@100 (%).

(Nair et al., 2022). We evaluated its effectiveness
for English document retrieval (XX or Mixed —
EN), projecting native and mixed-language into
English. Table 3 shows introducing NMT for
both query types consistently improved perfor-
mance, bringing them closer to the MonolR sce-
nario. Notably, NMT on mixed-language queries
(Mixed—EN) surpassed NMT on native queries
(XX—EN). This suggests English terms in mixed
queries aid translation, making NMT on these in-
tentionally mixed queries (relevant to RQ3) more
effective. However, current research on Code-
Switching Translation (Huzaifah et al., 2024) has
been limited to specific language pairs, underscor-
ing the need for tailored NMT models to better
support MQIR.

Query & Passage Token Similarity Matrix (Mixed) Query & Passage Token Similarity Matrix (Native)

uuuuu

> >
S FS&eSs
 &e&sgé

Figure 3: Token-level similarity matrices from Cross-R for
German and mixed-language queries on ground truth passage.
The y-axis shows tokenized queries (mixed-language left, na-
tive right), and the x-axis represents the tokenized English
passage. MaxSim tokens are marked by x, and the code-

switched parts are highlighted .

Token-Level Analysis for MQIR The mecha-
nism of multi-vector retriever (e.g., ColBERT) in-
volves identifying the most similar document to-
kens for each query token. While prior research
(Wang et al., 2023; Liu et al., 2024) has explored
this in MonolR, its behavior in other language con-
texts remains unexplored. This token-level analysis
offers a rationale for a key aspect of (RQ3): under-
standing why mixed-language queries can outper-
form native queries for English document retrieval.

Our analysis compared MaxSim token pair sim-
ilarity (a query token and its maximal similarity
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document token) in mixed-language versus native
queries. Figure 3 (left) shows mixed-language
queries, by including English terms (e.g., "Intellec-
tual Property Rights" from German "Intellektuelle
Eigentumsrechte"), allow these English tokens to
form MaxSim pairings (<) with accurate, higher
similarity scores. Conversely, native queries (right)
rely on cross-lingual interpretation of native tokens
(e.g., German "Intellekt," "Eigen") to map English
concepts. While MaxSim pairings are also iden-
tified (<), this mapping yields weaker similarity
for such crucial English concepts. Thus, inten-
tionally mixing English terms improves MaxSim
matching through higher similarity scores for En-
glish terms—a key rationale (RQ3) for MQIR’s
enhanced English retrieval.

5 Conclusion

This study addressed the prevalent yet understudied
phenomenon of mixed-language querying among
bilingual speakers by introducing MiLQ—the first
public user-crafted MQIR benchmark, validated
for both realism and high user preference. Our
comprehensive experiments on MiLQ revealed that
current IR models exhibit inconsistent performance
across diverse query types, highlighting the need
for more robust retrieval systems and demonstrat-
ing the promising potential of code-switched train-
ing data. Finally, we discovered that intentionally
mixing English terms into queries serves as an ef-
fective strategy for enhancing English document
retrieval among bilingual users.

6 Limitations

While MiILQ is a valuable first public MQIR
benchmark, it shares limitations common to the
broader multilingual IR field. A key challenge
is the test set scale; unlike large monolingual
English benchmarks (e.g., MS-MARCO (Bajaj
et al., 2018), NQ (Kwiatkowski et al., 2019) with
thousands of queries), CLIR benchmarks typically
comprise only tens to hundreds of queries (Asai
et al., 2021; Lawrie et al., 2023b,a; Soboroff, 2023;
Adeyemi et al.,, 2024). This is because creat-
ing numerous high-quality multilingual test sets
is highly resource-intensive. Larger MQIR bench-
marks would be beneficial, allowing for more ro-
bust methodological comparisons and fostering ad-
vancements in the field.

MiLQ currently focuses on English-native lan-
guage pairs, excluding non-English/non-English

combinations; future inclusion of these diverse
pairings is desirable. Furthermore, while realis-
tic, MiLQ’s user-crafted queries may not capture
all code-switching patterns, as these are shaped
by individual cultural and linguistic experiences.
Broader participant involvement could enrich fu-
ture datasets with more diverse, authentic patterns.
Budgetary constraints also limited MiLQ’s initial
language and domain scope, suggesting future ex-
pansions for wider utility.

These limitations and the need for larger test
collections highlight promising future directions.
Beyond creating larger MQIR benchmarks, key re-
search avenues include expanding linguistic diver-
sity (with non-English/non-English pairs), investi-
gating broader code-switching patterns via more
diverse annotators, and leveraging advanced tech-
niques like multilingual LLMs to enhance MQIR.

Ethical Considerations

Dataset Licensing and Usage Our work uses
three primary datasets: NeuCLIR22 (Lawrie et al.,
2023a), CLEF00-03 (Braschler, 2003), and our
newly introduced MiLQ dataset. We have veri-
fied the licensing terms for all existing datasets
and ensured our usage is consistent with their in-
tended research purposes. The NeuCLIR22 dataset
is published by NIST with public access level
and is subject to the NIST Open License. The
CLEFO00-03 data is distributed by ELDA under an
End-User Agreement for Evaluation Packages for
Research Use, which permits evaluation purposes.
Our MiLQ dataset will be distributed by ELDA
under a free evaluation license for academic organi-
zations. The dataset is accessible through our code
repository. The MiLQ dataset and our findings are
intended solely for academic research purposes in
multilingual information retrieval. We discourage
commercial deployment without further evaluation
of potential societal impacts and biases.

Human Annotation For our MiLQ dataset,
queries were created by bilingual speakers and sub-
sequently validated by a different group of bilin-
gual speakers to ensure quality and reduce bias. All
participants in both stages were compensated fairly
for their work based on regional wage standards
and time estimates for each task. The detailed an-
notation guidelines and compensation structure for
each stage are described in Appendix A.1 and A.5.
We obtained informed consent from all participants,
clearly explaining how their contributions would
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be used in research and dataset creation.

Potential Risks The scope of our study is limited
to the news domain and nine languages: English,
Swahili, Somali, Finnish, German, French, Chi-
nese, Persian, and Russian. Therefore, our findings
may not generalize to other domains, genres, or
languages not represented in our evaluation. Our
findings may inadvertently favor certain language
pairs or retrieval approaches that work better for
high-resource languages, potentially contributing
to digital language divides. Regarding personal
information, we followed the existing privacy pro-
tection measures established by NIST and ELDA
for the original datasets.
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A Data Annotation

A.1 Details of the Employment and Annotation

We recruited bilingual speakers through Upwork*, who were fluent in both English and one of the
following languages: Swahili (SW), Somali (SO), Finnish (FI), German (DE), French (FR), Chinese
(ZH), Persian (FA), or Russian (RU). These annotators were selected based on their proficiency in both
languages and their extensive experience in translation activities between English and their respective
languages. We provided the annotators with clear guidelines, as shown in Figure 4. The payment was
based on the number of queries, with SW, SO, FI, DE, and FR totaling 302 queries (Title + Description)
for $40. For ZH, FA, and RU, we created 94, 90, and 88 queries, respectively, with a total cost of $20 per
language.

Key Points:
Detailed Instructions for Creating German- ,
wwe S
English Mixed Language Search Query Creator :
[Examples of Title Query]
Welcome to the task! Below are the detailed instructions to help you create high-quality
mixed-language search queries. Please read through carefully before starting. avmryig | Geman & Engiah ixed Langusge uery

(Description)

' Berin,
5

Overview of the Task ‘ e ool

[Examples of Description Query]
You will be provided with two Google Sheets: one for Title Queries and the other for

Description Queries. Each sheet contains queries written in both German and English, 1. Dataset Details:

N P P o In th le Sheet, Coll A th 1D, Cols Bis fc
organized into separate columns. Your job is to create realistic mixed-language (.g., n the Google Sheet, Column A contains the query ID, Column B is for your
X R . » . . . : mixed-language input (currently empty), Column C contains the German queries,
code-switched, code-mixed) queries that bilingual speakers might typically use in online and Column D contains the English queries.

searches. The ultimate goal of this dataset is to build an evaluation dataset for assessing

o

German queries are human-translated from English queries to ensure both
search scenarios targeting English document collections using mixed-language queries. versions share the same meaning.

o Queries with the same ID correspond to the same topic or meaning, even if they
are of different types (title or description).

If the meaning of a title query is unclear, we recommend referring to the

(o}

corresponding description query for better context. For this reason, it's suggested
to work on description queries first.

2. Types of Mixed Language Queries to Create:
o Title Queries: Short keyword-based queries (2-5 keywords)

O Description Queries: Longer, sing! e queries.

N

. Mixed-Language Query Creation:
Start by copying the German query and replacing specific words or phrases with
their English equivalents to create realistic code-switching patterns.

°

°

Focus on natural and realistic expressions—do not feel pressured to insert English
words unnecessarily, and if you do not know the English translation of a word, do
not feel obligated to look it up just to switch languages.

°

Refer to the representative code-switching scenarios below for guidance on which

parts of the query to switch between German and English.

Figure 4: Guideline for German-English mixed-language search query annotators.

“https://www.upwork.com
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A.2 Examples of Title and Description queries in MiLLQ

This appendix illustrates Title and Description mixed-language queries (MiLQ) from our dataset, derived
from native and English sources. The figures highlight code-switched segments and indicate their
Code-Mixing Index (CMI), calculated by 1.

Source Lang . . . . . . .

Benchmark (XX) Native Title Query Mixed-Language Title Query (MiLQ) English Title Query
SW | Tatizo ya Mafuta nchini Serbia (0.0) | Tatizo ya Mafuta nchini Siberia ~ (20.0)
SO Masiibada Saliida Saybeeriyaan (0.0) | Masiibada saliidda Siberian (33.3)

CLEF00-03 Fl Siperian 6ljykatastrofi (0.0) | Siberian dljykatastrofi (50.0) | Siberian Qil Catastrophe
DE 0 Ikatastrophe in Sibirien (0.0) | O lkatastrophe in Siberia (33.3)
FR Catastrophe™ petroliere en Sibérie (25.0) | Catastrophe pétroliére in Siberia ~ (75.0)
ZH | EXBHAHE (0.0) | Bamiyan A& (50.0)

NeuCLIR22 | FA | ghabglalas (0.0) | sWlax Bamiyan (50.0) | Buddhas of Bamiyan
RU Bymuusl B Bamuane (0.0) | Bammanckue craryu of Buddha (50.0)

Figure 5: Examples of Title queries from the MiLQ dataset. Code-switched segments are highlighted, and CMI
values are shown in parentheses. (*Note: Although ’Catastrophe’ is also a French word, it was identified as English
by the language model in this instance.)

Source Lang " - "

Benchmark (XX) Native Description Query Mixed-Language Description Query (MiLQ) English Description Query
SW | Patamaelezo kuhusu kupasuka kwa bomba la mafuta nchini Serbia. (0.0) | Pata maelezo kuhusu kupasuka kwa oil pipeline nchini Siberia  (33.3)
SO Hel warbixinta dilaaca tuubada saliida ee Saybeeriya. (0.0) | Hel reports-ka ku saabsan rupture-ka oil pipeline ee Siberia. (333)

CLEF00-03 Fl Etsi tietoja 6ljyputken murtumisesta Siperiassa. (0.0) | Etsi tietoja oil pipeline rupture Siperiassa. (50.0) | Find information on the rupture of an oil pipeline in Siberia
DE Bruch einer 0 Ipipeline in Sibirien (0.0) | Information iiber den Rupture einer Oil Pipeline in Siberia. (66.7)
FR Rupture d'un pipeline en Sibérie (0.0) | Rupture d'un oil pipeline en Siberia. (50.0)
ZH | REXRABAETEXBEABHNE. (0.0) | BEHRBBFIET Bamiyan AR, (111

NeuCLIR22 FA | fes Ol slalag ) sm 52 (VIR Jlia (0.0) | lalas)se 2 VG JusBamiyan s (14.3) | I'm looking for articles on Buddhas of Bamiyan
RU Wty craton o Byanax B Bamnane (0.0) | My craren on Buddhas of Bamiyan (66.7)

Figure 6: Examples of Description queries from the MiLQ dataset, corresponding to the same query IDs as the Title
examples shown in Figure 5. Code-switched segments are highlighted, and CMI values are indicated in parentheses.

A.3 Code-Mixing Index (CMI)
The formula for the Code-Mixing Index (CMI) (Das and Gambick, 2014) is as follows:

u

100><(1—mn"f<wi)) ifn > u

CMI = (1)

0 if n = u,

where wj; is the word count in language i, max(w;) is the word count in the primary language, n is
the total word count, and w is the number of language-independent tokens (e.g., numbers, hashtags).
In our analysis, we treat the primary language as the native language. We used GPT-4o (Hurst et al.,
2024) instead of existing tools for more precise language identification. While existing tools such as
language-detection (Nakatani, 2010) and fastText (Joulin et al., 2016) have been widely used for language
identification, we observed certain inconsistencies in accuracy. Therefore, we leveraged LLMs for more
accurate data analysis. First, we tokenize the text at the word level using NLTK?. For Chinese text, we
apply Jieba®, a specialized tokenizer optimized for Chinese word segmentation. After tokenization, we
utilize GPT-40 to classify each token’s language using the prompt template shown in Figure 7.

Shttps://www.nltk.org/
Shttps://github.com/fxsjy/jieba
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Identify the language of each word in the given list using language codes (e.g., ISO 639-1, ISO 639-2, ISO 639-3).
If a word is language-independent (e.g., punctuation, numbers, or symbols), assign it the code ‘'unknown'.
Return a one-to-one mapping of each word with its corresponding language code, followed by a final list of language codes in order.

Example:
Words: ['l', 'mdchte’, 'ein’, 'new’, 'laptop’, 'kaufen’, ',', 'but’, "it's", 'too', 'teuer’, "]

One-to-One Matching:
T —'en'
'méchte’ — 'de’
'ein' — 'de'
'new' — 'en’
'laptop' — 'en’
'kaufen' — 'de'
"' — 'unknown'
'but' — 'en’
"it's" — 'en’
't00' — 'en’
'teuer' — 'de

"' — 'unknown'

Final List of Language Codes:
['en', 'de’, 'de’, 'en’, ‘en’, 'de’, 'unknown’, ‘en’, 'en’, 'en’, 'de’, 'unknown']

Input:

Words: {token_list}

One-to-One Matching:

Figure 7: Prompt template for language identification.

A.4 GPT-Evaluation Rubric

For GPT-based evaluation, we adopted the Accuracy and Fluency rubrics from Kuwanto et al., using their
publicly available prompts and evaluation code framework.” While their assessments utilized GPT-40-
mini, our study employed the more powerful GPT-40. The model was instructed to evaluate generated
code-switched sentences against the original monolingual sentences on a 1 (lowest) to 3 (highest) scale
for each criterion.

Accuracy This criterion measures how well the generated sentence preserves the meaning and informa-
tion of the original sentence, and whether the code-switched terms are used correctly and appropriately.

Score 1 (Low): Significant deviation from original meaning; key information missing, altered, or redun-
dantly repeated. Code-switched terms incorrect/inappropriate. Introduces new information.

Score 2 (Moderate): Minor deviation from original meaning; most key information present but may
have slight errors. Most code-switched terms appropriate with minor mistakes.

Score 3 (High): Fully preserves original meaning; all key information present and correct. Code-switched
terms accurate and appropriately used.

Fluency This criterion measures how natural and easy to understand the generated sentence is, consider-
ing grammar, syntax, and the smooth integration of code-switching.

Score 1 (Low): Sentence is difficult to understand or awkward; poor grammar/syntax in either language.
Code-switching disrupts sentence flow.

Score 2 (Moderate): Sentence is understandable but may have awkward/unnatural phrasing; acceptable
grammar/syntax. Code-switching somewhat smooth but not perfectly integrated.

Score 3 (High): Sentence is natural and easy to understand; good grammar/syntax in both languages.
Code-switching is smooth and seamless, enhancing flow.

"https://github.com/gkuwanto/ezswitch
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A.5 Human-Evaluation Guidelines and Rubrics

For the human evaluation of mixed-language queries (MiLQ), we again recruited bilingual speakers via
Upwork. Eligibility required proficiency in English and one target language at least at the B2 CEFR
level, plus prior translation or linguistic experience, ensuring high-quality judgments. Annotators received
detailed instructions (see Figure 8) and evaluated MiLQ quality using three criteria: Accuracy, Fluency,
and Realism, rated on a 1-3 scale.

The payment scheme for this evaluation reflected task complexity and language availability: SO and
SW annotators were compensated at $20 per annotator; FI, FR, and DE annotators at $30; and FA, ZH,
and RU annotators at $15 each.

Accuracy and Fluency Rubrics

Accuracy and Fluency rubrics mirrored those used in GPT-Evaluation (see Appendix A.4). Accuracy
measures how well a MiLQ preserves the original query’s meaning and appropriately integrates code-
switched terms. Fluency assesses the naturalness and clarity of language mixing, ensuring smooth
integration of both languages.

Realism This criterion, specific to human evaluation, assesses the likelihood that a bilingual speaker
would naturally produce or use the given MiLQ in a real online search context.
Score 1 (Low): Query feels unnatural or forced; unlikely to be used in real search scenarios.

Score 2 (Moderate): Query could be used in real searches, but has noticeable awkwardness or unnatural
elements.

Score 3 (High): Query feels natural and comfortable; would likely be used in real search situations.
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Somali/English Mixed-Language Query Quality Evaluator

Summary

We are seeking meticulous native Somali speakers who are fluent in English to
evaluate the quality and realism of mixed-language (code-switched) search queries.
If you regularly mix Somali and English in your online searches, your expertise will
be crucial to our research on improving multilingual search experiences

Task Description

You will be provided with a shared Google Spreadsheet to perform the following
evaluations. This work involves assessing a total of 302 queries: 151 'Title' queries
(short phrases, typically 2-5 keywords) and 151 'Description’ queries (structured as
single sentences). Please refer to the 'Examples of Title Queries’ and "Examples of
Description Queries' .

e o)
ot Gy ) = s pussyn manaa e

Exampies of Description Queries

The evaluation process will require you to

® Quality Assessment for Mixed-Language Queries:

© You will assign a score from 1 to 3 to each mixed-language query
based on three criteria: Accuracy, Fluency, and Realism.
Detailed evaluation rubrics for these critenia are provided further below.
Accuracy: How well the query preserves the original meaning and
uses appropriate code-switched terms.
Fluency: How natural and understandable the query is, with smooth
integration of both languages.
Realism: How likely a bilingual speaker would naturally use this
specific mixed-language query in a real search.

o

o

o

= Preference Evaluation for Search Use:

o Separately, you will be asked to choose the guery version(s) you would
actually prefer to use in a real online search.
Please make quick, instinctive selections based on your typical search
habits.
If multiple options feel equally suitable, you may select all that apply
(e... ‘M, N'). However, please Iry to choose the ane that works best
for you.

i N: Native Language Query

il. E:English Query

iii. M: Mixed-Language Query

Evaluation Criteria

1. Accuracy
s 1 (Low): Signi meaning 2 key i lion missing,
altered, of repeated; code-switched lerms i new
information introduced
2 (Moderate): Minor meaning deviations; most key information present
with slight errors; most code-switched terms appropriate with minor
mistakes.
e 3 (High): Fully preserves original meaning; all key infarmation present
and correct; code-switched terms accurate and appropriately used.
2. Fluency
s 1 (Low): Difficult to understand or awkward: poor grammar/syntax in
either language; code-switching disrupts sentence flow.
.2 L but may have
phrasing; de-switching
smooth.
3 (High): Natural and easy to understand; good grammar/syntax in
both languages; code-switching is smooth and seamless.
3. Realism

+ 1 (Low Realism): Feels unnatural or forced; unlikely to be used in real
search scenarios.

* 2 (Moderate Realism): Could be used in real searches, but has
noticeable awkwardness or unnatural elements.

® 3 (High Realism):Feels natural and comfortable; would likely be used
in real search situations.

General Responsibilities
In performing these core tasks, you will be expected to:

o Striclly adhere to detailed annotation rubrics and guidelines (provided below).
o Provide consistent and cbjective ratings across all entries.

Requirements

Native speaker of Somali and fluent in English.

Familiarity with typical online search behavior and the use of web search
engines (e.g., Google Search)
. i with, or a clear
communication

Excellent attention to detail, with the ability to strictly follow provided
guidelines.

Strong sense of responsibility and adherence o task deadlines.

(Optional) Previous experience with annotation, data labeling, or evaluation
tasks.

of, code-switching in everyday

D hic Infe o0 Coll

For statistical analysis in our research, we kindly request some basic, anonymized
demographic informatien from selected annotators. This information will be kept
strictly confidential and used solely for statistical analysis in the context of our study.

« Age Range (please select one):
Under 20 years

20-29 years

30-39 years

40-49 years

50-59 years

60+ years

0ooooo0o

* Region (Country of Residence)

* Language Proficiency

Please indicate your proficiency level for both English and Somali using the
scale below. These levels follow the Common European Framework of
Reference for Languages (CEFR):

A1 (Beginner): Able to understand and use very basic expressions;
limited communication ability.

A2 (Elementary): Able to communicate in simple and routine tasks
involving direct information exchange.

B1 (Intermediate): Can handle everyday situations and produce
simple connected text on familiar topics.

B2 (Upper Intermediate): Can interact with native speakers with a
good degree of fluency and spontaneity.

C1 (Advanced): Able to express ideas fluently and spontaneously
without much obvious searching for expressions.

. C2( i ive-like): Can with eass virtually
ything heard or read; self and precisely.

Figure 8: An example of the detailed annotation guidelines provided to bilingual evaluators, in this case for
Somali-English mixed-language search queries. Similar guidelines were adapted for other language pairs.
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A.6

To gain deeper insights into why and when bilingual users employ mixed-language queries (MiLQ) in
real-world online searches, we conducted semi-structured interviews with all annotators. A common
question posed was: "In what situations are mixed-language queries commonly used in real-world online
search contexts, and for what reasons?" Table 4 summarizes the key themes derived from their responses.

Insights from Annotator Interviews on Mixed-Language Query Usage

Key Theme Description: Why Users Mix Languages in Queries Relevant Lan-
guages Men-
tioned

Lexical Gaps  Native language lacks suitable or clear terms for specific concepts Swahili, Somali,

(esp. modern/technical), or English equivalents offer greater preci-
sion, familiarity, or avoid awkward/ambiguous translations.

French, Finnish,
German, Chinese,
Persian, Russian

Broader Infor-
mation Access

English terms are used to retrieve a broader range or larger volume
of online results, especially when native-language queries are per-
ceived as too restrictive or yield insufficient/biased information.

Swahili, Somali,
Finnish, German,
Chinese, Persian

Querying Effi-
ciency

English terms are preferred for faster query formulation, due to
shorter terms, keyboard convenience, or greater cognitive accessi-
bility (i.e., English terms come to mind more readily or are more
familiar).

Swahili, Somali,
French, Finnish,
German, Chinese,
Russian

Grammatical / English terms are selected to bypass complex native grammatical Russian
Orthographic  constructions (e.g., inflections, case agreement for foreign words)
Simplification  or challenges posed by keyboard layouts and non-Latin scripts.

Language Reliance on established English terms arises from insufficient insti- Somali
Moderniza- tutional efforts to standardize native terminology for contemporary

tion concepts, especially in digital and tech domains

Table 4: Summary of Key Motivations for Mixed-Language Query Usage (Condensed to 5 Points) from Annotator
Interviews

In essence, these interviews highlight that bilinguals employ MiLQ for diverse, practical reasons. Key
drivers include bridging lexical gaps or seeking terminological precision when native terms are inadequate,
especially for modern or technical concepts. Users also mix languages to expand information access,
retrieving broader or more diverse results than native-only queries might yield, or to overcome perceived
biases. Querying efficiency and fluency are other significant factors, with English often offering faster
input or more readily accessible terms. Furthermore, mixed-language can serve to simplify grammatical
or orthographic complexities inherent in some native languages, or address deficiencies in language
modernization where native terminology for contemporary concepts is lacking.

It is important to note that the specific motivations and patterns of Mixed-language query usage are
often highly speaker- and context-dependent, influenced by individual linguistic backgrounds, cognitive
habits, the nature of the information need, and even momentary contextual factors. Understanding these
varied drivers is crucial for developing IR systems that can effectively cater to the nuanced and dynamic
search behaviors of bilingual users worldwide.
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A.7 Part-of-Speech Distribution of Code-Switched Words in Queries

Native Query Mixed-Language Query (MiLQ)

NOUN (136) NOUN (2380)

39.5% 48.1%

7 3.4%
OTHER (9
ZL(?D% (9) . 1.4% OTHER (170)
37.8% 41% nor e L e
8% 70 VERB (7) PROPN (720) 6.3%
B PRON (202)

PROPN (130) 12.5% PCW (14) 14.1% | 8.0%
VERB (310)

AD) (43)
AD) (696) ADP (397)

Figure 9: POS distribution of English code-switched words in queries from NeuCLIR22 and CLEF00-03 (left) and
MiLQ dataset (right). PCW refers to punctuation-combined words.

The distribution of English words in both native and mixed-language queries predominantly shows that
nouns and proper nouns are the most common parts of speech. However, in our MiLQ dataset, nouns
outnumber proper nouns, which contrasts with the distribution observed in native queries. Moreover, our
dataset exhibits code-switching not only in nouns and proper nouns but also in a broader range of parts
of speech, including adjectives, prepositions, verbs, and pronouns, showing a more diverse pattern of
code-switching compared to existing datasets.

B Experiment Details

B.1 Benchmark Statistics

NeuCLIR 22 CLEF00-03
ZH FA RU SW SO FI DE FR EN
# Queries \ 47 45 44 \ 151 151 151 151 151 151
# Documents 3.2M 2.2M 4.6M - - - - - 113k
# Passages 19.8M 14.0M 25.1M - - - - - 1.01M

Table 5: NeuCLIR22 and CLEF00-03 benchmark statistics.

Following previous research (Huang et al., 2023), we use 151 queries from the CLEF C001 — C200
topics, excluding those with no relevant judgments. English documents are sourced from the Los Angeles
Times corpus, which includes 113k news articles. For high-resource languages such as Finnish, German,
and French, queries are directly provided by the CLEF campaign. In contrast, for low-resource languages,
Bonab et al. provided Somali and Swabhili translations of English queries.

B.2 Evaluation Metrics

We evaluate retrieval performance using two standard Information Retrieval metrics: MAP @100 (Mean
Average Precision at 100): Evaluates ranked lists by averaging precision scores after each relevant
binary-judged document is retrieved, up to 100 results. Higher scores indicate better overall retrieval.
nDCG @20 (normalized Discounted Cumulative Gain at 20): Assesses ranked lists by measuring
cumulative gain from graded-relevance documents within the top 20, discounted by rank and normalized
by the ideal gain. Higher scores mean better top-ranking of highly relevant items.
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B.3 Implementation Details

Model Configuration For BM25, we utilized the Pyserini toolkit (Lin et al., 2021), which provides
reproducible sparse retrieval through Lucene 8. Dense retrieval experiments with mContriever (Izacard
et al.) employed facebook/mcontriever-msmarco model”.

Our primary retrieval experiments use the ColBERT architecture (Khattab and Zaharia, 2020), a multi-
vector approach for dense retrieval. We utilized the publicly available PLAID-X implementation'? for
all model training and inference. Consistent with standard ColBERT practices, most training artifacts
and hyperparameters were adopted directly. Our primary modification involved setting the maximum
document passage length to 180 tokens. Following established methods (Bendersky and Kurland, 2008;
Dai and Callan, 2019), documents longer than this threshold were segmented into 180-token passages.
During evaluation, the score for each document was determined using the maximum passage score (MaxP)
strategy.

All experiments were conducted with a single run. Due to the approximate nearest neighbor (ANN)
search employed in ColBERT, experimental results may exhibit minor variations depending on the
indexing process. However, we observed that such variations do not lead to substantial differences.

Model Backbones and Computational Resources We fine-tuned distinct ColBERT models for each
source benchmark dataset, selecting multilingual Pre-trained Language Model (mPLM) backbones based
on practices in prior relevant research (Yang et al., 2024; Huang et al., 2023).

* For NeuCLIR22 (ZH, FA, RU): ColBERT was initialized using the XLM-RoBERTa Large model'!.
This model contains approximately 561 million parameters. Fine-tuning for these languages was
conducted about 48 hours.

« For CLEF00-03 (SW, SO, FI, DE, FR): mBERT-base-uncased'? was employed as the CoIBERT
encoder. This model has approximately 179 million parameters. Fine-tuning for these languages
took about 24 hours.

All models were trained on a system equipped with four NVIDIA A100-80GB GPUs. During the training
process, model is trained with 6 passages for each query.

Hyperparameters A common set of optimization hyperparameters was used for fine-tuning all models.
We employed the AdamW optimizer with a learning rate of 5e-6. All models underwent training for
200,000 steps. The total effective batch size was 64, achieved by using a batch size of 16 per GPU across
the four GPUs.

8https://github.com/castorini/pyserini

9https ://huggingface.co/facebook/mcontriever-msmarco
Yhttps://github.com/hltcoe/ColBERT-X

llhttps ://huggingface.co/FacebookAI/x1m-roberta-large
Zhttps://huggingface.co/google-bert/bert-base-multilingual-uncased
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B.4 Performance in Individual Languages

Query Lang | BM25 Mono-Distil  Mixed-Distil ~ Cross-Distil  mContriever ~NMT—BM25  NMT—Mono-Distil

SW 11.56 15.93 26.64 35.56 24.52 43.70 51.00
SW&EN 35.82 38.21 48.04 47.77 32.27 47.76 56.15
EN 48.71 57.93 56.53 50.77 34.88 48.71 57.93
SO 13.14 3.12 11.07 2491 5.58 38.43 49.28
SO&EN 40.88 34.46 43.69 49.77 25.18 48.44 57.69
EN 48.71 57.93 56.72 49.94 34.88 48.71 57.93
FI 7.02 29.65 40.50 41.99 27.23 45.06 55.14
FI&EN 40.59 45.87 49.94 49.07 32.23 45.50 56.20
EN 48.71 57.93 55.73 51.53 34.88 48.71 57.93
DE 11.70 44.84 47.16 49.69 30.15 45.70 56.60
DE&EN 42.33 56.89 55.43 54.99 32.06 47.58 57.51
EN 48.71 57.93 56.70 52.12 34.88 48.71 57.93
FR 6.95 49.46 51.96 54.95 32.23 47.27 57.02
FR&EN 21.84 54.02 55.66 55.59 33.53 48.17 56.64
EN 48.71 57.93 57.35 53.05 34.88 48.71 57.93
CLIR 10.07 28.60 3541 41.42 23.94 44.03 53.81
MQIR 36.29 45.89 50.55 51.44 31.05 47.49 56.84
MonoIR 48.71 57.93 56.60 51.48 34.88 48.71 57.93

Table 6: Performance comparison of different retrieval models across multiple language settings for retrieving
English documents. This table presents the performance of individual query languages in this scenario. Additionally,
XX&EN represents queries mixing the native language and English. The metric used is MAP@100 (%). The best
score(s) for each individual language query type (row) are indicated in bold. If there is a unique best score, the
second best score(s) are underlined.

Query Lang BM25 Mono-Distill Mixed-Distill Cross-Distill mContriever

ZH 25.72 46.82 49.59 48.61 32.90
ZH & EN 3.67 41.13 47.46 45.48 19.54
EN 5.74 38.52 48.73 48.91 21.22
FA 34.29 48.97 46.06 47.26 15.26
FA & EN 26.02 48.69 45.36 45.39 12.97
EN 0.07 46.29 47.28 47.99 11.69
RU 36.56 47.97 48.95 49.46 36.86
RU & EN 6.14 44.99 49.71 48.02 32.74
EN 1.11 44.66 51.42 51.30 29.27
MonoIR 32.19 47.92 48.20 48.44 28.34
MOQIR 11.94 44.94 47.51 46.30 21.75
CLIR 2.31 43.16 49.14 49.40 20.73

Table 7: Performance comparison of different retrieval models across multiple language settings for retrieving the
native documents. This table presents the performance of individual query languages in this scenario. Additionally,
XX&EN represents queries mixing the native language and English. The metric used is nDCG @20 (%). The best
score(s) for each individual language query type (row) are indicated in bold. If there is a unique best score, the
second best score(s) are underlined.
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