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Abstract

Large language models (LLMs) take sequences
of subwords as input, requiring them to ef-
fective compose subword representations into
meaningful word-level representations. In this
paper, we present a comprehensive set of ex-
periments to probe how LLMs compose sub-
word information, focusing on three key as-
pects: structural similarity, semantic decom-
posability, and form retention. Our analysis of
the experiments suggests that five LLM fami-
lies can be classified into three distinct groups,
likely reflecting difference in their underlying
composition strategies. Specifically, we ob-
serve (i) three distinct patterns in the evolu-
tion of structural similarity between subword
compositions and whole-word representations
across layers; (ii) great performance when prob-
ing layer by layer their sensitivity to semantic
decompositionality; and (iii) three distinct pat-
terns when probing sensitivity to formal fea-
tures, e.g., character sequence length. These
findings provide valuable insights into the com-
positional dynamics of LLMs and highlight dif-
ferent compositional pattens in how LLMs en-
code and integrate subword information.

1 Introduction

Large language models (LLMs) rely heavily on
subword tokenization (Achiam et al., 2023; Dubey
et al., 2024) that processes words into a sequence
of subwords which potentially disrupts morpheme
boundaries (Batsuren et al., 2024). Despite this,
LLMs have demonstrated impressive capability in
comprehending word meanings (Shani et al., 2023;
Xu et al., 2024), suggesting that they effectively
construct meaningful word representations from
subword components. One possible approach to
this is memorization, where models store entire
input-output pairs. This strategy, adopted by Ned
Block’s humongous table program (Block, 1981),
scales only if all input-output pairs have been seen
during training. However, this is computationally

infeasible due to the exponential growth in possi-
ble combinations with increasing input length and
vocabulary size. Given their promising ability on
word meaning understanding, LLMs must be em-
ploying systematic compositional strategies rather
than relying solely on memorization to generalize
beyond seen data. This motivates our investiga-
tion into how LLMs construct word representations
from subword components and uncover potential
consistent and systematic patterns in subword com-
position.

To systematically examine these compositional
strategies, we analyze subword composition from
three key perspectives. First, we examine how the
geometry of composed word representations relates
to that of their subword constituents. Specifically,
we assess whether composed representations main-
tain linear alignment with their constituent rep-
resentations, revealing patterns of structural sim-
ilarity across layers. Prior studies have explored
geometry properties of word and phrase embed-
dings they construct (Gong et al., 2017), and exam-
ined distances between composed subwords and
full-word embeddings in vector space (Chai et al.,
2024a). Our focus here is to identify linear align-
ment patterns that reveal structural similarity and
transformation dynamics between composed repre-
sentations and whole-word representations across
layers.

Second, we probe whether composed represen-
tations encode fundamental aspects of word mean-
ing, particularly the distinction between semanti-
cally decomposable and non-decomposable words.
Building on previous work that assessed embed-
dings for their awareness of syntactic and semantic
properties, such as sentence length, tense, and iden-
tification of semantic roles (Conneau et al., 2018;
Ettinger et al., 2018; Klafka and Ettinger, 2020),
our analysis focuses on whether LLMs preserve rel-
evant information on semantic decompositionality
during composition. Third, we investigate whether
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composed representations retain surface-level fea-
tures, such as word length across models and lay-
ers. While some models exhibit strong retention
of such features, others abstract away form-related
information, which shows variations in how form
and content are preserved. By analyzing LLMs
across these dimensions, our study provides valu-
able insights into how LLMs process subwords and
form word-level representations, contributing to a
broader understanding of compositional dynamics
in LLMs.

Contributions In this work, we present a set of
new experiments designed to probe the composi-
tional dynamics of LLMs around subwords. Our
experiments with six different LLMs across five
LLM families on three types of tasks demonstrate
that: (i) In most models, subword composition is
isometric to simple addition. (ii) Content informa-
tion such as semantic decompositionality is well-
preserved in the composed representation for all
models across all layers. Formal information about
word length, in contrast, is only preserved in some
models. This has direct implications for the deriv-
ability of form and content of the input. (iii) The
six LLMs fall into three groups, relying on three
distinct compositional strategies, i.e., ways of
constructing composed representations from sub-
words.

2 Related Work

Tokenization Current generations of LLMs
(Achiam et al., 2023; Touvron et al., 2023; Team
et al., 2023; Lozhkov et al., 2024), heavily rely
on subword tokenization where an input text is
split into a sequence of subwords derived from
a predefined vocabulary. Such approaches in-
clude frequency-based methods such as Byte-Pair
Encoding (Sennrich et al., 2016) and Byte-level
BPE (Wang et al., 2020), probability-based meth-
ods such as WordPiece (Schuster and Nakajima,
2012) and Unigram (Kudo, 2018). Tokenization
approaches need to balance the trade-off between
vocabulary size and diverse language coverage in
multilingual scenarios. Tokenization-free or pixel-
based approaches have been proposed to side-step
this trade-off (Rust et al., 2023; Tai et al., 2024;
Chai et al., 2024b), and various tasks have been
proposed to better examine the impact and robust-
ness of subword tokenization (Gee et al., 2022;
Cao et al., 2023; Chai et al., 2024a; Wang et al.,
2024a; Batsuren et al., 2024). Our work aims to

understand subword compositionality in LL.Ms.

Compositionality The compositional ability al-
lows models to generalize beyond simple memo-
rization. Previous works have thoroughly exam-
ined compositionality in phrase (Yu and Ettinger,
2020; Bertolini et al., 2021) and sentence embed-
dings (Dasgupta et al., 2018; Xu et al., 2023). Re-
cent studies have also explored general composi-
tional behaviors of LLLMs in reasoning tasks (Dziri
et al., 2024; Li et al., 2024b) and rule following
(Wang et al., 2024b). Our work sets out to inves-
tigate whether subwords, as a result of tokeniza-
tion, exhibit any compositional dynamics through
geometry and probing analysis. Procrustes anal-
ysis, which is a form of statistical shape analysis
(Schonemann, 1966), is widely used to analyze
structural similarity between two language spaces
(Peng and Sggaard, 2024) and modality spaces (Li
et al., 2024a). Additionally, probing analysis is a
standard approach for dissecting syntactic and se-
mantic features in neural models, such as syntactic
depth, tense, and semantic roles (Ettinger et al.,
2018; Conneau et al., 2018; Hewitt and Manning,
2019; Klafka and Ettinger, 2020).

3 Geometry Analysis

We first conduct geometry analysis on the inter-
nal vector space of different LLM, focusing on the
structural similarity between composed representa-
tions and the original whole word representation.

3.1 Dataset

Batsuren et al. (2022) proposed a benchmark on
morpheme segmentation which collected more than
577,374 unique English words with its morpholog-
ical categories. We take advantage of this resource
and pick out words that have both its whole word
form and potential subwords in the model’s vo-
cabulary. In this work, we specifically focus on
two-subword combination (e.g., limit = (li, mit)!).
After going through six different language mod-
els, we end up with a parallel® dataset across these
language models. In total, we have 3,432 words
covering 2,316 root words (words that are free mor-
phemes, such as dog and progress) and 1,116 non-
root words (words that fall into other morphologi-
cal categories such as inflection only, e.g., prepared,
derivation only, e.g., intensive, and compound, e.g.,

imit, li, and mit are all in model’s vocabulary.
It is parallel in the whole word form, while the tokenized
results might be different.
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Figure 1: Illustration of the pipeline of our geometry analysis. All words and subwords exist in models’ vocabulary.
Vector representations are first obtained by feeding them into LLMs. Composed vector space is then constructed by
applying composition operations among subword representations. Procrustes analysis is performed between the
original word vector space and the composed vector space to find the linear alignment.

hotpot). As one word could have multiple sub-
word combinations discovered (e.g., numeric = (n,
umeric), (num, eric), (numer, ic)), we have all com-
binations included. In the following experiments,
we conduct 3 runs where each run with randomly
picked combination to reflect the variation. The
ribbons in the experiment figures demonstrate stan-
dard deviations brought in by such variation. We
randomly split these words into train, test splits.

Root | Non-Root | Total
Train | 1852 893 2745
Test | 464 223 687
Total | 2316 1116 3432

Table 1: The statistics of the dataset.

LLMs and Vector Representation The six
instruction-tuned LLMs we experiment include
Llama3-8B-Instruct, Llama3.1-8B-Instruct (Dubey
et al., 2024), Aya-expanse-8B (Dang et al.,
2024), Gemma2-9B-it (Team, 2024a), Qwen2.5-
7B-Instruct (Team, 2024b), and Falcon-7B-Instruct
(Almazrouei et al., 2023a). All above models adopt
subword tokenization strategy and are instruction-
tuned. The whole word vector representation is de-
rived through feeding the exact word to the model.
Subword representations are obtained separately
through the same pipeline. As all words and sub-
words exist in models’ vocabulary, we can directly
obtain their vector representations without addi-
tional operations. Different composition operations

are then performed on subword representations to
obtain the composed representation, which will
later be compared against the original whole-word
representation to examine structural similarity.

3.2 Methods

We utilize Procrustes Analysis (Schénemann,
1966), i.e., the induction of a linear projection be-
tween two subspaces, to quantify the isometry or
structural similarity between whole word represen-
tations and composed representations of subwords.
Assume X and Y are two matrices of size n x d
(n is the number of examples, and d refers to the
embedding dimension). Such that the i-th row of
X is the composed embedding of two subwords,
and ith row of Y is the original embedding of the
whole word. The linear transformation is derived
through singular value decomposition (SVD) of
YXT:

W* = argmin |[|WX - Y|[p =UVT (1)

WeO )

where ULVT = SVD(Y XT'). With the obtained
W*, we transform composed embeddings X into
the original vector space. We then perform co-
sine similarity to retrieve the most similar original
word vector. Following previous works on mea-
suring representation alignment (Li et al., 2024a;
Wau et al., 2024), we use Precision@1 (P@1) as
our performance metric. The overall pipeline of
the method is illustrated in Figure 1. The train split
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is used to find the optimal linear transformation
W* which will then be applied to the test split for
evaluation.

3.3 Results

Main Geometry Results Our first experiment
simply evaluates the structural similarity of LLM
whole word representations and addition of, multi-
plication of, and absolute difference between con-
stituent representations, by measuring their perfor-
mance (P@1) across layers.

N N
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Figure 2: Structural similarity between LLM compo-
sition and simple composition (P@1). Green band is
simple addition. Orange refers to multiplication. Red
is the performance of absolute difference. The colored
bands indicate standard deviation. LLM composition is
significantly more similar to simple addition.

A key takeaway from Figure 2 is that simple
addition consistently outperforms other operations
across all models and layers. This suggests that
summing two subword representations produces a
composed representation with strong structural sim-
ilarity to the original whole-word representation.
However, the degree of similarity varies across
models, revealing three distinct patterns. Aya-
expanse and Gemma?2 exhibit the most impressive
P@1 score, indicating high-level structural simi-
larity between composed vectors and the original
vectors. Unlike other models, the demonstrated

structural similarity is able to maintain across later
layers. The high precision in linear alignment ex-
hibited in early layers of Falcon and Qwen2.5 drops
in later layers. Llama models, on the other hand,
only demonstrate moderate level of structural simi-
larity between composed vectors and word vectors
at the embedding layer. The structural similarity
drops almost immediately.

It is easy to see how the six LLMs can be placed
in three groups with very distinct plots: Llama 3
and Llama 3.1 show very little structural similarity,
and only at the embedding layer, suggesting non-
linear composition or memorization. Aya-expanse
and Gemma show high structural similarity, in par-
ticular at the innermost and outermost layers. Fi-
nally, Falcon and Qwen2.5 show moderate levels
of structural similarity that drop last-minute. We
discuss these differences in detail in Section 5.

subword*subword2
80 = abs(subword-subword2) 80

0 5 10 15 20 25 30 0 0 20 30 a0
Layer Layer
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ubword2 B subwordl+subword2
subword1*subword2
B abs(subword1-subword2)

bw
80 B as{subword1-subword2) 80

o 5 10 15 20 25 30 [ H 10 15 20 25
Layer Layer

(e) Falcon (f) Qwen2.5

Figure 3: Structural similarity between LLM compo-
sition (base version, not instruction-tuned) and simple
composition (P@1). Green band is simple addition. Or-
ange refers to multiplication. Red is the performance
of absolute difference. The colored bands indicate stan-
dard deviation. Instruction tuning seems to have little to
no impact on our results; compare with Figure 2.

Impact of Instruction Tuning All models so far
were instruction-tuned. Could differences in in-
struction tuning explain the differences between

22539



the compositional strategies of the six LLMs? We
investigate this by repeating our experiments on
the base versions of the above models. This allows
us to evaluate the impact on instruction-tuning on
structural similarity of LLM composition and sim-
ple composition.

The patterns in Figure 3 are very similar to those
observed for instruction-tuned models (Figure 2).
Simple addition consistently produces composed
vector spaces that most closely resemble the orig-
inal word vector spaces, with same three distinct
groups emerging. The only small difference lies
in relative performance. Structural similarity is
slightly higher in instruction-tuned models com-
pared to their base versions, while the overall pat-
terns remain unchanged. This suggests that al-
though instruction-tuning enhances general similar-
ity scores, it is not the key factor driving the isom-
etry between LLM composition and simple arith-
metic operations. Instead, the structural similar-
ity is induced during pre-training. Pre-training on
large-scale corpora captures distributional and com-
positional regularities, inducing representations de-
signed to facilitate composition (one way or an-
other). What is perhaps surprising is the degree
to which LLMs differ in how representations are
composed. Instruction tuning improves overall sim-
ilarity, but seems to merely act as a refinement pro-
cess, rather than having impact on compositional
strategies.

Root and Non-Root Words The words in our
dataset can be categorized into root and non-root
words; see §3.1 for details. Since simple addition
gave the best performance in the above, we rely on
this form of composition in the following experi-
ments. We now analyze how structural similarity
varies across root and non-root words. Our hypoth-
esis is that non-root words, which can be broken
down into smaller meaningful units, will exhibit
higher structural similarity, whereas root words,
which cannot and lack obvious internal structure,
will exhibit weaker alignment.

Figure 4 illustrates that across different mod-
els and layers, non-root words consistently exhibit
higher structural similarity than root words. This
suggests that simple addition more effectively pro-
duces a composed vector representation that aligns
linearly with the original word representation for
non-root words. This was expected and lends sup-
port to our original hypothesis. In contrast, root
words exhibit weaker linear alignment, likely be-
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Figure 4: Structural similarity between LLM composi-
tion and simple composition (P@1) across all layers and
different word types. Green refers to the performance
on non-root words. Orange refers to root words.

cause they function as semantic atoms that are not
easily decomposed into smaller parts in a mean-
ingful way. Since their meanings are not derived
from the interaction of multiple components, their
representations may be shaped more by contextual
factors and usage patterns than by explicit compo-
sitional relationships. This could introduce greater
variability in their spatial organization, leading to
generally lower structural similarity.

Impact of Contextualization Previous experi-
ments have investigated the structural similarity
between composed vectors—formed by combining
two separate static subword representations—and
original word representations. Many recent ap-
proaches using LLMs produce word, phrase, or
sentence embeddings by applying mean pooling
over their contextualized token representations. In
this experiment, we take a similar approach by feed-
ing both subwords into the LLM simultaneously,
allowing their representations to interact and refine
with each other. We then examine whether a sim-
ple addition of these contextualized subword repre-
sentations can effectively reconstruct a composed
representation that maintains structural similarity
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Figure 5: Structural similarity between LLM compo-
sition and simple composition (P@1) across all layers
w/wo contextualization. Green refers to the performance
with contextualization. Orange refers to without contex-
tualization.

to the original word representation.

Figure 5 compares results with and without con-
textualization. When contextualization is applied,
all models exhibit stronger linear alignment across
layers. Notably, Llama models, along with Falcon
and Qwen2.5, display distinct patterns. Instead
of showing minimal structural similarity, Llama
models demonstrate high levels of isometry in their
middle layers. Falcon and Qwen2.5 also achieve
higher P@1 scores in later layers. Meanwhile,
Aya and Gemma models maintain a pattern sim-
ilar to the non-contextualized scenario, but with
generally higher structural similarity. These find-
ings suggest that for some LLMs, e.g., Llama and
Llama3.1, composed representations are only sim-
ilar to simply arithmetic compositions when the
LLM has observed both subwords in the same
context. This highlights two distinct composition
mechanisms. The first, seen in Aya and Gemmaz2,
allows a linearly alignable composed representa-
tion to be directly formed by adding the separate
subword representations. The second, observed in
Llama, requires the model to process the subwords

in the same context before producing a linearly
alignable composed representation, possibly indi-
cating higher degrees of memorization.

4 Probing Analysis

Previous geometry experiments have demonstrated
that there exists a high degree of structural simi-
larity between composed representations and the
whole-word representations. However, this struc-
tural similarity varies across layers and models. In
the following experiments, we investigate whether
some basic aspects of the word understanding, spe-
cially content and form, have been preserved in the
composed representation.

4.1 Root and Non-Root Words

As shown in Table 3.1, words in the dataset can
be classified into root and non-root words. Iden-
tifying whether a given vector representation cor-
responds to a root or non-root word requires cap-
turing content information. Root words are the
smallest meaningful units that cannot be broken
down further, whereas non-root words are decom-
posable in meaning.

Method This word type prediction task is framed
as a binary classification problem. We train a sim-
ple logistic regression model using either the origi-
nal word representations or the composed subword
representations as input. The classifier is trained
for three epochs with a batch size of 8, utilizing the
Adam optimizer with a learning rate of le-3.

Results The experiment results, measured by the
weighted F1 score, are summarized in Figure 6.
The orange line represents the weighted F1 score
across all layers using the original word represen-
tations as input, while the green line shows the
performance when using composed representations
obtained by summing two subword representations.
Preliminary experiments indicate that a random
baseline (black line) would achieve approximately
56% weighted F1 score. In contrast, features ex-
tracted from composed representations enable the
model to achieve over 80% weighted F1 score,
demonstrating that the distinction between root and
non-root words is inherently embedded in the com-
posed representations. The small gap between the
green and original lines further suggests a high
degree of content information preservation.
Despite the variations in structural similarity ob-
served in previous geometry analysis, composed
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Figure 6: Performance (weighted F1) of different LLMs on word type classification across all layers. Orange
indicates the performance of using the original whole words. Green refers to addition-composed performance, and
black is the random baseline. The colored bands indicate standard deviation.

representations maintain consistently high perfor-
mance across different layers in the word type pre-
diction task. This implies that even if a composed
representation does not perfectly align with the
original word representation in vector space, it
could still preserve essential semantic information
about the word.

4.2 Word Length Prediction

Having considered semantic classes, we now inves-
tigate whether LLMs retain form-related properties
of subword constituents, specifically whether in-
formation about word length is passed up the net-
work. Similar to our earlier experiment, we assess
whether this information is encoded by predicting
word length from both original and composed rep-
resentations.

Method We formulate word length prediction
as a regression task. Using linear regression, we
predict the word length from a given vector repre-
sentation. The regressor is trained for three epochs
with a batch size of 8, using Adam optimizer with
a learning rate of le-3. Since word length is a dis-
crete value, the predicted outputs are rounded to
the nearest integer before computing accuracy.

Results Figure 7 presents the overall accuracy
across different models and layers. A random base-

line (black line) achieves approximately 3.5% ac-
curacy, reflecting the difficulty of the task with-
out meaningful features. In contrast, both original
word representations and composed subword rep-
resentations result in significantly higher accuracy,
demonstrating that word length information is in-
herently encoded in these embeddings.

Across all six LLMs, a consistent pattern
emerges: the highest accuracy is observed in the
early layers, suggesting that form-related proper-
ties, such as word length, are well-preserved at
lower levels of the representation. However, as
layers deepen, accuracy gradually decreases, likely
due to the increasing abstraction of form informa-
tion. Interestingly, at the final layers, accuracy
improves again, indicating that some form-related
information re-emerges at later processing stages.
This suggests that while middle layers prioritize
semantic abstraction, early and late layers retain
more explicit surface-level features.

Consistent with the geometry analysis, these six
models can be grouped into the same three cate-
gories based on their layer-wise accuracy patterns:
(1) Llama3 and Llama3.1, (2) Aya and Gemmaz2,
and (3) Falcon and Qwen2.5. The similar trends ob-
served across models reinforce the idea that there
are some systematic differences in their internal
composition strategies that lead to systematic differ-
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Figure 7: Performance (Accuracy) of different LLMs on word length prediction across all layers. Orange indicates
the performance of using the original whole words. Green refers to addition-composed performance, and black is
the random baseline. The colored bands indicate standard deviation.

ences in how they encode and retain form-related
properties across layers.

5 Different Composition Strategies

The experimental results strongly indicate that the
six LLMs can be categorized into three distinct
groups. This pattern emerges consistently across
our geometry analysis and probing tasks, suggest-
ing that these differences stem from systematic
variations in composition strategies rather than ran-
dom noise.

The first group, which includes Aya and
Gemma2, demonstrates a strong structural align-
ment between composed representations and orig-
inal word representations across all layers. These
models maintain high precision in geometry ex-
periments, and their word type and length pre-
diction performance remains stable, suggesting
that both relevant information are generally well
preserved. This implies that these models use a
relatively direct and stable composition strategy,
where subword embeddings are combined in a way
that closely resembles the whole-word embedding
throughout all layers. The fact that geometries are
isometric to a very large degree, and both form-
related and content-related attributes are restored,
means the derivation history is implicitly kept, mak-
ing the input more easily derivable from the output.

The second group, represented by Falcon and
Qwen2.5, follows a different trend. In early lay-
ers, their composed representations exhibit good
structural similarity with whole-word representa-
tions, but this alignment weakens in later layers.
The word type semantic information remains rel-
atively stable, but form-related information such
as word length disappears in mid-layers and re-
emerges towards the end. This suggests that these
models initially retain subword structures but shift
towards more abstract representations in deeper lay-
ers. Rather than maintaining a fixed composition
throughout, they seem to undergo a transformation
process where subword-based structure gives way
to more semantic abstraction.

The third group, consisting of Llama3 and
Llama3.1, exhibits a rapid loss of structural sim-
ilarity beyond the embedding layer. While the
word type prediction results indicate that semantic
content is still preserved, form-related features de-
grade much more quickly than in the other groups.
This suggests a more aggressive abstraction process
where subword compositions are quickly absorbed
into high-level representations, losing their original
structural alignment. Unlike the first group, which
retains subword traces throughout, these models
prioritize semantic fusion over maintaining direct
compositional structure.
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As discussed in Section 3.3, such distinct pat-
terns are already established during pre-training
phase. Given the similarities in model architec-
ture and training paradigms across these LLMs, we
hypothesize that the main factor leading to this dis-
tinction is pre-training data and its data mixture.
However, since such information is not fully dis-
closed? for the models we experimented, drawing
a definitive conclusion remains challenging. We
hope our work provides insights for future work on
exploring different composition strategies.

6 Conclusion

In this work, we examine subword compositional-
ity from the perspective of vector spaces, focusing
on three key dimensions: structural similarity, con-
tent, and form understanding. Experimental results
demonstrate that certain composition operations
produce representations that are structurally simi-
lar to the original word representations. Addition-
ally, we conducted two probing tasks to analyze
content and form information. The results show
that content information is consistently preserved
across different models and layers, while the preser-
vation of form information exhibits a more variable
pattern. The performance of six different LLMs
reveals three distinct groups based on their compo-
sition strategies.

Limitations

Our work provides valuable insights into sub-
word composition in LLMs, but several limitations
should be noted. First, the size of our dataset (3,432
words) reflects a trade-off between the number of
models analyzed and the number of words included.
Since different models have varying vocabularies,
selecting words (and subwords) that exist across all
models required balancing dataset size and model
coverage. While carefully selected, the dataset
may not fully capture the full range of word struc-
tures. Expanding it could offer an even more com-
prehensive understanding. Additionally, our work
focuses on two-subword composition. It would
be valuable to extend to compositions with more
subwords. Second, our analysis is focused on En-
glish, and it remains an open question whether the
same composition strategies hold across languages
with different morphological properties. Extend-
ing this study to other languages would provide

3We include all available information on data mixture in
the appendix.

a broader perspective on subword composition in
LLMs. Third, we have identified three distinct com-
position strategies, but the underlying reasons for
these differences remain to be explored. Factors
such as pre-training data and data mixture may play
a role, and further investigation could shed light
on why LLMs adopt these different composition
behaviors.
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are under the Gemma Terms of Use.
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A Data Mixture for Different L1L.Ms

Llama3 and Llama3.1 As revealed in Dubey
et al. (2024), the final data mix for Llama3 pretrain-
ing contains roughly 50% of tokens corresponding
to general knowledge, 25% of mathematical and
reasoning tokens, 17% code tokens, and 8% multi-
lingual tokens.

Falcon The pre-training data mixture for Falcon
is summarized in Figure 8.

Pretraining
Fraction  Used

2,700B

Corpora
Name Source Stock

RefinedWeb-English  Filtered and deduplicated Common- ~5,000B 16%
Crawl, see Penedo et al. (2023)
Filtered and deduplicated multi-
lingual (Europe-focused) Common-
Crawl, see Penedo et al. (2023)

RefinedWeb-Euro ~2,000B 8% 400B

Books Project Gutenberg 215B 6% 214B

Conversations Reddit, StackOverflow, Hack- 170B 5% 168B
erNews, IRC, YouTube Subtitles

Code GitHub ~1,000B 3% 115B

Technical arXiv, PubMed, USPTO, Wikipedia 60B 2% 57B

Figure 8: The figure taken from Almazrouei et al.
(2023Db) that illustrates pre-training data mixture in Fal-
con models.

Gemma2 Gemma 2 models (9B) are pre-trained
on 8 trillion tokens. These tokens come from a
variety of data sources, including web documents,
code, and science articles. However, exact propor-
tions of these data types are not disclosed. Instead,
it is noted that the final data mixture was deter-
mined through ablations similar to the approach in
Gemini 1.0 (Team et al., 2023).

Aya-expanse The details of pre-training data
mixture is not mentioned or discussed in Dang et al.
(2024).

Qwen2.5 The fraction of data mixture for
Qwen2.5 models are not revealed. Team (2024b)
mentions that they employ Qwen2-Instruct models
to optimize the pre-training data distribution across
different domains and results in a pre-training data
of 18 trillion tokens.

Tokenizers Tokenizers of these different LLMs
all adopt the BPE algorithm and give quite similar
results for tokenization. This is also why we choose
these six models as they give the highest overlap in
words, ensuring enough data to experiment with.
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